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Abstract 

Cancer caused 9.7 million deaths in 2022, including 1.8 million from lung cancer the leading cause of cancer death. 

EGFR mutation testing is essential for lung cancer treatment planning, but it is invasive and visual identification from 

chest CT images is difficult. This paper proposes a computer-aided diagnosis system to identify EGFR mutation status. 

Lung tumor regions were automatically extracted and radiomics features were obtained. Dimensionality reduction 

was performed using null importance, variance inflation factor, and recursive feature elimination. The method was 

applied to 143 cases and achieved an accuracy of 59.1%, a true positive rate of 54.3% and a false positive rate of 

36.1%. The results suggest that CAD (Computer-Aided Diagnosis) systems can improve the non-invasive detection 

of EGFR mutations in lung cancer. 
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1. Introduction 

Cancer is the world’s deadliest disease, with an 

estimated 20 million new cases of cancer and 9.7 million 

deaths by 2022. According to estimates, one in five 

people will develop cancer in their lifetime, and one in 

nine men and one in twelve women die of the disease. In 

terms of lung cancer alone, 2.5million new cases will be 

diagnosed by 2022, accounting for one-eighth of all 

cancers worldwide. Lung cancer is also the leading cause 

of deaths by cancer site, accounting for about 1.8 million 

deaths [1]. This means that many people die from lung 

cancer each year, requiring early detection, early 

treatment, and effective therapy. In order to provide 

effective treatment, testing for the presence of driver gene 

mutations may be performed. Driver genes are a general 

term for genes involved in the development and 

progression of cancer. If a mutation in this gene is found, 

it allows the use of molecularly targeted drugs that can 

have a dramatic effect on cancer treatment [2]. This 

therapy is less stressful on the body and more effective 

than conventional anticancer drugs. However, testing for 

the presence of genetic mutations is usually done by 

biopsy, which is invasive for the patient [3]. Furthermore, 

it is difficult for physicians to confirm the presence or 

absence of genetic mutations from CT images. Therefore, 

to reduce the burden on physicians and patients, it is 

necessary to develop a computer-aided diagnosis [4] 

system that noninvasively classifies the presence or 

absence of EGFR gene mutations using CT images. 

Although there is study [5] on this topic, require the 

physician to extract lung tumor regions. This task is very 

burdensome for physicians. In this paper, we propose an 

end-to-end method to automatically extract lung tumor 

regions and identify the presence or absence of genetic 

mutations in the obtained regions.  

2. Methodology 

The flow of the proposed method in this paper is shown 

in Fig. 1. Specifically, extraction is performed using a 

model based on U-Net with some modifications to 

optimally extract lung tumor regions. Next, radiomics 

features are extracted from those regions and 

dimensionality reduction is performed using a 

combination of null importance, Variance Inflation 

Factor and Recursive Feature Elimination. Then, 

LightGBM was used to classify the presence or absence 

of genetic mutations. 

2.1. Extraction of Lung Tumor 

In this paper, our proposed prior method, Improved U-

Net [6], is used as the base model. This method 

introduces MultiRes Block [7] and CBAM 

(Convolutional Block Attention Module) [8] to U-Net [9]. 

These modifications allow us to extract features from 

multiple scales and to identify which features to focus on 

in those features. In this paper, we further applied ASPP 

(Atrous Spatial Pyramid Pooling) and ensemble learning 
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to this model.  ASPP enables the acquisition of diverse 

contextual information without increasing the number of 

parameters, allowing for more precise identification of 

the complex internal structure of tumors and their 

boundaries with surrounding lung tissue. Additionally, by 

ensembling two models with different layers, we aimed 

to improve the extraction accuracy of small lung tumors. 

Using this enhanced U-Net model, we performed 

automatic extraction lung tumors.  

2.2. Feature extraction 

In this paper, radiomics features were extracted from 

DICOM data for regions automatically segmented using 

an improved U-Net. Radiomics features enable the 

extraction of shape, intensity, and texture features from 

radiological images [10]. Compared to traditional biopsy-

based analyses, this approach allows for the extraction of 

high-dimensional quantitative tumor characteristics with 

reduced burden on patients. Additionally, to analyze CT 

images across different frequency components, radiomics 

features were extracted from images processed with 

wavelet transformation. 

2.3. Feature reduction 

Feature reduction is the process of selecting only the 

important features among those obtained by feature 

extraction, thereby reducing the computational cost and 

preventing over-fitting to unnecessary noise data. In our 

previous study, feature reduction was performed by null 

importance [5]. However, most of the features selected 

were features obtained from wavelet transforms or 

texture features, which were not independent of each 

other. Therefore, in this paper, we devised a method to 

select features that are statistically independent from each 

other. Specifically, null importance was first applied 

separately to features obtained from the original images 

and those derived from wavelet-transformed images. 

This step retains broadly significant features and 

eliminates those that do not contribute to model learning. 

The separate application is necessary because applying 

null importance to the combined features would leave 

few features from the original images. Next, VIF 

(Variance Inflation Factor) [11] was used to remove 

highly correlated features among those retained from the 

first stage. VIF quantifies the degree of multicollinearity, 

with higher values indicating stronger multicollinearity. 

Generally, VIF values above 10 suggest significant 

multicollinearity. In this paper, the VIF for each feature 

was calculated, and features were recursively removed 

until all remaining features had VIF values below 10. 

Finally, RFE (Recursive Feature Elimination) [12] was 

applied to the features obtained from the VIF step to 

further select the most important features. RFE 

recursively eliminates the least important features, 

starting with all features as input, thereby retaining only 

the features that most significantly impact model 

performance. By combining the filter-based, wrapper-

based, and embedded methods for feature reduction, it is 

considered possible to select features with low 

redundancy and balanced representation. 

2.4. Classification 

For classification, we used LightGBM [13], a gradient 

boosting decision tree algorithm. It is a decision tree that 

grows Leaf-Wise instead of Level-Wise in the process of 

gradient boosting, which allows for quick and accurate 

learning. In this paper, we further implemented a two-

stage learning approach for classification. Two-stage 

learning is a method that connects two models in series to 

compensate for each model’s weaknesses. First, 

classification is performed using LightGBM as usual.  

When the predicted probability falls between 0.3 and 0.7, 

it is considered to have low confidence. Data that could 

not be accurately classified in this range are collected, 

and a second model is constructed to reclassify these 

instances. Finally, the results from the two models are 

combined to improve the overall accuracy. 

3. Results and Discussion 

3.1. Experimental and Evaluation Methods 

The images used in this paper were obtained from the 

University of Occupational and Environmental Health 

Hospital, and the lung tumor regions were annotated 

under the guidance of physicians. A dataset consisting of 

452 chest CT images from 143 cases was used. Leave-

One-Out cross-validation was performed for model 

validation, and the evaluation metrics used were AUC 

(area under the curve), accuracy, TPR (true positive rate), 

FPR (false positive rate). As shown in Table 1, cases 

classified as having genetic mutations were considered 

positive cases, while those classified as not having 

genetic mutations were considered negative cases. 

Accuracy, TPR, and FPR were calculated using the 

following equations, where a, b, c, and d are defined as 

shown in Table 1. 

Fig.1. The flowchart of the method 
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Accuracy =
𝑎 + 𝑑

𝑎 + 𝑏 + 𝑐 + 𝑑
× 100[%] (1) 

𝑇𝑃𝑅 =
𝑎

𝑎 + 𝑐
× 100[%] (2) 

𝐹𝑃𝑅 =
𝑏

𝑏 + 𝑑
× 100[%] (3) 

3.2. Results 

In this paper, as in previous research, classification was 

performed using LightGBM by integrating features 

obtained from chest CT images with clinical information, 

specifically gender. Table 2 compares the results of the 

single stage learning method without feature reduction, 

the proposed method, and the methods of the previous 

research [5]. The previous method used null importance 

for feature reduction and performed single-stage learning, 

while the proposed method combined null importance, 

VIF and RFE for feature reduction and performed both 

single-stage and two-stage learning. The proposed 

method obtained AUC=0.647, accuracy=59.1%, 

TPR=54.3%, FPR=36.1%. Compared to the previous 

method, the proposed method showed a 2.2% decrease in 

accuracy and a 3.1% decrease in TPR, indicating a 

decrease in discrimination accuracy. Comparing single-

stage and two-stage learning, the two-stage learning 

reduced the accuracy by 1.4% and the TPR by 0.8%. 

3.3. Discussion 

In this paper, we adopted a multi-step feature selection 

method that combines Null Importance, VIF, and RFE. 
Table 3 shows the types of features selected by Null 

Importance and the proposed method. Table 3 shows that 

the number of features obtained from the original image 

increased with the proposed method, and the use of VIF 

reduced the correlation between features. On the other 

hand, many features were still selected from wavelet 

transforms and texture features, suggesting that features 

obtained from wavelet transforms are important for the 

model to discriminate the presence of genetic mutations. 

In addition, Table 2 shows that there is no significant 

difference in accuracy between the cases where feature 

selection was performed and those where no feature 

selection was performed. This may be because the 

extracted radiomics features did not contain many 

significant features for classification. Normally, the 

Table 1. Valuation basis  

 
Predicted 

Positive 

Predicted 

Negative 

Test 

Positive 
a c 

Test 

Negative 
b d 

purpose of feature reduction is to reduce noise features 

that do not contribute to classification, but if the original 

data lacks important information, the reduced features are 

unlikely to help with classification. Therefore, it is 

assumed that this feature reduction did not lead to an 

improvement in classification accuracy. Furthermore, no 

improvement in accuracy was achieved with two-stage 

learning.  

The purpose of two-stage learning is to focus on data 

that was difficult to classify in the first stage and improve 

classification accuracy. However, because the first stage 

was not properly trained, a large amount of data was 

transferred to the second stage, and as a result, the second 

stage may not have been properly trained as well. In 

particular, the second stage used the same features and 

hyperparameters as the first stage, which may have 

limited learning for difficult data. For two-stage learning 

to be effective, the first stage should be properly trained, 

and the features and parameters appropriate for the 

second stage should be reviewed. In a previous study, 

binary classification of the presence or absence of a 

genetic mutation based on manually extracted lung tumor 

regions had an accuracy of 92%. Although this method is 

very accurate, it has difficulties in practical application 

because it requires manual extraction of regions. On the 

other hand, this study proposed an end-to-end 

classification method and obtained an accuracy of 61.5%. 

This accuracy is still low and needs further improvement. 

In this study, we used 2D CT images to extract features, 

but the features obtained from 2D images were limited, 

which may have contributed to the lack of significant 

features for classification. In addition, the randomly 

selected slices included some cases with small tumor 

cross-sections, which probably made it more difficult to 

classify these cases. In the future, further improvement in 

accuracy is expected by automatically extracting lung 

tumor regions from 3D images and extracting more 

diverse features. In addition, the current dataset contains 

only 452 images, which is very limited. In such a 

situation, the model may not be able to learn enough 

diverse information, resulting in poor generalization 

performance. Therefore, expanding the dataset is also an 

important issue for the future. 

4. Conclusion 

In this paper, we developed a computer-aided diagnosis 

(CAD) system to identify the presence or absence of 

EGFR mutations from thoracic CT images, providing a 

less invasive method for EGFR mutation detection. By 

automating the extraction of lung tumor regions, this 

system not only reduces the burden on physicians, but 

also provides a non-invasive approach for patients. For 

feature selection, a achieved a classification performance 

of AUC = 0.647, accuracy = 59.1%, TPR = 54.3%, and 

FPR = 36.1%. To further improve the classification 

performance, we plan to improve the region extraction 

model, introduce new methods for optimal feature 

selection, and expand the dataset. 
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Table 2. Classification result（Acc.：Accuracy） 

 TPR FPR Acc. AUC 

No feature 

reduction 
51.4 30.0 61.5 0.661 

Previous 

method 
57.4 34.5 61.3 0.651 

Single 

stage 
55.1 33.9 60.5 0.654 

Proposed 

method 
54.3 36.1 59.1 0.647 

Table 3. Selected Features Comparison 

 shape firstorder texture 

Previous 

method 

Original 1 0 1 

Wavelet - 5 11 

Proposed 

method 

Original 1 1 3 

Wavelet - 3 8 
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