A Method of Recognizing Body Movements Based on a Self-viewpoint Video
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Abstract

The most critical human sensory function resides in vision. This paper focuses on utilizing visual information, specifically self-perspective footage, to identify individual movements. Existing research requires third-party filming to recognize human body movements and states. The proposed method, on the other hand, simply attaches a camera to the human head and enables the recognition of the subject's actions. Consequently, it becomes easier to monitor daily movements of a human and gather his/her data on body kinetics. This approach would be beneficial in scenarios involving individuals engaging in risky behavior or, during a certain emergency, providing valuable assistance.
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1. Introduction

Vision is the most crucial function among human sensory organs. Human intakes a vast amount of information through vision. Therefore, self-perspective footage can potentially serve as the primary source of information from an individual. In fact, it has been evident that visual information is more potent in perceiving human posture and bodily movements compared to non-visual information [1]. Therefore, it was considered possible to recognize the filmmaker’s physical state by analyzing self-perspective footage.

Maintaining physical health has become more commonplace, exemplified by the widespread use of smartwatches. Smartwatches offer various functions such as recording heart rate, blood oxygen levels, and sleep patterns. By utilizing these features to log daily physical conditions, it becomes possible to promptly recognize deviations from normal bodily states.

Hence, this study aims to develop a method for analyzing and recording an individual’s activities from a self-perspective video. Similar research includes studies on self-posture estimation [2], methods utilizing single-eye images based on HOG features [3], and methods employing deep learning [4]. However, these methods focus on action estimation or recognition rather than understanding a person’s activity. Additionally, the techniques using HOG-based single-eye images or employing deep learning require capturing individuals externally, which is entirely different from the self-perspective video approach in this paper.

2. Methodology

This section describes feature extraction methods. The features to be extracted are the values of the hue and the norm of the optical flow on an image.

2.1. Detection of area similarity

This subsection describes the method for detecting area similarity. By dividing the image into multiple blocks and comparing the H (Hue) histogram features of specific blocks, area similarity is determined.

2.1.1 HSV Conversion

First, the RGB color image, which serves as the input image, is converted from the RGB color space to the HSV color space. The RGB color space represents a color space with red, green, and blue as coordinate axes, while the HSV color space represents a color space with hue, saturation, and value as coordinate axes.

2.1.2 Creation of H(Hue) histogram

In the proposed method, a histogram based on the Hue (H) is constructed. The values of S (Saturation) and V (Value) are not taken into account. The H histogram, as depicted in Fig. 1, represents the hue values on the horizontal axis and the frequency count on the vertical axis.
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axis. Although the original range of hue values is 1 to 360, for expedited processing, it is scaled to 1 to 180.

![Fig. 1. H (Hue) Histogram](image)

2.1.3 Calculation of similarity

The H histogram is used to determine the similarity between two images. Here, the similarity is calculated using the following formula. The meanings of the characters in Eq. (1) are given in Table 1.

\[
S(A, B) = \frac{\sum_{i=0}^{N} \min(h_i^{A}, h_i^{B})}{\sum_{i=0}^{N} h_i^{A}}
\]  

(1)

Table 1. Meanings of the characters in Eq. (1)

<table>
<thead>
<tr>
<th>Character</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>Number of pixels in the image</td>
</tr>
<tr>
<td>h_i^x</td>
<td>The i-th element of histogram x</td>
</tr>
<tr>
<td>min(x_A, x_B)</td>
<td>Minimum value of x_A and x_B</td>
</tr>
</tbody>
</table>

2.2 Derivation of optical flow

This subsection describes the derivation of optical flow. The optical flow is the movement vector of the camera, or the subject obtained by mapping feature points in two consecutive frame images extracted from the video.

2.2.1 Feature point extraction and description

With respect to two consecutive frame images, the feature points in the first frame image are focused on. After extracting the feature points, the feature values of each feature point are described, and the feature points are matched in the two frame images. The Shi-Tomasi corner detection method is used for feature point extraction and feature point description [5]. The image from which the feature points were extracted is shown in Fig. 2.

![Fig. 2. Input image with feature point extraction](image)

2.2.2 Feature point matching

The Lucas-Kanade method is used for matching feature points [6]. The Lucas-Kanade method is one of the leading methods for deriving optical flow and is computationally less expensive than the method that finds all pixels in the image by searching for them.

2.2.3 Removal of outliers

The optical flow is obtained by the feature point matching, but the optical flow obtained from the actual video contains many outliers. Outliers are false flows obtained by matching different feature points and need to be removed for accurate analysis. Outliers are removed by applying RANSAC to modelling with homography matrices.

An example of the optical flow obtained by the above process is shown in Fig. 3. Note that the green points in the figure represent the end points of the optical flow.

![Fig. 3. Derived optical flow.](image)

2.3 Normal state recognition

In this subsection, the method of normal state recognition is first described. Next, the methods for classifying states are described.

2.3.1 Feature extraction methods

The input image is separated into nine blocks and each block image is assigned a number as shown in Fig. 4. Focusing on blocks 2, 5 and 8, the three block images are HSV-transformed and H histograms are created. The H histograms are compared to obtain the similarity between block 8 and block 2, and between block 8 and block 5, respectively. The similarity between block 8 and block 2 and between block 8 and block 5 is calculated by comparing the H histograms.

![Fig. 4. Separated input image](image)
Furthermore, in the method, the number and norm of optical flows are the key features. First, the average value of the norm of the optical flow is calculated with each frame, and then the maximum value of the norm in the whole video is calculated. This value is used to evaluate the intensity of the motion of the entire video. The average value of the norm of the optical flow is calculated by the following equation. The meanings of the characters in Eq. (2) are shown in Table 2.

\[
V_f = \frac{1}{N_f} \sum_{i=1}^{N_f} V_i
\]

Table 2. Meanings of the characters in Eq. (2)

| \(N_f\) | Total number of optical flows obtained between the \(f\)th frame and the \(f+1\)th frame |
| \(V_i\)  | Norm of each optical flow                |

2.3.2 Prior statistics

Since the estimation of each state is done by comparison with the normal state, it is necessary to know in advance what properties each state has in relation to the normal state. For the three states, feature extraction is carried out using the above procedure with the three videos.

The results of the validation of the properties of the normal state are presented in Table 3. The results of the validation of the properties of the 'looking down' state are presented in Table 4. The results of the validation of the properties of the 'stumble' state are presented in Table 5.

Table 3. Results of the validation of the properties of the normal state

<table>
<thead>
<tr>
<th>Scene</th>
<th>(\bar{S})</th>
<th>(V_{\text{max}})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Video 1</td>
<td>0.53</td>
<td>118</td>
</tr>
<tr>
<td>Video 2</td>
<td>0.40</td>
<td>109</td>
</tr>
<tr>
<td>Video 3</td>
<td>0.51</td>
<td>124</td>
</tr>
</tbody>
</table>

Table 4. Results of the validation of the properties of the 'looking down' state

<table>
<thead>
<tr>
<th>Scene</th>
<th>(\bar{S})</th>
<th>(V_{\text{max}})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Video 1</td>
<td>1.29</td>
<td>113</td>
</tr>
<tr>
<td>Video 2</td>
<td>1.19</td>
<td>110</td>
</tr>
<tr>
<td>Video 3</td>
<td>1.06</td>
<td>75.6</td>
</tr>
</tbody>
</table>

Table 5. Results of the validation of the properties of the 'stumble' state

<table>
<thead>
<tr>
<th>Scene</th>
<th>(\bar{S})</th>
<th>(V_{\text{max}})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Video 1</td>
<td>0.61</td>
<td>271</td>
</tr>
<tr>
<td>Video 2</td>
<td>0.54</td>
<td>181</td>
</tr>
<tr>
<td>Video 3</td>
<td>0.45</td>
<td>194</td>
</tr>
</tbody>
</table>

From these results, it can be read that \(\bar{S}\) is greater in the 'looking down' state among the three states. This means that in the 'looking down' state, the similarity of block 2, block 5 and block 8 is greater. It can also be seen that \(V_{\text{max}}\) in the 'stumble' state is the largest among the three states. This indicates that the motion in the 'stumble' state is the most intense.

2.3.3 State analysis

In the proposed method, the motion states are classified into three states. Classification 1: If the value of \(S\) satisfies Eq. (3), the image is classified as a 'looking down' image. If the value of \(\bar{S}\) does not satisfy, the image is classified as 'other' image. 'Other' can be either 'normal' or 'stumble'. The state of Classification 1 is determined using the following formula.

\[
S - \bar{S} \geq TH1
\]

Here \(S\) is the similarity in the current state and \(\bar{S}\) is the average of the similarity in the normal state. \(TH1\) is the threshold value in Classification 1.

\(sr\) is the proportion of the images in the image group that are classified as 'looking down' in Classification 1, and if the value of \(sr\) satisfies Eq. (4), the image is classified as "looking down". If the value does not satisfy Eq. (4), it is assumed to be in the 'other' state and proceeds to the next state estimation. If the value of \(V_{\text{max}}\) satisfies Eq. (5), the state is judged as the 'stumble' state. If none of the above conditions is satisfied, the state is judged as normal. Eq. (4) and Eq. (5) are shown below.

\[
sr - \bar{sr} \geq TH2
\]

\[
V_{\text{max}} - \overline{V_{\text{max}}} \geq TH3
\]

Here \(sr\) and \(V_{\text{max}}\) are the evaluated values of similarity and intensity of motion in the current condition, respectively. \(\bar{sr}\) and \(\overline{V_{\text{max}}}\) are the average values of similarity and intensity of motion, respectively, in the normal condition. \(TH2\) and \(TH3\) are the threshold values for each condition.

3. Experimental Result

3.1. Experimental methods

An experiment is conducted with a camera worn on the head. Fig. 5 shows an image of the camera worn by a subject during the experiment.
The results of the experimental method are as follows:

1. Feature extraction was carried out from five videos in the 'normal' state, and a database was created by averaging the feature values in each video.
2. Eight videos containing each of the three states - 'normal', 'looking down' and 'stumbling' - were taken at different locations and at different dates and times were used as input videos to estimate each of the states.

The parameters during the experiment are shown in Table 6.

<table>
<thead>
<tr>
<th>Table 6. Parameters' values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
</tr>
<tr>
<td>Threshold 1</td>
</tr>
<tr>
<td>Threshold 2</td>
</tr>
<tr>
<td>Threshold 3</td>
</tr>
</tbody>
</table>

3.2. Result

The results of the experiment are shown in Table 7. For each of the eight videos, the number of correct responses for the 'normal', 'looking down' and 'stumble' states were 6, 7 and 7 respectively.

<table>
<thead>
<tr>
<th>Table 7. Results of the experiment.</th>
</tr>
</thead>
<tbody>
<tr>
<td>state</td>
</tr>
<tr>
<td>normal</td>
</tr>
<tr>
<td>looking down</td>
</tr>
<tr>
<td>stumble</td>
</tr>
</tbody>
</table>

4. Conclusion

In this paper, we proposed a method for estimating the activity state of the camera wearer from the self-viewpoint video obtained using a self-viewpoint camera. Three human walk states were detected by comparing H (Hue) histograms and using features calculated from the optical flow. In the experiment, three states were detected: 'normal', 'looking down' and 'stumble' states. The results showed that estimation was successful in more than 75% of all states. However, in the estimation of all states, misrecognition occurred in which a different state was estimated. Future issues include the estimation of states in case of sudden changes in vision and estimating more precise states corresponding to the angle of looking down.
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