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HISTORY 

 
The International Conference on Artificial Life and Robotics (ICAROB) resulted from the 
AROB-symposium (International Symposium on Artificial Life and Robotics) whose first 
edition was held in 1996 and the eighteenth and last edition in 2013. The AROB 
symposium was annually organized by Oita University and ALife Robotics Corporation 
Ltd., under the sponsorship of the Science and Technology Policy Bureau, the Ministry 
of Education, Science, Sports, and Culture (Monbusho), presently, the Ministry of 
Education, Culture, Sports, Science, and Technology (Monkasho), Japanese Government, 
Japan Society for the Promotion of Science (JSPS), the Commemorative Organization for 
the Japan World Exposition ('70), Air Force Office of Scientific Research, Asian Office of 
Aerospace Research and Development (AFOSR/AOARD), USA. I would like to express my 
sincere thanks to not only Monkasho (annually fund support from 1996 to 2013) but also 
JSPS, the Commemorative Organization for the Japan World Exposition ('70), and various 
other Japanese companies for their repeated support. The old symposium (this 
symposium has been held every year at B-Con Plaza, Beppu, Oita, Japan except in Oita, 
Japan (AROB 5th ’00) and in Tokyo, Japan (AROB 6th ’01).) was organized by the 
International Organizing Committee of AROB and was co-operated by the Santa Fe 
Institute (USA), RSJ, IEEJ, ICASE (Now ICROS) (Korea), CAAI (P. R. China), ISCIE, IEICE, IEEE 
(Japan Council), JARA, and SICE. The old AROB-symposium expanded much by absorbing 
much new knowledge and technologies into it. This history and character of the former 
AROB symposiums are passed on the current ICAROB conference and to these 
journals, Journal of Robotics, Networking and Artificial Life (JRNAL)(vol1-8) indexed by 
SCOPUS & ESCI and Journal of Robotics, Networking and Artificial Life (JRNAL)(vol9-) 
indexed by SCOPUS & ESCI and Journal of Advances in Artificial Life Robotics (JAALR). 
From now on, ALife Robotics Corporation Ltd. is in charge of management of both the 
conference and the journals. The future of the ICAROB is brilliant from a point of view 
of yielding new technologies to human society in the 21st century. We also expect to 
establish an international research institute on Artificial Life and Robotics in the future 
with the help of Japanese Government and ICAROB. This conference invites you all. 

  

https://download.atlantis-press.com/journals/jrnal
https://download.atlantis-press.com/journals/jrnal
https://www.jstage.jst.go.jp/browse/jrnal/list/-char/en
https://alife-robotics.co.jp/ICAROB2025/JRNAL-SCOPUS.pdf
https://alife-robotics.co.jp/ICAROB2025/ESCI.pdf
https://www.jstage.jst.go.jp/browse/jaalr
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AIMS AND SCOPE 

 
The objective of this conference is the development of new technologies for artificial life 
and robotics which have been recently born in Japan and are expected to be applied in 
various fields. This conference presents original technical papers and authoritative state-
of-the-art reviews on the development of new technologies concerning robotics, 
networking and artificial life and, especially computer-based simulation and hardware 
for the twenty-first century. This conference covers a broad multidisciplinary field, 
including areas such as:  
Artificial intelligence & complexity  
Artificial living  
Artificial mind research 
Artificial nervous systems for robots 
Artificial sciences 
Bipedal robot 
Brain science and computing  
Chaos 
Cognitive science 
Computational Molecular biology 
Computer graphics 
Data mining 
Disasters robotics 
DNA computing 
Empirical research on network and MOT  
Environment navigation and localization  
Evolutionary computations 
Facial expression analysis, music recommendation and augmented reality  
Foundation of computation and its application  
Fuzzy control 
Genetic algorithms 
Human-welfare robotics 
Image processing 
Insect-like aero vehicles 
Intelligence in biological systems  
Intelligent control  
Management of technology 
Medical surgical robot 
Micro-machines 
Multi-agent systems 
Nano-biology 
Nano-robotics 
Networking 
Neural circuits 
Neuro-computer 



 

The 2024 International Conference on Artificial Life and Robotics (ICAROB2024), J:COM HorutoHall, Oita, Japan, 2024 
 

10 
©ICAROB 2024 ALife Robotics Corp. Ltd. 

Neuromorphic Systems 
Neuroscience 
Pattern recognition 
Quantum computing 
Reinforcement learning system & genetic programing  
Robotics 
Software development support method  
System cybernetics  
Unmanned underwater vehicles 
Unmanned Aerial Systems Technologies 
Unmanned Aerial Systems designing, controls and navigation 
Unmanned Aero vehicles 
Virtual reality 
Visualization 
Hardware-oriented submissions are particularly welcome. This conference will discuss 
new results in the field of artificial life and robotics 

 

COPYRIGHTS 

 
Accepted papers will be published in the proceeding of The 2024 International 
Conference on Artificial Life and Robotics (ICAROB2024) by ALife Robotics Corp. Ltd. 
Copyright belongs to ALife Robotics Corp. Ltd. Some of high-quality papers in the 
proceeding will be requested to re-submit their papers for the consideration of 
publication in Journal of Robotics, Networking and Artificial Life indexed by SCOPUS & 
ESCI (JRNAL)(vol.1-8) & Journal of Robotics, Networking and Artificial Life(vol.9-) indexed 
by SCOPUS & ESCI and Journal of Advances in Artificial Life Robotics under agreement of 
both Editor-in- Chief Dr. Masanori Sugisaka and 3 reviewers. All correspondence related 
to the conference should be addressed to ICAROB Office. 
 
ICAROB Office 
ALife Robotics Corporation Ltd. 
4-Go, 8-Ban, Higshi 2Cyome, Handadai, Oita 870-1108, JAPAN 

TEL/FAX：+81-97-597-7760 

E-MAIL：icarob@alife-robotics.co.jp 

Home Page：https://alife-robotics.co.jp/ 

  

https://www.atlantis-press.com/journals/jrnal
https://www.atlantis-press.com/journals/jrnal
https://www.atlantis-press.com/journals/jrnal
https://www.jstage.jst.go.jp/browse/jrnal/list/-char/en
https://alife-robotics.co.jp/ICAROB2025/JRNAL-SCOPUS.pdf
https://alife-robotics.co.jp/ICAROB2025/ESCI.pdf
https://www.jstage.jst.go.jp/browse/jaalr/-char/en
mailto:icarob@alife-robotics.co.jp
https://alife-robotics.co.jp/
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MESSAGES 

 

 

  

 

 

 
 
 
 
 
 
 
 
 
 
 

Masanori Sugisaka 
General Chair 

 (President, ALife Robotics Corp., 
Ltd, Japan) 

 
 
 
 
 
 
 

 
Masanori Sugisaka 

 

General Chair of ICAROB 
 
It is my great honor to invite you all to The 2024 International Conference 
on Artificial Life and Robotics (ICAROB 2024) to be held at J:COM 
HorutoHall, Oita, Japan, 2024. This Conference is changed as the old 
symposium from the first (1996) to the Eighteenth (2013) annually which 
were organized by Oita University and ALife Robotics Corporation Ltd. 
under the sponsorship of the Science and Technology Policy Bureau, the 
Ministry of Education, Science, Sports, and Culture (Monbusho), presently, 
the Ministry of Education, Culture, Sports, Science, and Technology 
(Monkasho), Japanese Government, Japan Society for the Promotion of 
Science (JSPS), The Commemorative Organization for the Japan World 
Exposition (’70), Air Force Office of Scientific Research, Asian Office of 
Aerospace Research and Development (AFOSR/AOARD), USA. I would like 
to express my sincere thanks to not only Monkasho (annually fund support 
from 1996 to 2013) but also JSPS, the Commemorative Organization for the 
Japan World Exposition (’70), Japanese companies for their repeated 
support. 
The old symposium was organized by International Organizing Committee 
of AROB and was co-operated by the Santa Fe Institute (USA), RSJ, IEEJ, 
ICASE (Now ICROS) (Korea), CAAI (P. R. China), ISCIE, IEICE, IEEE (Japan 
Council), JARA, and SICE. The old AROB symposium was growing up by 
absorbing many new knowledge and technologies into it. This history and 
character was inherited also from ICAROB2014(The 2014 International 
Conference on Artificial Life and Robotics, included a series of ICAROB 

proceedings indexed by SCOPUS and CPCI-Web of Science now. From now 

on, ALife Robotics Corporation Ltd. is in charge of management. This year 
we have The 2024 International Conference on Artificial Life and Robotics 
(ICAROB2024) (29th AROB Anniversary). The future of The ICAROB is 
brilliant from a point of view of yielding new technologies to human society 

in 21st century. I have founded Robot Artificial Life Society in 2017/12/07 

together with Professor at Hiroshima University Takao Ito and Professor at 
University of Miyazaki Makoto Sakamoto. I hope that fruitful discussions 
and exchange of ideas between researchers during Conference 
(ICAROB2024) will yield new merged technologies for happiness of human 
beings and, hence, will facilitate the establishment of an international joint 
research institute on Artificial Life and Robotics in future. 

https://alife-robotics.co.jp/ICAROB2025/ICAROBProceednngs-SCOPUS.pdf
https://alife-robotics.co.jp/bignews/ICAROB12-21-CPCI.pdf
https://www.houjin-bangou.nta.go.jp/en/henkorireki-johoto.html?selHouzinNo=6320005009552
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Yingmin Jia 
Co-General Chair 

(Professor, Beihang University, 
P.R. China) 

 

 

 
Yingmin Jia 

 
Co-General Chair of ICAROB 

 
It is my great pleasure to invite you to The 2024 International Conference 
on Artificial Life and Robotics (ICAROB 2024), will be held at J:COM Horuto 
Hall, Oita, JAPAN, from February 22 to 25, your understanding and support 
will be the strongest driving force for us to organize the meeting well. 
ICAROB develops from the AROB that was created in 1996 by Prof. 
Masanori Sugisaka and will celebrate her 29th birthday in 2024. So far 
many important results have been presented at the past meetings and 
have a profound impact on artificial life and robotics. Doubtless, it is really 
one of the most famous international conferences in the field of artificial 
intelligence and attract wide interests among scientist, researchers, and 
engineers around the world.  
For a successful meeting, many people have contributed their great efforts 
to the ICAROB. Here, I would like to express my special thanks to all authors 
and speakers, and the meeting organizing team for their excellent works. 
Looking forward to seeing you at the ICAROB2024. 



 

The 2024 International Conference on Artificial Life and Robotics (ICAROB2024), J:COM HorutoHall, Oita, Japan, 2024 
 

13 
©ICAROB 2024 ALife Robotics Corp. Ltd. 

 

 

  

 

 
Takao Ito 

Co-General Chair 
(Professor Hiroshima 

University, Japan) 

 

 
Takao Ito 

 
Co-General Chair of ICAROB 

 
It is my great honor and pleasure to invite you all to the 2024 International 
Conference on Artificial Life and Robotics (ICAROB 2024). 
The ICAROB has its long history. First launched in 1996 as ISAROB, this 
former organization of ICAROB, was developed under the strong leadership 
and yeoman efforts of the President—the internationally famous Professor 
Masanori Sugisaka, who is widely acknowledged as the father of our AROB 
conference. Our conference has brought together many research scholars, 
faculty members, and graduate students from all over the world, and 
published numerous manuscripts in high-quality proceedings as well as 
highly reputed journals every year. 
Over the years, dramatic improvements have been made in the field of 
artificial life and its applications. The ICAROB has provided a foundation for 
unifying the exchange of scientific information on the studies of man-made 
systems that exhibit the behavioral characteristics of natural living systems, 
including software, hardware, and wetware. Our conference shapes the 
development of artificial life, extending our empirical research beyond the 
territory circumscribed by life-as-we-know-it and into the domain of life-
as-it-could–be. It will provide us a good place to present our new research 
results, innovative ideas, and valuable information about artificial 
intelligence, complex systems theories, robotics, and management of 
technology. 
The conference site is Horuto Hall, one of the most famous international 
convention centers in Oita city, Japan. You can find many fantastic scenic 
spots and splendid historical places in Oita city. Enjoy your stay!  
I eagerly look forward to personally meeting you during the ICAROB 2024 
and to sharing a most pleasant, interesting, and fruitful conference with 
you. Do come and make this conference a fruitful, productive as well as 
enjoyable event! 
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Ju-Jang Lee 

Co-General Chair 
(Honorary professor, KAIST) 

 

 
Ju-Jang Lee 

 
Co-General Chair of ICAROB 

 
The First International Conference on Artificial Life and Robotics (ICAROB) 
was held in Oita City, Oita, Japan from Jan. 11th to 13th, 2014.  This 
year’s Conference will be held amidst the high expectation of the 
increasingly important role of the new interdisciplinary paradigm of 
science and engineering represented by the field of artificial life and 
robotics that continuously attracts wide interests among scientist, 
researchers, and engineers around the globe. 
Distinguished researchers and technologists from around the world are 
looking forward to attending and meeting at ICAROB. ICAROB is becoming 
the annual excellent forum that represents a unique opportunity for the 
academic and industrial communities to meet and assess the latest 
developments in this fast-growing artificial life and robotics field. ICAROB 
enables them to address new challenges, share solutions, discuss 
research directions for the future, exchange views and ideas, view the 
results of applied research, present and discuss the latest development 
of new technologies and relevant applications. 
In addition, ICAROB offers the opportunity of hearing the opinions of 
well-known leading experts in the field through the keynote sessions, 
provides the bases for regional and international collaborative research, 
and enables to foresee the future evolution of new scientific paradigms 
and theories contributed by the field of artificial life and robotics and 
associated research area. The twenty-first century will become the 
century of artificial life and intelligent machines in support of humankind 
and ICAROB is contributing through wide technical topics of interest that 
support this direction. 
It is a great honor for me as a Co-General Chair of the 11th ICAROB 2024 
to welcome everyone to this important event. Also, I would like to extend 
my special thanks to all authors and speakers for contributing their 
research works, the participants, and the organizing team of the 11th 
ICAROB. 
I’m looking forward to meeting you at the 11th ICAROB in on line and 
wishing you all the best. 
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GENERAL SESSION TOPICS 
 

GS1 Machine Learning & Neural Network & Artificial 
Life (8) 

GS2 Image Processing I (5) 

GS3 Image Processing II (3) GS4 Robotics (6) 

GS5 Applications I (4) GS6 Applications II (4) 

GS7 Applications III (6)  

 
ORGANIZED SESSION TOPICS 

 

OS1 Intelligent Life and Cybersecurity (6) OS2 Pattern Recognition and Robotics I (5) 

OS3 Pattern Recognition and Robotics II (9) OS4 Pattern Recognition and Robotics III (10)   

OS5 Intelligent Life and Robotics (6) OS6 Intelligence and Optimization (5) 

OS7 Deep Learning and its Applications (4) OS8 Intelligent Control (5) 

OS9 Software Development Support Method (4) OS10 Intelligent Life and Robotics I (6) 

OS11 Intelligent Life and Robotics II (6) OS12 Machine Learning and its Applications (4) 

OS13 Robot Control (10) OS14 Robotic Manipulation (3) 

OS15 Artificial Intelligence for Embedded Systems and 
Robotics (6) 

OS16 Industrial Artificial Intelligence Robotics (4) 

OS17 Electronics and Kansei Engineering Based on ETT 
theory (5) 

OS18 Computer and Information Engineering (12) 

OS19 Natural Computing (3) OS20 Advances in Field Robotics and Their 
Applications (15) 

OS21 Human-Machine Interface (3) OS22 Mathematical Informatics (8) 

OS23 Industrial Revolution (5) OS24 Robotics and Intelligent Casting (5) 

OS25 Research Towards the Sustainable Development 
Goals (SDG’s) (10) 

OS26 Navigating the Digital Frontier: Innovations in the 
Age of Industry Revolution 4.0 (11) 

OS27 Post-narratological Approaches to Cognition in 
Humans and Robots (5) 
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 TIME TABLE (2/22) in Japan time 

2/22(Thu.) 17:30-19:30 Welcome Party (Oita Century Hotel) 

2/25(Sun.) 15:30-16:00 Farewell party (Room 406 ZOOM ID: 823 7614 7664) 

TIME TABLE (2/23) 

2/23(Fri.) Room 403 
on-site 

Room 404 
on-site 

Room 405 
on-site, online 

(ZOOM ID: 851 9389 0058) 

Room 406 
on-site, online 

(ZOOM ID: 823 7614 7664) 

Room 407 
online 

(ZOOM ID: 883 1147 2552) 

9:40- Registration (407) 

10:00-11:15 OS24 Robotics and Intelligent 
Casting (5) 
Chair: Jiwu Wang 

OS9 Software Development 
Support Method (4)  
Chair: Tetsuro Katayama  

GS2 Image Processing I (5)  
Chair: Yui Tanjo 

OS23 Industrial Revolution (5) 
Chair: Hazry Desa 
on-site, online 

OS13-1 Robot Control (5) 
Chair: Yizhun Peng 
 
online 

11:15-11:30  

11:30-12:00 Chair: Marion Oswald (Room 302, 303) 
Opening ceremony 

OS2 Pattern Recognition and 
Robotics I (5) 
Chair: Fengzhi Dai 
Will be end at 12:45 online 

OS13-2 Robot Control (5) 
Chair: Yizhun Peng 
Will be end at 12:45 

12:00-13:00 Lunch 

13:00-14:00 Chair: Takao Ito (Room 302, 303) 
Plenary Speech PS1 

Tomoaki Ozaki 

OS3-1 Pattern Recognition 
and Robotics II (5) 
Chair: Fangyan Li 
Will be end at 14:15 

14:00-14:20  

14:20-15:20 Chair: Marion Oswald (Room 302, 303) 
Plenary Speech PS2 

Hazry Desa 

OS3-2 Pattern Recognition 
and Robotics II (4) 
Chair: Fangyan Li 

15:20-15:40 Coffee break 

15:40-17:10 OS1 Intelligent Life and 
Cybersecurity (6) 
Chair: I-Hsien Liu 

OS15 Artificial Intelligence for 
Embedded Systems and 
Robotics (6) 
Chair Hakaru Tamukoh 

GS4 Robotics (6)  
Chair: Jiwu Wang 
onsite, online 

GS3 Image Processing II (3) 
Chair: Seiji Ishikawa 
online, on-site 

OS10 Intelligent Life and 
Robotics I (6) 
Chair: Evgeni Magid 

  

https://us06web.zoom.us/j/82376147664?pwd=ylVBedSjjzTac3SZrsUjlnb4EWjMmW.1
https://us06web.zoom.us/j/85193890058?pwd=RcmbhDx5xSwFG7u50jiA1KB77DhmgA.1
https://us06web.zoom.us/j/82376147664?pwd=ylVBedSjjzTac3SZrsUjlnb4EWjMmW.1
https://us06web.zoom.us/j/88311472552?pwd=YYQNYJ2WKwMR2pplhFSAUCqB8yS3a9.1
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TIME TEBLE (2/24) 

2/24(Sat.) Room 303 
on-site 

Room 403 
on-site 

Room 404 
on-site 

Room 405 
on-site, online 

(ZOOM ID: 851 9389 0058) 

Room 406 
on-site, online 

(ZOOM ID: 823 7614 7664) 

9:40- Registration (407) 

10:00-11:15 OS20-1 Advances in Field 
Robotics and Their 
Applications (5) 
Chair: Kazuo Ishii 

OS17 Electronics and Kansei 
Engineering Based on ETT 
theory (5)  
Chair: Tetsuo Hattori 

GS1-1 Machine Learning & 
Neural Network & Artificial 
Life (5)  
Chair: Hiroki Tamura 

OS19 Natural Computing (3) 
Chair Marion Oswald 
Will be end at 10:45 

OS18-1 Computer and 
Information Engineering (5) 
Chair: Norrima Mokhtar 
online, onsite 

11:15-11:30 Coffee break 

11:30-12:00 OS20-2 Advances in Field 
Robotics and Their 
Applications (2) 
Chair: Kazuo Ishii 

  GS1-2 Machine Learning & 
Neural Network & Artificial 
Life (3) Chair: Hiroki Tamura 
Will be end at 12:15 

OS22 Mathematical 
Informatics (8) 
from 11:00 to 13:00 
Chair: Takao Ito 

OS18-2 Computer and 
Information Engineering (2) 
Chair: Norrima Mokhtar 
online, on-site 

12:00-13:00 Lunch 

13:00-14:00 Chair: Yingmin Jia (Room 302, 303) 
Plenary Speech PS3 Haruhisa Okuda 

14:00-14:15 Coffee break 

14:15-15:30 OS20-3 Advances in Field 
Robotics and Their 
Applications (5) 
Chair: Kazuo Ishii 

OS27 Post-narratological 
Approaches to Cognition in 
Humans and Robots (5) 
Chair: Jumpei Ono 
(ZOOM ID: 826 8397 1634) 

OS8 Intelligent Control (5) 
Chair: Yingmin Jia 

OS5-1 Intelligent Life and 
Robotics (4)  
Chair: Kuo-Hsien Hsia 
on-site, online 

OS18-3 Computer and 
Information Engineering (5) 
Chair: Norrima Mokhtar 
online, on-site 

15:30-15:40 Coffee break 

15:40-16:25 OS20-4 Advances in Field 
Robotics and Their 
Applications (3) 
Chair: Kazuo Ishii 

 OS14 Robotic Manipulation 
(3) Chair: Kensuke Harada 
onsite, online 
(ZOOM ID: 849 1028 4955) 

OS5-2 Intelligent Life and 
Robotics (2)  
Chair: Kuo-Hsien Hsia 
on-site, online 

OS21 Human-Machine 
Interface (3) 
Chair Norrima Mokhtar 
online, on-site 

16:25-16:40 Coffee break 

16:40-17:40 OS7 Deep Learning and its 
Applications (4) online 
Chair Mastaneh Mokayef 
(ZOOM ID: 824 3203 3781) 

OS12 Machine Learning and 
its Applications (4) 
Chair: Masato Nagayoshi 

GS5 Applications I (4) 
Chair:  
onsite, online 
(ZOOM ID: 849 1028 4955) 

OS16 Industrial Artificial 
Intelligence Robotics (4) 
Chair Eiji Hayashi  
on-site 

GS6 Applications II (4) 
Chair Masayuki Fujiwara 
on-site 

18:30-20:30 Banquet (Tokiwa Kaikan) 

https://us06web.zoom.us/j/85193890058?pwd=RcmbhDx5xSwFG7u50jiA1KB77DhmgA.1
https://us06web.zoom.us/j/82376147664?pwd=ylVBedSjjzTac3SZrsUjlnb4EWjMmW.1
https://us06web.zoom.us/j/82683971634?pwd=x3snDdQtC3a7c9HRd3jAh84mR0B9Qo.1
https://us06web.zoom.us/j/84910284955?pwd=O9nPV0niMGpNXGXLx0fSXa8VPw8lIt.1
https://us06web.zoom.us/j/82432033781?pwd=l61s5kyHadxgxTkQRfnanhbCfOammK.1
https://us06web.zoom.us/j/84910284955?pwd=O9nPV0niMGpNXGXLx0fSXa8VPw8lIt.1
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TIME TEBLE (2/25) 

2/25(Sun.) Room 405 
online 

(ZOOM ID: 851 9389 0058) 

Room 406 
online 

(ZOOM ID: 823 7614 7664) 

Room 407 
online 

(ZOOM ID: 883 1147 2552) 

9:40- Registration (407) 

10:00-11:30 

 

OS6 Intelligence and 
Optimization (5) 
Chair Mastaneh Mokayef 
 

OS26-1 Navigating the Digital Frontier: Innovations 
in the Age of Industry Revolution 4.0 (6) 
Chair Wei Hong Lim 

OS25-1 Research Towards the Sustainable 
Development Goals (SDG’s) (5) 
Chair Ammar A.M. Al Talib 

11:30-12:30 Lunch 

12:30-13:45 OS4-1 Pattern Recognition and Robotics III (5) 
Chair Huahao Li  
 

OS26-2 Navigating the Digital Frontier: Innovations 
in the Age of Industry Revolution 4.0 (5)  
Chair Wei Hong Lim  
 

OS25-2 Research Towards the Sustainable 
Development Goals (SDG’s) (5) 
Chair Ammar A.M. Al Talib 

13:45-14:00 Coffee break 

14:00-15:30 OS4-2 Pattern Recognition and Robotics III (5) 
Chair Huahao Li 
 

OS11 Intelligent Life and Robotics (6) 
Chair: Evgeni Magid 

GS7 Applications III (6) 
Chair: Kasthuri Subaramaniam 

15:30-16:00 Farewell Party (Room 406 ZOOM ID: 823 7614 7664) 

 

https://us06web.zoom.us/j/85193890058?pwd=RcmbhDx5xSwFG7u50jiA1KB77DhmgA.1
https://us06web.zoom.us/j/82376147664?pwd=ylVBedSjjzTac3SZrsUjlnb4EWjMmW.1
https://us06web.zoom.us/j/88311472552?pwd=YYQNYJ2WKwMR2pplhFSAUCqB8yS3a9.1
https://us06web.zoom.us/j/82376147664?pwd=ylVBedSjjzTac3SZrsUjlnb4EWjMmW.1
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The 2024 International Conference on 

ARTIFICIAL LIFE AND ROBOTICS 

(ICAROB2024) 
 

February 22 (Thursday) 

17:30-19:30   Welcome Party (Oita Century Hotel) 

 

February 23 (Friday) 

Room 302, 303 

11:30-12:00 Opening Ceremony 

Chair: Marion Oswald (Vienna University of Technology, Austria) 
 

 

February 24 (Sunday)  

Banquet: Tokiwa Kaikan 

18:30-20:30 
Chair: Takao Ito (Hiroshima University, Japan) 

Welcome Addresses 

Prof. Yingmin Jia ( Beihang University, P.R. China) 

Dr. Norrima Mokhtar (University of Malaya, Malaysia) 

 

  

Welcome Addresses  

1. General Chairman of ICAROB Masanori Sugisaka (ALife Robotics Co., Ltd., Japan) 
2. Co-General Chairman of ICAROB Yingmin Jia (Beihang University, China) 

3. Co-General Chairman of ICAROB TaKao Ito (Hiroshima University, Japan) 
4. Vice General Chair of ICAROB Katia Passerini (Seton Hall University, USA) 

5. Vice General Chair of ICAROB Norrima Mokhtar (University of Malaya, Malaysia) 
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TECHNICAL PAPER INDEX 

February 23 (Friday) 

9:40-Registration  

 

Room 302, 303 

11:30-12:00 Opening Ceremony  
Chair: Marion Oswald (Vienna University of Technology, Austria)  

 
13:00-14:00 

Plenary Speech PS1 

Chair: Takao Ito (Hiroshima University, Japan) 
 
PS1 Developing High-Speed Working Motion of the Multi Robot in DENSO 
Tomoaki Ozaki (DENSO CORPORATION, Japan) 
 
14:20-15:20 
Plenary Speech PS2 
Chair: Marion Oswald (Vienna University of Technology, Austria) 
 
PS2 Experimenting with Variable Arm Quadrotors: Realizing Dynamic Configurations for 
Enhanced Flight Performance 
Hazry Desa (Universiti Malaysia Perlis, Malaysia) 
 
Room 403 
10:00-11:15 OS24-Robotics and Intelligent Casting (5) 
Chair: Jiwu Wang (Beijing Jiaotong University, China)  
 

OS24-1 A high-performance motion planning method based on asymptotically optimal RRT 
Tianbin Meng, Jiwu Wang (Beijing Jiaotong University, China) 
 

OS24-2 CSM-RRT*: an improved RRT* algorithm based on constrained sampling 
mechanism 
Hang Yang, Jiwu Wang (Beijing Jiaotong University, China)  
Xueqiang Shang (Aero Engine Corporation of China, China) 
 

OS24-3 Small Sample Object Detection Based on Improved YOLOv5 
Yuxuan Gao (Beijing Jiaotong University, China),  
Jiwu Wang (Beijing Jiaotong University, China),  
Zixin Li (Aero Engine Corporation of China) 
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OS24-4 Research on Gas Pore Prediction Method Based on Sand Core Characteristic Time 
Xiaolong Wang (Beijing Jiaotong University, China), Qihua Wu (Weichai Power Co., 
Ltd. China), Jiwu Wang (Beijing Jiaotong University, China), Jinwu Kang (Tsinghua 
University,China), 
Na Li (Weichai Power Co., Ltd. China), Yucheng Sun(Weichai Power Co., Ltd. China) 
 

OS24-5 Optimization Analysis of a Deep Learning-Based Model for Predicting Temperature 
Fields in the Solidification Process of Castings 
Yahui Yang (Beijing Jiaotong University, China), Jiwu Wang (Beijing Jiaotong 
University, China),  
Jinwu Kang (Tsinghua University,China) 
 

 
15:40-17:10 OS1 Intelligent Life and Cybersecurity (6) 
Chair: I-Hsien Liu (National Cheng Kung University, Taiwan) 
Co-Chair: Chu-Fen Li (National Formosa University, Taiwan) 
Co-Chair: Pang-Wei Tsai (National Cheng Kung University, Taiwan) 
 

OS1-1 Detecting abnormal operations in ICS using finite-state machines 
Pei-Wen Chou, Nai-Yu Chen, Jung-Shian Li, I-Hsien Liu  
(National Cheng Kung University, Taiwan) 
 

OS1-2 Industrial Control System State Monitor Using Blockchain Technology 
Yun-Hao Chang, Tzu-En Peng, Jung-Shian Li, I-Hsien Liu  
(National Cheng Kung University, Taiwan) 
 

OS1-3 Enhancing Dam Security and Water Level Alerting with Blockchain Technology 
YingCheng Wu, Jung-Shian Li, Chu-Fen Li, I-Hsien Liu  
(National Cheng Kung University, Taiwan) 
 

OS1-4 MiniDAM: A Dam Cybersecurity Toolkit 
Tzu-En Peng, Meng-Wei Chang, Yun-Hao Chang, Jung-Shian Li, I-Hsien Liu  
(National Cheng Kung University, Taiwan) 
 

OS1-5 Case Study of Network-Based Intrusion Detection System Deployment in Industrial 
Control Systems with Network Isolation 
Nai-Yu Chen, Pei-Wen Chou, Jung-Shian Li, I-Hsien Liu  
(National Cheng Kung University, Taiwan) 
 

OS1-6 The AI integration service innovation model of real estate industry in Taiwan 
Li-Min Chuang, Chih-Hung Chen (Chang Jung Christian University, Taiwan) 
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Room 404 
10:00-11:00 OS9 Software Development Support Method (4) 
Chair: Tetsuro Katayama (University of Miyazaki, Japan) 
Co-Chair: Tomohiko Takagi (Kagawa University, Japan) 
 

OS9-1 An Improved Conversion Technique from EPNAT Models to VDM++ Specifications for 
Simulation of Abstract Software Behavior 
Sho Matsumoto1, Ryoichi Ishigami1, Tetsuro Katayama2, Tomohiko Takagi1 
1 Kagawa University, Japan, 2 University of Miyazaki, Japan 
 

OS9-2 Prototype of RAGESS Which Is a Tool for Automatically Generating SwiftDiagrams 
to Support iOS App Development 
Haruki Onaga*, Tetsuro Katayama*, Yoshihiro Kita†, Hisaaki Yamaba*, Kentaro 
Aburada*, and Naonobu Okazaki* 
*University of Miyazaki, Japan, †University of Nagasaki, Japan 
 

OS9-3 Extension to Support Types and Operation/Function Definitions in BWDM to 
Generate Test Case Tool from the VDM++ Specification 
Shota Takakura*, Tetsuro Katayama*, Yoshihiro Kita†, Hisaaki Yamaba*, Kentaro 
Aburada*, and Naonobu Okazaki* 
*University of Miyazaki, Japan, †University of Nagasaki, Japan 
 

OS9-4 Proposal of ASLA Which Is a Segmentation and Labeling Tool for Document Images 
Based on Deep Learning 
Kanta Kakinoki*, Tetsuro Katayama*, Yoshihiro Kita†, Hisaaki Yamaba*, Kentaro 
Aburada*, and Naonobu Okazaki* 
*University of Miyazaki, Japan, †University of Nagasaki, Japan 

 
15:40-17:10 OS15 Artificial Intelligence for Embedded Systems and Robotics (6) 
Chair: Hakaru Tamukoh (Kyushu Institute of Technology, Japan) 
Co-Chair Yuma Yoshimoto (National Institute of Technology, Kitakyushu College, Japan)  

 

OS15-1 YOLO real-time object detection on EV3-Robot using FPGA hardware Accelerator 
Dinda Pramanta1, Ninnart Fuengfusin2, Arie Rachmad Syulistyo2, Hakaru Tamukoh2  
(1Kyushu Institute of Information Sciences, Japan) (2Kyushu Institute of Technology, 
Japan) 
 

OS15-2 A Low Computational Cost Hand Waving Action Recognition System with Echo State 
Network for Home Service Robots 
Hiromasa Yamaguchi1, Akinobu Mizutani1, Arie Rachmad Syulistyo1, Yuichiro 
Tanaka1, Hakaru Tamukoh1 (1Kyushu Institute of Technology, Japan) 
 

OS15-3 A Rapidly Adjustable Object Recognition System through Language Based Prompt 
Engineering 
Naoki Yamaguchi1, Tomoya Shiba1, Kosei Isomoto1, Hakaru Tamukoh1 
(1Kyushu Institute of Technology, Japan) 
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OS15-4 Development of a SayCan-based task planning system capable of handling abstract 
nouns 
Kosei Yamao1, Daiju Kanaoka1, Kosei Isomoto1, Akinobu Mizutani1, Yuichiro Tanaka1, 
Hakaru Tamukoh1, (1Kyushu Institute of Technology, Japan) 
 

OS15-5 RoboCup@Home 2023: Stickler for the Rules Task Solutions 
Tomoya Shiba1, Hakaru Tamukoh1, (1Kyushu Institute of Technology, Japan) 
 

OS15-6 Offloading Intellectual Processing from Home Service Robots to Edge Devices 
Yuma Yoshimoto1, Mizuki Kawashima1, Shun Yonehara1 
(1National Institute of Technology, Kitakyushu College, Japan) 
 

 
Room 405 
10:00-11:15 GS2 Image Processing I (5) 
Chair: Yui Tanjo (Kyushu Institute of Technology, Japan) 
 

GS2-1 A Method for Embedding Multiple Photographic Images in a Photographic Image 
Naoki Kouno, Kanya Goto, Toru Hiraoka (University of Nagasaki, Japan) 
 

GS2-2 Generation of Flowing-Line Images Using Vertical and Horizontal Smoothing Filters 
Karin Kuroki, Toru Hiraoka (University of Nagasaki, Japan) 
 

GS2-3 Human Motion Recognition from Multiple Directions and Its Gait Cycles Analysis 
Miki Ooba, Yui Tanjo (Kyushu Institute of Technology, Japan) 
 

GS2-4 A Method of Improving the QOL of the People with Visual Impairment by MY VISION 
Shun Kitazumi, Yui Tanjo (Kyushu Institute of Technology, Japan) 
 

GS2-5 Human Behavior Segmentation and Recognition Using a Single-camera 
Jing Cao, Yui Tanjo (Kyushu Institute of Technology, Japan) 
 

 
15:40-17:10 GS4 Robotics (6) 
Chair: Jiwu Wang (Beijing Jiaotong University, China) 
 

GS4-1 Development and evaluation of a learning support robot for vector learning 
Kosei Machida, Shinichi Imai (Tokyo Gakugei University, Japan) 
 

GS4-2 Feasibility Study on Methods to Measure the Strain on Young Children's Bodies 
Sachiko Kido, Praveen Nuwantha Gunaratne, Hiroki Tamura  
(University of Miyazaki, Japan) 
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GS4-3 An Integration of Contact Force Models with Multibody Dynamics Analyses for 
Human Joint Mechanisms and Effects of Viscoelastic Ground Contact 
Shintaro Kasai1, Dondogjamts Batbaatar2, Hiroaki Wagatsuma1  
(1Kyushu Institute of Technology, Japan; 2Mongolian University of Science and 
Technology, Mongolia) 
 

GS4-4 Haptic Sensation Enhancement via the Stochastic Resonance Effect and Its 
Application to Haptic Feedback for Myoelectric Prosthetic Hands 
Yoshitaka Mizumoto, Taro Shibanoki (Okayama University, Japan) 
 

GS4-5 PID Parameter Tuning of a Low-Cost DC Motor Speed Control for Mobile Robot 
Application 
Munkh-Erdene Ayurzana1, Erkhembayar Gankhuyag1, Naranbaatar Erdenesuren1, 
Dondogjamts Batbaatar1 
(1Mongolian University of Science and Technology, Mongolia) 
 

GS4-6 Reinforcement Learning DDPG Algorithm Based Wheeled Mobility Aid Robot Control 
Methods 
Junkai Li, Mohd Rizon Mohamad Juhari, Tiang Sew Sun (UCSI University, Malaysia) 
 

 
Room 406 
10:00-11:15 OS23 Industrial Revolution (5) 
Chair: Hazry Desa (Universiti Malaysia Perlis (UniMAP), Malaysia)  
 

OS23-1 Investigating the Engineering Interventions in the Conservation of Malaysia 
Heritage Structures: A Review on Preserving Historical Edifices Through Advance 
Civil Engineering Techniques 
Muhammad Azizi Azizan, Nurfadzillah Ishak, Hazry Desa (UniMAP, Malaysia) 
 

OS23-2 Drones and Data: A Comprehensive Exploration of UAVs in Data Mining 
Muhammad Azizi Azizan, Nurfadzillah Ishak, Hazry Desa (UniMAP, Malaysia) 
 

OS23-3 Development of Variable Arm to Control the Manoeuvrability of Quadrotor 
L. Y. Hong, H. Desa and M. A. Azizan (UniMAP, Malaysia) 
M. H. Tanveer (Kennesaw State University, USA)  
 

OS23-4 Development of IOT-Enabled Smart Water Metering System 
S. D. Wen, H. Desa and M. A. Azizan (UniMAP, Malaysia) 
A. -S. T. Hussain (Al-Kitab University, Iraq) 
M. H. Tanveer and R. Patan (Kennesaw State University, USA) 
 

OS23-5 Object Detection and Instance Segmentation with YOLOV8: Progress and 
Limitations 
L. J. Lee, H. Desa and M. A. Azizan (UniMAP, Malaysia) 
A. -S. T. Hussain (Al-Kitab University, Iraq) 
M. H. Tanveer (Kennesaw State University, USA)  
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11:30-12:45 OS2 Pattern Recognition and Robotics I (5)  
Chair: Fengzhi Dai (Tianjin University of Science and Technology, China) 
Co-Chair: Yunzhong Song (Henan Polytechnic University, China) 
 

OS2-1 A Study on Sales Patterns for Vegetable Products in Retail Stores 
Yuhao Zhang 1, Shuangshuang Ma 1, Jiashuai Wang 1, Fengzhi Dai 1, Lijiang Zhang 2  
(1 Tianjin University of Science and Technology, China, 2 Xinjiang Shenhua 
Biotechnology Co., Ltd, China) 
 

OS2-2 Research and Implementation of Cooperative Control for ROS Mobile Robot 
Saijie Zhang, Huailin Zhao  
(Shanghai Institute of Technology, China) 
 

OS2-3 An OpenCV-based Method for Workpiece Residue Image Processing 
Jiaxin Wang, Hao He, Fangyv Liu, Fengzhi Dai  
(Tianjin University of Science and Technology, China) 
 

OS2-4 On Nonblockingness Verification and Enforcement of Controlled Nondeterministic 
Discrete-Event Systems 
Xiang Ren, Zipei Wang (Tianjin University of Science and Technology, China) 
 

OS2-5 Modeling and Reachability Verification of Controlled Nondeterministic Finite-State 
Automata 
Zipei Wang, Xiang Ren (Tianjin University of Science and Technology, China) 
 

 

15:40-16:25 GS3 Image Processing II (3) 

Chair: Seiji Ishikawa (Kyushu Institute of Technology, Japan) 
 

GS3-1 Online Classroom Student Engagement Analysis using Enhanced YOLOv5 
Shuai Wang, Abdul Samad Shibghatullah (UCSI University, Malaysia) 
 

GS3-2 A Method of Recognizing Body Movements Based on a Self-viewpoint Video 
Iichirou Moribe, Yui Tanjo (Kyushu Institute of Technology, Japan) 
 

GS3-3 Supporting Safe Walk of a Visually Impaired Person at a Station Platform based on 
MY VISION  
Shintaro Yamada, Yui Tanjo, Seiji Ishikawa (Kyushu Institute of Technology, Japan) 
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Room 407  
10:00-11:15 OS13-1 Robot Control (5) 
Chair: Yizhun Peng (Tianjin University of Science and Technology, China) 
 

OS13-1 Intelligent Logistics Handling Robot: Design, Control, and Recognition 
Yanchao Bi, Jiale Cheng, Limei Wang, Yizhun Peng  
(Tianjin University of Science and Technology, China) 
 

OS13-2 Greenhouse Design Using Visual Recognition and IoT Technology 
Yuntian Xia, Yizhun Peng 
(Tianjin University of Science and Technology, China) 
 

OS13-3 Design of Modular Photovoltaic Environmentally Friendly Portable Stroller 
Suqing Duan, Yizhun Peng 
(Tianjin University of Science and Technology, China) 
 

OS13-4 "Teenage Mutant Ninja Turtles" - Design of a Bionic Quadrupedal Rescue Robot 
Hongpi Zhao, Yingfan Zhu, Zhihan Zhao, Xin Liang, Lei Lv, Yizhun Peng (Tianjin 
University of Science and Technology, China) 
 

OS13-5 Design of Grass Lattice Planter for Complex Environment Based on Adaptive 
Suspension Technology 
Shaokai Tian, Wenqi Fu, Yizhun Peng 
(Tianjin University of Science and Technology, China) 
 

 

11:30-12:45 OS13-2 Robot Control (5) 

Chair: Yizhun Peng (Tianjin University of Science and Technology, China)  

 
OS13-6 Design of Intelligent Ecological Multifunctional Plant and Animal Breeding System 

Suqing Duan, Yuntian Xia, Siyi Wang, Yizhun Peng (Tianjin University of Science 
and Technology, China) 
 

OS13-7 Design of a Fully Automated Logistics Handling Platform 
Hongpi Zhao, Jianfeng Qin, Yizhun Peng (Tianjin University of Science and 
Technology, China) 
 

OS13-8 Design and Application of AI-based Brush Calligraphy and Painting Robot 
Haibo Li, Yizhe Sun, Shuxin Wang, Yizhun Peng (Tianjin University of Science and 
Technology, China) 
 

OS13-9 Intelligent Wheelchair System: Non-contact Heart Rate and Body Temperature 
Measurement 
Dongpo Ma, Junsheng Zhang, Yizhun Peng (Tianjin University of Science and 
Technology, China) 
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OS13-10 Recognition and Localization Method for Automotive Axle Holes in Assembly Robots 
Junsheng Zhang, Dongpo Ma, Yizhun Peng (Tianjin University of Science and 
Technology, China) 
 

 

13:00-14:15 OS3-1 Pattern Recognition and Robotics II (5) 

Chair: Fangyan Li (Tianjin University of Science and Technology, China) 

Co-Chair: Haozhe Sun (Tianjin University of Science and Technology, China)  

 

OS3-1 Detection and Identification of Daylily Maturity Based on YOLOv8 
Fangyan Li (Tianjin University of Science and Technology, China) 
 

OS3-2 Chaos Synchronization and Circuit Design of Chen System and Lü System with 
Different Structures 
Haozhe Sun (Tianjin University of Science and Technology, China) 
 

OS3-3 A Parking Space Recognition Method Based on Digital Image Technology 
Hao He, Fangyv Liu, Jiaxin Wang (Tianjin University of Science and Technology, 
China) 
 

OS3-4 A Design of Intelligent Handling Robot Based on AT89C52 
Fangyv Liu, Jiaxin Wang, Hao He (Tianjin University of Science and Technology, 
China) 
 

OS3-5 Application and Differences of Robotic Arms, Traditional Machines and Manual 
Work in Production 
Xue Yang, Ying Su, Yuping Mei, Haiquan Wang (Tianjin University of Science and 
Technology, China) 

 

14:20-15:20 OS3-2 Pattern Recognition and Robotics II (4) 

Chair: Fangyan Li (Tianjin University of Science and Technology, China) 

Co-Chair: Haozhe Sun (Tianjin University of Science and Technology, China)  

 

OS3-6 A Deep Exploration of the Mounting Issues Related to Six Rotor UVA 
Yuping Mei, Ying Su, Xue Yang (Tianjin University of Science and Technology, China) 
 

OS3-7 The Application of Hexacopter UAV in The Field of Climbing Evasion 
Ying Su, Yuping Mei, Xue Yang (Tianjin University of Science and Technology, China) 
 

OS3-8 Deep Learning and Embedded Based Operational Safety System for Special Vehicles 
Haoran Gong, Yumei Huang, Jiahao Xie (Tianjin University of Science and 
Technology, China) 
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OS3-9 "Green Fruit" - Intelligent Traceable Agricultural Product Production and Marketing 
Platform Based on Blockchain Technology 
Yumei Huang, Jiahao Xie, Haoran Gong, Ziyue Xiao (Tianjin University of Science and 
Technology, China) 
 

 

15:40-17:10 OS10 Intelligent Life and Robotics (6) 
Chair: Evgeni Magid (Kazan Federal University, Russia) 
Co-Chair: Kuo-Hsien Hsia (National Yunlin University of Science and Technology, Taiwan) 
 

OS10-1 A Design of a Modular Mobile Robot for Rescue Operations 
Baris Celiker, Shifa Sulaiman, Tatyana Tsoy (Kazan Federal University, Russia) 
 

OS10-2 Implementation of Bug1 and Bug2 Path Planning Algorithms for TurtleBot Using 
ROS Noetic 
Ilya Spektor1, Aidar Zagirov2, Ramil Safin2, Evgeni Magid1,2  
(1HSE University, Russia) (2Kazan Federal University, Russia) 
 

OS10-3 Implementation of Alg1 and Alg2 Path Planning Algorithms for Mobile Robots Using 
ROS Noetic 
Anastasia Yankova1, Timur Gamberov2, Tatyana Tsoy2  
(1HSE University, Russia) (2Kazan Federal University, Russia) 
 

OS10-4 Implementation of VisBug-21 and VisBug-22 Path Planning Algorithms Using ROS 
Noetic 
Viktoriia Mirzoian1, Maxim Mustafin2, Evgeni Magid1,2  
(1HSE University, Russia) (2Kazan Federal University, Russia) 
 

OS10-5 DistBug path planning algorithm package for ROS Noetic 
Alexander Pak1, Alexander Eremin2, Tatyana Tsoy2 
(1HSE University, Russia) (2Kazan Federal University, Russia) 
 

OS10-6 On sensor modeling in Gazebo simulator 
Niez Yuldashev, Alexandra Dobrokvashina, Roman Lavrenov 
(Kazan Federal University, Russia) 
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February 24 (Saturday) 

9:40-Registration 

 

Room 302, 303 

13:00-14:00 

Plenary Speech PS3 

Chair: Yingmin Jia 

 

PS3 Artificial Intelligence and Technologies of Arm-type and Mobile Robots in Industry 

Haruhisa Okuda 

(Mitsubishi Electric Corporation, Japan) 

 
Room 303 
10:00-11:15 OS20-1 Advances in Field Robotics and Their Applications (5) 
Chair: Kazuo Ishii (Kyushu Institute of Technology, Japan) 
Co-Chair: Keisuke Watanabe (Tokai University, Japan) 
 

OS20-1 Image Collection Experiments of a Handy AUV for Offshore Structure Inspection 
Keisuke Watanabe, Koki Amano, Shingen Urano, Yasutaka Taniguchi, Konosuke 
Watanabe (Tokai University, Japan) 
 

OS20-2 Design of Disassembly-reassembly Type USV for Coral Reef Research 
Keisuke Watanabe, Koki Amano, Gaku Minato, Yasutaka Taniguchi, Konosuke 
Watanabe (Tokai University, Japan) 
 

OS20-3 Optimization method to improve visual SLAM in dynamic environment 
Yufei Liu, Kazuo Ishii (Kyushu Institute of Technology, Japan) 
 

OS20-4 Design of flexible mechanism for flexible manipulator 
Huang Jiawei, Kazuo Ishii (Kyushu Institute of Technology, Japan) 
 

OS20-5 Driver Drowsiness Detection Method based on Deep Learning 
Shi Puwei, Kazuo Ishii (Kyushu Institute of Technology, Japan) 
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11:30-12:00 OS20-2 Advances in Field Robotics and Their Applications (2) 
Chair: Kazuo Ishii (Kyushu Institute of Technology, Japan) 
Co-Chair: Keisuke Watanabe (Tokai University, Japan) 
 

OS20-6 An Analysis of Translational Motion for a Mobile Robot with Line-Symmetric Rollers 
Arrangement 
1Kenji Kimura, 2Kazuo Ishii  
(1National Institute of Technology, Matsue College, Japan, 2Kyushu Institute of 
Technology, Japan) 
 

OS20-7 Development of Teaching Materials for Robot Programming for Junior High School 
Students: Student-Based Educational Activities 
Kenji Kimura, Youta Takano (National Institute of Technology, Matsue College, 
Japan) 
 

 
14:15-15:30 OS20-3 Advances in Field Robotics and Their Applications (5) 
Chair: Kazuo Ishii (Kyushu Institute of Technology, Japan) 
Co-Chair: Keisuke Watanabe (Tokai University, Japan) 
 

OS20-8 Design and Software Production of Robotics Educational Design for Elementary and 
Junior High School Student 
Youta Takano, Kenji Kimura (National Institute of Technology, Matsue College, 
Japan) 
 

OS20-9 Development of visual inspection system for low-reflective material utilizing of a 
string shadow 
Keiji Kamei1, Tomorou Kawahara1, Yoshiyuki Daimaru2  
(1Nishinippon Institute of Technology, Japan) (2Nissan Motor Kyushu, Japan) 
 

OS20-10 Development of IoT-Based Remote Monitoring Module for Greenhouse Environment 
to Facilitate Crop Growth Data Analysis 
Moeko Tominaga, Yasunori Takemura, Junya Era, Wataru Kaishita  
(Nishinippon Institute of Technology, Japan)  
Eiji Mizoe, Tomoyasu Furukawa 
(Kumamoto Fruit and Vegetable Shippers Association Co. Ltd., Japan) 
 

OS20-11 Development greenhouse environment prediction system using IoT data 
Yasunori Takemura, Naoya Nishida, Moeko Tominga  
(Nishinippon Institute of Technology, Japan) 
Eiji Mizoe, Tomoyasu Furukawa 
(Kumamoto Fruit and Vegetable Shippers Association Co. Ltd., Japan) 
 

OS20-12 The Development of SaaS for Quantifying the Amount of Drifted Debris on the Coast 
Ayumu Tominaga, Ryohei Komori  
(National Institute of Technology Kitakyushu College, Japan)  
Eiji Hayashi (Kyushu Institute of Technology, Japan) 
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15:40-16:25 OS20-4 Advances in Field Robotics and Their Applications (3) 
Chair: Kazuo Ishii (Kyushu Institute of Technology, Japan) 
Co-Chair: Keisuke Watanabe (Tokai University, Japan) 
 

OS20-13 Development of an antagonistic wire-driven joint mechanism capable of rapid 
motion and variable stiffness 
Katsuaki Suzuki1, Yuya Nishida2, Kazuo Ishii2 
(1Kumamoto Industrial Research Institute, Japan, 2Kyushu Institute of Technology, 
Japan) 
 

OS20-14 Gakken Hills Interdisciplinary Ekiden Competing with Humans, Animals, and Robots 
Takuya Fujinaga1, Moeko Tominaga2, Daigo Katayama3, Kazuo Ishii3 
 (1Fukuoka University, 2Nishinippon Institute of Technology, 3Kyushu Institute of 
Technology, Japan) 
 

OS20-15 Development of a Low-Cost Underwater Robot for Research and Education 
Takuya Fujinaga (Fukuoka University Japan) 
 

 

16:40-17:40 OS7 Deep Learning and its Applications (4)  

Chair: Mastaneh Mokayef (UCSI University, Malaysia) 

Co-Chair: Takao Ito (Hiroshima University, Japan) 

 

OS7-1 Parallel Cross Window Attention Transformer and CNN Model for Segmentation of 
Instrument during Surgery 
Abdul Qayyum1, M. K. A. Ahamed Khan3, Moona Mazher4, Imran Razzak5, Steven 
Niederer1,2, Mastaneh Mokayef3, C.S. Hassan3, Ridzuan, A.3 
(1Imperial College, London, United Kingdom) (2The Alan Turning Institute, London, 
UK) (3UCSI University, Malaysia) (4University College London, UK) (5University of 
New South Wales, Australia) 
 

OS7-2 Magnetic Resonance Spectroscopy (MRS) Reconstruction using Style Transfer Deep 
Depth wise Framework 
Abdul Qayyum1, M. K. A. Ahamed Khan3, Moona Mazher4, Imran Razzak5, Steven 
Niederer1,2, Mastaneh Mokayef6, C.S. Hassan6, Ridzuan, A.6 
(1Imperial College, London, UK) (2The Alan Turning Institute, UK) 
(3,6 UCSI University, Malaysia) (4University College London, UK) 
(5University of New South Wales, Australia) 
 

OS7-3 Federated Learning on Brain Disease Research: Segmentation of Cerebral Small 
Vessel Diseases (CSVD) using Multi-scale Hybrid Spatial Deep Learning Approach 
Moona Mazher1, Abdul Qayyum2, M. K. A. Ahamed Khan3, Steven Niederer2,4, 
Mastaneh Mokayef3, Ridzuan, A3, C. S. Hassan3 (1University College London, UK) 
(2National Heart & Lung Institute, Imperial College, London, UK) (3UCSI University, 
Malaysia) (4Alan Turning Institute, London, UK) 
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OS7-4 Hybrid Classical and Quantum Deep Learning Models for Medical Image 
Classification 
Moona Mazher1, Abdul Qayyum2, M. K. A. Ahamed Khan3, Steven Niederer2,4, 
Mastaneh Mokayef3, Ridzuan, A3, C. S. Hassan3 (1University College London, UK,) (2 
National Heart & Lung Institute, Imperial College, UK) (3UCSI University, Malaysia) 
(4Alan Turning Institute, UK) 
 

 
Room 403   
10:00-11:15 OS17 Electronics and Kansei Engineering Based on ETT theory (5) 
Chair: Tetsuo Hattori (Kagawa University, Hiroshima Institute of Technology, Japan) 
Co-Chair: Yusuke Kawakami (NIT (Kagawa College), Japan) 
 

OS17-1 A High-Speed Estimation Method of Parameters in Impulse Response 
Toshiki Tanaka, Ivan Tanev (Doshisha University, Japan), Tetsuo Hattori (Kagawa 
University, Japan) 
 

OS17-2 A Consideration on Amplification Function in BJT Evers-Moll Model and PTT (I)  
---- V-I Characteristics ---- 
Shimon Hattori, Osamu Matoba (Kobe University, Japan), Tetsuo Hattori (Kagawa 
University, Japan), Toshiki Tanaka (Kinkei System, Japan), Yusuke Kawakami (NIT 
(Kagawa College), Japan) 
 

OS17-3 A Consideration on Amplification Function in BJT Evers-Moll Model and PTT (II)  
---- H Parameters in the Small Signal Amplifier Circuit---- 
Shimon Hattori, Osamu Matoba (Kobe University, Japan), Tetsuo Hattori (Kagawa 
University, Japan), Toshiki Tanaka (Kinkei System, Japan), Yusuke Kawakami (NIT 
(Kagawa College), Japan) 
 

OS17-4 Color Image Arrangement Using Histogram Matching 
Yusuke Kawakami (NIT (Kagawa College), Japan), Tetsuo Hattori (Kagawa University, 
Japan), R.P.C. Janaka Rajapakse (Tainan National University of the Arts, Taiwan 
(R.O.C.)) 
 

OS17-5 Methodology for Creativity Oriented STEM Education Based on ETT Theory 
Tetsuo Hattori, Toshihiro Hayashi, Mai Hattori, Yoshiro Imai (Kagawa University, 
Japan), Asako Ohno (Osaka Sangyo University, Japan), Takeshi Tanaka (Hiroshima 
Institute of Technology, Japan) 
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14:15-15:30 OS27 Post-narratological Approaches to Cognition in Humans and Robots 
(5) 
Chair: Jumpei Ono (Aomori University, Japan) 
Co-Chair: Hiroki Fxyma (Kobe University, Japan) 
 

OS27-1 A Game Framework Based on the Disinformation Warfare in Russo-Ukrainian War 
Jumpei Ono (Aomori University, Japan), Takashi Ogata (Iwate Prefectural University, 
Japan) 
 

OS27-2 Comparative Analysis of Eye Tracking between Veteran and Novice during 
Radiological Interpretation 
Yuka Naito (Chuo University, Japan), Jun Nakamura (Chuo University, Japan),  
Yoshinobu Ishiwata (Yokohama City University, Japan) 
 

OS27-3 Development of Notification System to Prevent Working Productivity from 
Declining Caused by Increased Carbon Dioxide Concentration 
KAMODA Yohei, NAKAMURA Jun (CHUO University, Japan) 
 

OS27-4 Visualization of the Skilled Physician's Gaze Characteristic during Diagnosis 
Taiki Sugimoto (Chuo University, Japan), Jun Nakamura (Chuo University, Japan), 
and Yoshinobu Ishiwata (Yokohama City University, Japan) 
 

OS27-5 Comparative Analysis of Methods for Visualizing the Sensory Experience of Food 
and Beverages 
Hiroki Fxyma (Kobe University, Japan) 
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16:40-17:40 OS12 Machine Learning and its Applications (4) 

Chair: Masato Nagayoshi (Niigata College of Nursing, Japan) 
Co-Chair Takashi Kuremoto (Nippon Institute of Technology, Japan) 
 

OS12-1 Restoration of Guqin Music by Deep Learning Methods 
Takashi Kuremoto*, Kazuma Fujino*, Hirokazu Takahashi*, Shun Kuremoto**, ***, 
Mamiko Koshiba**, Hiroo Hieda***, Shingo Mabu** 
(*Nippon Institute of Technology, **Yamaguchi University, ***Institute for Future 
Engineering, Japan) 
 

OS12-2 Constructive Nurse Scheduling Using Reinforcement Learning Considering 
Variations in Nurse Work Patterns 
Masato Nagayoshi (Niigata College of Nursing, Japan),  
Hisashi Tamaki (Kobe University, Japan) 
 

OS12-3 A Basic Study on Indicator of Transfer Learning for Reinforcement Learning 
Satoshi Sugikawa, Kenta Takeoka, Naoki Kotani  
(Osaka Institute of Technology, Japan) 
 

OS12-4 Machine Learning Approach to Predict Cooling Load for Existing Buildings 
Makoto Ohara*, Hideo Isozaki** 
(*International Professional University of Technology in Osaka, Japan,  
**Kobe University, Japan) 
 

 

Room 404  

10:00-11:15 GS1-1 Machine learning& Neural Network & Artificial Life (5) 
Chair: Hiroki Tamura (University of Miyazaki, Japan) 
 

GS1-1 Deep Learning Based Prediction of Heat Transfer Coefficient Using Spectrogram 
Images from Boiling Sound 
Fuga Mitsuyama, Ren Umeno, Tomohide Yabuki, Tohru Kamiya (Kyushu Institute of 
Technology, Japan) 
 

GS1-2 A Study on Classification of Faulty Motor Sound Using Convolutional Neural 
Networks 
Jamil Md Shafayet, Praveen Nuwantha Gunaratne, Hiroki Tamura  
(University of Miyazaki, Japan) 
 

GS1-3 Design and Development of a Flexible Active Ankle Joint Orthosis for Locomotion 
Assistance 
Praveen Nuwantha Gunaratne, Hiroki Tamura (University of Miyazaki, Japan)  
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GS1-4 A study on the Real-Time Biomechanical Analysis of Lamber Burden Utilizing 
Stereoscope Cameras 
Taufik Hidayat Soesilo, Praveen Nuwantha Gunaratne, Hiroki Tamura 
(University of Miyazaki, Japan) 
 

GS1-5 Verification of Determination Possibility using Convolutional Autoencoder for 
Machine Tool Abnormality Detection 
Yuta Sumoto, Praveen Nuwantha, Hiroki Tamura (University of Miyazaki, Japan) 
 

 
11:30-12:15 GS1-2 Machine learning& Neural Network & Artificial Life (3)  
Chair: Hiroki Tamura (University of Miyazaki, Japan) 
 

GS1-6 Basic Research for High-speed Heart Sound Determination using AI 
Riku Nakashima, Praveen Nuwantha Gunaratne, Hiroki Tamura  
(University of Miyazaki, Japan) 
 

GS1-7 Prediction of High-Energy Electron Flux at Geosynchronous Orbit using a neural 
network technique  
Ami Iwabu, Kentaro Kitamura (Kyusyu Institute of Technology, Japan)  
 

GS1-8 Image Gradient-based Monocular Visual-Inertial Odometry 
Tae Ihn Kim (Hyundai Motor Company, Republic of Korea), Jae Hyung Jung, and 
Chan Gook Park (Seoul National University, Republic of Korea) 

 
14:15-15:30 OS8 Intelligent Control (5) 
Chair: Yingmin Jia (Beihang University, China) 

Co-Chair: Weicun Zhang (University of Science and Technology Beijing, China) 

 
OS8-1 Global Stabilization of A Class of Nonholonomic Integrators via Discontinuous 

Control 
Lixia Yan, Yingmin Jia (Beihang University (BUAA), China) 
 

OS8-2 Frequency Dependence Performance Limit of Vibration Absorbers 
Jiqiang Wang1, Xiaoyu Yin2, Weicun Zhang3 
(1Chinese Academy of Sciences, China) 
(2Science & Technology Bureau of Zhenhai District, China) 
(3University of Science and Technology Beijing, China) 
 

OS8-3 Adaptive Concurrent Learning Algorithm Based on Pontryagin’s Maximum Principle 
for Nonlinear System Optimal Tracking Control with State Inequality Constraints  
Yuqi Zhang, Bin Zhang (Beijing University of Posts and Telecommunications, China) 
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OS8-4 Privacy preserving Mean-square consensus for discrete-time heterogeneous multi-
agent systems with Communication Noises  
Tongqing Yang1, Lipo Mo1, Yingmin Jia2 
(1Beijing Technology and Business University, China)  
(2Beihang University (BUAA), China) 
 

OS8-5 Event-Triggered Consensus Control for Nonlinear Singular Multi-Agent Systems 
under Directed Topology 
Lin Li, Tong Yuan, Mei Huang  
(University of Shanghai for Science and Technology, China) 
 

 
15:40-16:25 OS14 Robotic Manipulation (3) 
Chair: Kensuke Harada (Osaka University, Japan) 
Co-Chair: Akira Nakamura (Saitama Institute of Technology, Japan) 
Co-Chair: Tokuo Tsuji (Kanazawa University, Japan) 
 

OS14-1 Evaluation Standard of Error Recovery Planning Focused on Revival Process from Failures in 
Robotic Manufacturing Plants 
Akira Nakamura1, Kensuke Harada2  
(1Saitama Institute of Technology, 2Osaka University, Japan) 
 

OS14-2 Robotic Food Handling Utilizing Temperature Dependent Variable-Stiffness Material  
Rozilyn Marco1, Prashant Kumar2, Xinyi Zhang2, Weiwei Wan2 , Kensuke Harada2  
(1University of Toronto, Canada, 2Osaka University, Japan) 
 

OS14-3 Vegetable maturity evaluation for harvest robots 
Reno Muhammad Fadilla, Tokuo Tsuji, Tatsuhiro Hiramitsu, and Hiroaki Seki 
(Kanazawa University, Japan) 
 

 
16:40-17:40 GS5 Applications I (4) 
Chair: Chair Jiwu Wang (Beijing Jiaotong University, China) 
 

GS5-1 Unsupervised image registration based on Residual-connected DRMINE for diagnostic  
metastatic bone tumors 
Shogo Baba1, Tohru Kamiya1, Takashi Terasawa2, Takatoshi Aoki2 
(1Kyushu Institute of Technology, Japan), (2University of Occupational and Environmental Health, 
Japan) 
 

GS5-2 Developing a smart Belt for Monitoring Elderly Activities Based on Multi-Modal Sensors 
Integration  
and Internet of Things 
Abdul Jalil, Pujianti Wahyuningsih, Najirah Umar, Muhammad Risal, Suwatri Jura, A. Edeth Fuari 
Anatasya (Universitas Handayani Makassar, Indonesia) 
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GS5-3 A penalized motion detection model for extracting ionospheric echoes from low signal-to-noise 
ratio Ionogram video images 
Yuu Hiroshige1, Akiko Fujimoto1, Akihiro Ikeda2, Shuji Abe3, Akimasa Yoshikawa3  
(1Kyushu Institute of Technology, Japan) (2National Institute of Technology, Kagoshima College, 
Japan), (3Kyushu University, Japan) 
 

GS5-4 Verification Experiments on the Lower Back Burden caused by Posture and Environment during 
Lifting Operations 
Tomoka Kimura, Yutaro Fujino, Sachiko Kido, Praveen Nuwantha Gunaratne, Hiroki Tamura  
(University of Miyazaki, Japan) 
 

 
Room 405 
10:00-10:45 OS19 Natural Computing (3) 
Chair: Marion Oswald (Vienna University of Technology, Austria) 
Co-Chair: Yasuhiro Suzuki (Nagoya University, Japan) 
 

OS19-1 A Model of Reaction-diffusion phenomena with Multiset Processing 
Yasuhiro Suzuki (Nagoya University Japan)  
 

OS19-2 Extract tactile qualities from time series data 
Yasuhiro Suzuki (Nagoya University, Japan) 
 

OS19-3 Healthcare applications of vibrotactile stimulation developed by Tactile Score 
Yasuhiro Suzuki, Rie Taniguchi (Nagoya University, Japan) 

 
11:00-13:00 OS22 Mathematical Informatics (8) 
Chair Takao Ito (Hiroshima University, Japan) 
Co-Chair Makoto Sakamoto (University of Miyazaki, Japan) 

 

OS22-1 Adsorption Behavior of Arsenic and Selenium using NiZn Hydroxy Double Salts with 
Acetate, Chloride, Nitrate, and Sulfate Anions 
Kaoru Ohe*, Ryosuke Tabuchi, Tatsuya Oshima  
(University of Miyazaki, Japan) 
 

OS22-2 Parallel Acoustic Analysis Based on the Domain Decomposition Method with Higher-
Order Element 
Amane Takei1, Makoto Sakamoto1, Akihiro Kudo2 
(1University of Miyazaki, Japan)  
(2National Institute of Technology, Tomakomai Collage, Japan) 
 

OS22-3 Sound Field Evaluation on Acoustical Experiment using Non-Steady State Analysis 
Akihiro Kudo1, Makoto Sakamoto2, Amane Takei2 
(1National Institute of Technology, Tomakomai College, Japan)  
(2 University of Miyazaki, Japan) 
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OS22-4 A DeepInsight Method with Morphological Analysis 
Toyoaki Tomioka1, Satoshi Ikeda1, Makoto Sakamoto1, Takao Ito2 
(1University of Miyazaki, Japan), (2Hiroshima University, Japan) 
 

OS22-5 Support for Museum Exhibition of Small Fungi using AR Technology 
Kakeru Takemura1, Ota Hamasuna1, Fumito Hamakawa1, Satoshi Ikeda1, Kaoru Ohe1, 
Amane Takei1, Makoto Sakamoto1, Shuichi Kurogi2 
(1University of Miyazaki, Japan) 
(2Miyazaki Prefectural Museum of Nature and History, Japan) 
 

OS22-6 Automatic Selection of High-Grade Dried Shiitake Mushrooms using Machine 
Learning 
Ota Hamasuna1, Kakeru Takemura1, Kodai Hasebe1, Fumito Hamakawa1, Bidesh 
Biswas Biki1, Satoshi Ikeda1, Kaoru Ohe1, Amane Takei1, Makoto Sakamoto1, 
Kazuhide Sugimoto2  
(1University of Miyazaki, Japan), (2 SUGIMOTO Co., Ltd. Japan) 
 

OS22-7 Predicting High Volatility Cryptocurrency Prices using Deep Learning 
Tsutomu Ito1, Kodai Hasebe2, Fumito Hamakawa2, Bidesh Biswas Biki2, Satoshi 
Ikeda2, Amane Takei2, Makoto Sakamoto2, Md Riajuliislam3, Sabrina Bari Shital4, 
Takao Ito5 
(1National Institute of Technology, Ube College, Japan)  
(2University of Miyazaki, Japan), (3 TU Dortmund, Germany)   
(4Daffodil International University, Bangladesh), (5Hiroshima University, Japan) 
 

OS22-8 Simulation of Weathering Representation using Vertex and UV Information 
Tsutomu Ito1, Fumito Hamakawa2, Kodai Hasebe2, Satoshi Ikeda2, Amane Takei2, 
Makoto Sakamoto2, Takao Ito3 
(1National Institute of Technology, Ube College, Japan),  
(2University of Miyazaki, Japan), (3Hiroshima University, Japan) 
 

 
14:15-15:15 OS5-1 Intelligent Life and Robotics (4) 
Chair Kuo-Hsien Hsia (National Yunlin University of Science and Technology, Taiwan) 
Co-Chair Evgeni Magid (Kazan Federal University, Russia) 
 

OS5-1 Research on dynamic obstacle avoidance and complex path planning strategies 
based on ROS robots 
Yi-Wei Chen, Jr-Hung Guo 
(National Yunlin University of Science and Technology, Taiwan) 
 

OS5-2 Research on Multi-Robot Formation on Two-Dimensional Plane 
Kuo-Hsien Hsia, Chun-Chi Lai, Yi-Ting Liu, Yu-Le Chen  
(National Yunlin University of Science and Technology, Taiwan) 
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OS5-3 The Development of Utilization Rate and Energy Consumption Monitoring and 
Networking System 
Chung-Wen HUNG, Chun-Chieh WANG, Heng-En CHANG  
(National Yunlin University of Science and Technology, Taiwan) 
 

OS5-4 MCU Based Edge Computing Platform for Liquid Level Measurement 
Chung-Wen HUNG, Chun-Liang LIU, Tai-Hsuan WU (National Yunlin University of 
Science and Technology, Taiwan) 
 

 
15:40-16:10 OS5-2 Intelligent Life and Robotics (2) 
Chair Kuo-Hsien Hsia (National Yunlin University of Science and Technology, Taiwan) 
Co-Chair Evgeni Magid (Kazan Federal University, Russian Federation)     
 

OS5-5 Potential of genetic algorithms in multi-UAV coverage problem 
Ramil Faizullin1, Tatyana Tsoy1, Edgar A. Martínez-García2, Evgeni Magid1,3  
(1Kazan Federal University, Russian Federation) 
(2The Autonomous University of Ciudad Juarez, Mexico) 
(3HSE University, Russia) 
 

OS5-6 Construction of Anthropomorphic Grippers with Adaptive Control 
Evgeny Dudorov1, Julia Zhdanova2, Ivan Zhidenko1, Vladimir Moshkin2, Alexander Eryomin3,  
Evgeni Magid3, Alexander Permyakov1   
(1JSC ‘SPA ‘Android technics’, Russia) (2MIREA – Russian Technological University, Russia) 
(3Kazan Federal University, Russia) 
 

 
16:40-17:40 OS16 Industrial Artificial Intelligence Robotics (4) 
Chair: Eiji Hayashi (Kyushu Institute of Technology, Japan) 
 

OS16-1 A Research on Performance Information Editing Support System for Automatic Piano 
Yoshiki Hori, Eiji Hayashi (Kyushu Institute of Technology, Japan) 
 

OS16-2 Development of Autonomous Mobile Field Robots – Accuracy Verification of Self-Localization 
through Simulation - 
Takamasa Hayashi1, Shintaro Ogawa1, Yuto Okawachi1, Tan Chi Jie1, Janthori Titan1, Ayumu 
Tominaga2, Eiji Hayashi1, Satoko Seino3  
(1Kyushu Institute of Technology, Japan), (2National Institute of Technology (Kitakyushu College), 
Japan), (3Kyushu University, Japan) 
 

OS16-3 Development of AR System for Grasping String Foods on Introduction of Industrial Robot 
Yoshihiro Koyama, Eiji Hayashi (Kyushu Institute of Technology, Japan), Akira Kawaguchi (The City 
College of New York of The City University of New York, United States of America) 
 



 

The 2024 International Conference on Artificial Life and Robotics (ICAROB2024), J:COM HorutoHall, Oita, Japan, 2024 

40 
©ICAROB 2024 ALife Robotics Corp. Ltd. 

OS16-4 An Image Analysis of Coastal Debris Detection -Detection of microplastics using deep learning 
Yuto Okawachi1, Ayumu Tominaga2, Shintaro Ogawa1, Takamasa Hayashi1, Tan Chi Jie1,  
Janthori Titan1, Eiji Hayashi1, Satoko Seino3  
(1Kyushu Institute of Technology, Japan), (2National Institute of Technology (Kitakyushu College), 
Japan), (3Kyushu University, Japan) 
 

 
Room 406 
10:00-11:15 OS18-1 Computer and Information Engineering (5) 
Chair: Norrima Mokhtar (University of Malaya, Malaysia) 
Co-Chair: Heshalini Rajagopal (UCSI University, Malaysia) 
 

OS18-1 Efficient Campus Shuttle Tracking and Management Mobile Application for College Campus 
Andrea Tantay Gonzales1, Kavitha Thamadharan1, Neesha Jothi2 
(1INTI International College Penang, Malaysia) (2UCSI University, Malaysia) 
 

OS18-2 GCN Analysis of Task-Based fMRI Data for Diagnosis of Schizophrenia 
Tejaswini Thota1, Reuben Stephen John1, Dr R Dhanush1, Dr Amutha S1 
(1 Vellore Institute of Technology, India) 
 

OS18-3 AR-Based Application for Campus Navigation 
Renuka Devi Rajagopal1, Akshay S1, Manoj Rathinam1, Shakthi B1, Heshalini Rajagopal2 
(1 Vellore Institute of Technology, India), (2UCSI University, Malaysia) 
 

OS18-4 Development of Robotic Assistant for Health Care Sector with A Special Focus to Aid the Geriartric 
Patients  
Narayanan Ganesh (Vellore Institute of Technology, India) 
 

OS18-5 Development of a Desktop Application Restaurant Management System 
Gabriela Maria Ancilla, Heshalini Rajagopal, Ismail Ahmed Al-Qasem Al-Hadi 
(UCSI University, Malaysia) 
 

 
11:30-12:00 OS18-2 Computer and Information Engineering (2) 
Chair: Norrima Mokhtar (University of Malaya, Malaysia) 
Co-Chair: Heshalini Rajagopal (UCSI University, Malaysia) 
 

OS18-6 Face Recognition based on Attendance System 
Koh Pei Cong1, Heshalini Rajagopal1, Ghassan Saleh1, Norrima Mokthar2 
(1UCSI University, Malaysia), (2University of Malaya, Malaysia)  
 

OS18-7 U-Reserve: Development of a Facility Reservation System for UCSI University 
Esther Chong Jun Lynn1, Neesha Jothi1, Ismail Ahmed1  
(1UCSI University, Malaysia) 
 

 

  



 

The 2024 International Conference on Artificial Life and Robotics (ICAROB2024), J:COM HorutoHall, Oita, Japan, 2024 

41 
©ICAROB 2024 ALife Robotics Corp. Ltd. 

14:15-15:30 OS18-3 Computer and Information Engineering (5) 
Chair: Norrima Mokhtar (University of Malaya, Malaysia) 
Co-Chair: Heshalini Rajagopal (UCSI University, Malaysia) 
 

OS18-8 The Smart Document Processing with Artificial Intelligence 
Raenu Kolandaisamy1, Heshalini Rajagopal1, Indraah K2, Glaret Shirley Sinnappan3  
(1 UCSI University, Malaysia), (2University Utara Malaysia, Kedah) 
 (3Tunku Abdul Rahman University of Management and Technology, Malaysia) 
 

OS18-9 Digital Security Challenges Faced by Business Organizations 
Raenu Kolandaisamy1, Heshalini Rajagopal1, Indraah K2, Glaret Shirley Sinnappan3  
(1UCSI University, Malaysia), (2University Utara Malaysia, Malaysia), (3Tunku Abdul 
Rahman University of Management and Technology, Malaysia) 
 

OS18-10 The Study on Perception on E-Waste Among the People     
Raenu Kolandaisamy1, Heshalini Rajagopal1, Indraah K2 
(1UCSI University, Malaysia), (2University Utara Malaysia, Malaysia) 
 

OS18-11 Emergence of Cybercrimes in Online Social Networks 
Raenu Kolandaisamy1, Heshalini Rajagopal1, Indraah K2 
(1UCSI University, Malaysia) (2University Utara Malaysia, Malaysia) 
 

OS18-12 Development of a music recommendation application by using facial emotion 
recognition  
Shengke Xie, Raenu Kolandaisamy, Ghassan Saleh, Heshalini Rajagopal  
(UCSI University, Malaysia) 
 

 
15:40-16:25 OS21 Human-Machine Interface (3) 
Chair: Norrima Mokhtar (University of Malaya, Malaysia) 
Co-Chair: Heshalini Rajagopal (UCSI University, Malaysia) 
 

OS21-1 Enhancing Reconnaissance Missions Through Multiple Unmanned Systems in ROS 
Anees ul Husnain1,2, Norrima Mokhtar1, Takao Ito3, Siti Sendari4, Muhammad 
Farris Kyasudeen5, Muhammad Badri M Noor1,6, Heshalini Rajagopal7 

(1 Universiti Malaya, Malaysia), (2 The Islamia University of Bahawalpur, Pakistan), 
(3Hiroshima University, Japan), (4 Universitas Negeri Malang, Indonesia), (5 
University Technology MARA (UiTM), Malaysia) 
(6 Ifcon Technology Sdn Bhd, Malaysia), (7UCSI University, Malaysia)  
 

OS21-2 Illumination Effects on Facial Expression Recognition using Empirical Mode 
Decomposition 
Hashimah Ali1, Wan Khairunizam Wan Ahmad1, Hariharan Muthusamy2, 
Mohamed Elshaikh1 

(1 Universiti Malaysia Perlis, Malaysia) 
(2 National Institute of Technology Uttarakhand, India) 
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OS21-3 Supercontinuum Generation Pump By a Molydenum Disulfide Based Soliton Mode-
Locked Fiber Laser 
Aeryn D. Ahmad1, Norrima Mokhtar1, Hamzah Arof1, Sulaiman Wadi harun1,  
Ahmad Haziq Aiman Rosol2 
(1Universiti Malaya, Malaysia), (2MJIIT, UTM, Malaysia) 
 

 
16:40-17:40 GS6 Applications II (4) 
Chair: Masayuki Fujiwara (Kyushu Institute of Technology, Japan) 

 

GS6-1 Development of Smartphone Application for Calculating the Low Back Pain Risk 
Seigo Imura, Praveen Nuwantha, Hiroki Tamura (University of Miyazaki, Japan) 
 

GS6-2 A Computational Approach for Global Trade Analysis Sensitive to Free Trade 
Agreement Circumstances: A Case Study Focusing on the Great Mekong Subregion 
Ahmad Altaweel1, Bo-Young Lee2, Masayuki Fujiwara1, Jang-Sok Yoon2, Hiroaki 
Wagatsuma1  
(1Kyushu Institute of Technology, Japan; 2Logistics Revolution Korea, Korea) 
 

GS6-3 Trigger circuit design and system integration for simultaneous measurement of 
human EEG, motion, and gaze 
Masayuki Fujiwara1, Phan Hoang Huu Duc1, Laurent Bougrain2, Patrick Hénaff2, 
Hiroaki Wagatsuma1 (1Kyushu Institute of Technology, Japan; 2Université de 
Lorraine, France) 
 

GS6-4 Terminal Synergetic Controller for Car’s Active Suspension System Using Dragonfly 
Algorithm 
Tinnakorn Kumsaen1, Sorn Simatrang2, Arsit Boonyaprapasorn3, Thunyaseth 
Sethaput4  
(1Khon Kaen University, Thailand; 2Nacres Co., Ltd, Thailand; 3Chulachomklao Royal 
Military Academy, Thailand; 4Thammasat University, Thailand) 
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February 25 (Sunday) 
9:40-Registration 

 
10:00-11:00  
Room 405  
10:00-11:15 OS6 Intelligence and Optimization (5) 
Chair: Mastaneh Mokayef (UCSI University, Malaysia) 
Co-Chair Takao Ito (Hiroshima University, Japan) 
 

OS6-1 Simulation-Based Enhancement of SNR in Drone Communication through Uniform 
Linear Array Configurations 
Gershom Phiri1, Mastaneh Mokayef1, MHD Amen Summakieh1, M.K.A Ahamed 
Khan1, Sew Sun Tiang1, Wei Hong Lim1, Abdul Qayyum2  
(1UCSI University Malaysia) 
(2National Heart and Lung Institute, Imperial College London, UK) 
 

OS6-2 Empowering Elderly Individuals through the Intelligent Shopping Trolley 
Mastaneh Mokayef1, Muzaiyanah Binti Hidayab1, MHD Amen Summakieh1, M.K.A 
Ahamed Khan1, Kim Soon Chong1, Chin Hong Wong2, Chua Huang Shen3, Abdul 
Qayyum4  
(1UCSI University Malaysia) (2Fuzhou University, China) (3UOW Malaysia University, 
Malaysia) (4National Heart and Lung Institute, Imperial College, UK) 
 

OS6-3 Optimized Microstrip Slot UWB Patch Antenna for Medical Imaging 
Maxime Duvacher1, Mastaneh Mokayef2, MHD Amen Summakieh2, M.K.A Ahamed 
Khan2, Sew Sun Tiang2, Wei Hong Lim2, Abdul Qayyum3  
(1Polytech Nantes, France) (2UCSI University Malaysia) (3National Heart and Lung 
Institute, Imperial College London, UK) 
 

OS6-4 Development of an Innovative Undergraduate Industrial Automation and Robotics 
Degree Program 
M.K.A. Ahamed Khan1, Mastaneh Mokayef1, Ridzuan, A.1, Irraivan Elamvazuthi, 
Badli Shah Yusoff2, Abu Hassan Darusman3 (1UCSI University Malaysia) (2University 
Technology Petronos, Malaysia) (3UNIKL Malaysia France Institute, Malaysia) 
 

OS6-5 Smart Assistive Trolley for Elderly Care and Independence 
Dina Ashraf1, Mastaneh Mokayef1, MHD Amen Summakieh1, M.K.A Ahamed Khan1, 
Abdul Qayyum2, Sivajothi A/L Paramasivam3 (1UCSI University Malaysia) (2National 
Heart and Lung Institute, Imperial College London, UK) (3UOW Malaysia University 
College, Malaysia) 
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12:30-13:45 OS4-1 Pattern Recognition and Robotics III (5) 
Chair: Huahao Li (Tianjin University of Science and Technology, China) 
Co-Chair Hongshuo Zhai (Tianjin University of Science and Technology, China) 
 

OS4-1 A Digital Twin Design Based on Robot Workstation 
Huahao Li (Tianjin University of Science and Technology, China) 
 

OS4-2 A Study of Chemical Reactor Simulation System Based on PCS7 
Hongshuo Zhai (Tianjin University of Science and Technology, China) 
 

OS4-3 Analysis of Learning Quality Evaluation for University Student Courses with Process 
Assessment 
Yuhao Zhang, Ying Gong, Xuran Wang  
(Tianjin University of Science and Technology, China) 
 

OS4-4 Motion Analysis and Transfer Applications Based on Posture Recognition 
Yuhao Zhang, Mingyue Li, Jianhao Jiao (Tianjin University of Science and Technology, 
China) 
 

OS4-5 Functional Safety Assessment of the Safety Protection System Based on Petri Net  
Peng Wang, Mengyuan Hu 
(Tianjin University of Science and Technology, China) 
 

 
14:00-15:15 OS4-2 Pattern Recognition and Robotics III (5) 
Chair: Huahao Li (Tianjin University of Science and Technology, China) 
Co-Chair: Hongshuo Zhai (Tianjin University of Science and Technology, China) 
 

OS4-6 Pedestrian Attribute Recognition Based on Deep Learning 
Peng Wang, Qikun Wang, Shengfeng Wang 
(Tianjin University of Science and Technology, China) 
 

OS4-7 Simulation of office air conditioning air supply based on COMSOL 
Peng Wang, Mengda Liu, Qikun Wang 
(Tianjin University of Science and Technology, China) 
 

OS4-8 Solo Wheel Technology-Self-balancing Wheelbarrow  
Ziyue Xiao, Yumei Huang, Zhencheng Chang, Mingxuan Li 
(Tianjin University of Science and Technology, China) 
 

OS4-9 Second-order self-balancing inverted pendulum 
Ziyue Xiao, Zhencheng Chang, Mingxuan Li, Yumei Huang  
(Tianjin University of Science and Technology, China) 
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OS4-10 Design of Nanny's Abnormal Behavior Recognition Bracelet Based on Human 
Activity Recognition (HAR) Deep Learning Model 
Depeng Wang, Yingfan Zhu, Yande Xiang, Ziyue Xiao 
(Tianjin University of Science and Technology, China) 
 

 
Room 406 
10:00-11:30 OS26-1 Navigating the Digital Frontier: Innovations in the Age of Industry 
Revolution 4.0(6) 
Chair: Wei Hong Lim (UCSI University, Malaysia) 
Co-Chair: Takao Ito (Hiroshima University, Japan) 
 

OS26-1 An Intelligent Cargo/Warehouse Management System 
Zhongheng Sun, Zhou Yue, Xun Sun, Wenzhuo Fan, Wenxuan Zhou 
(Fuzou University, China) 
 

OS26-2 A Comprehensive Approach to Design and Implement an IoT-Enabled Intelligent 
Shopping Cart System with Obstacle-Aware Navigation and Enhanced Customer 
Engagement for Elevated Consumer Experiences 
Yao Chen1, Jiacheng Du1, Bo Peng1, Ningfei Wang1, Zehan Huang1, Wei Hong Lim2, 
Sew Sun Tiang2, Mastaneh Mokayef2, Chin Hong Wong1 
(1Fuzhou University, China) (2UCSI University, Malaysia) 
 

OS26-3 Design of a Four-Port Flexible UWB-MIMO Antenna for Wearable and IoT 
Applications 
Jia Wei Tan, Sew Sun Tiang, Kim Soon Chong, Mohammad Arif Ilyas, Mastaneh 
Mokayef, Zhi Ying Yeoh, Wei Kang Lai, Wei Hong Lim  
(UCSI University, Malaysia) 
 

OS26-4 Investigate Power Efficiency in PLECS and MATLAB Software by Designing USB 5W 
Charger 
Zhi Ying Yeoh, Kim Soon Chong, Sew Sun Tiang, Mohammad Arif Ilyas, Jia Wei Tan, 
Wei Kang Lai, Wei Hong Lim (UCSI University, Malaysia) 
 

OS26-5 Design and Simulation and Performance of Grid Connected Photovoltaic System for 
Small, Tall Building in Malaysia 
Wei Kang Lai, Kim Soon Chong, Sew Sun Tiang, Mohammad Arif Ilyas, Jia Wei Tan, 
Zhi Ying Yeoh, Wei Hong Lim 

(UCSI University, Malaysia) 
 

OS26-6 Design of Dual-Band Coplanar Waveguide (CPW) Printed Antenna for 1.9 - 3.6GHz 
Applications 
Jia Wei Tan, Sew Sun Tiang, Kim Soon Chong, Mohammad Arif Ilyas, Mastaneh 
Mokayef, Zhi Ying Yeoh, Wei Kang Lai, Wei Hong Lim 
(UCSI University, Malaysia) 
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12:30-13:45 OS26-2 Navigating the Digital Frontier: Innovations in the Age of Industry 
Revolution 4.0 (5) 
Chair: Wei Hong Lim (UCSI University, Malaysia) 
Co-Chair: Takao Ito (Hiroshima University, Japan) 
 

OS26-7 Optimized Convolutional Neural Network Towards Effective Wafer Defects 
Classification 
Koon Hian Ang1, Koon Meng Ang1, Chin Hong Wong2,3, Abhishek Sharma4, Chun Kit 
Ang1, Kim Soon Chong1, Sew Sun Tiang1, Wei Hong Lim1 
(1UCSI University, Malaysia) (2Fuzou University, China) (3Maynooth University, 
Ireland) (4Graphic Era Deemed to be University, India) 
 

OS26-8 Tackling Photovoltaic (PV) Estimation Challenges: An Innovative AOA Variant for 
Improved Accuracy and Robustness 
Rayan Mohammed Noor Mohammed Bakhit1, Abhishek Sharma2, Tiong Hoo Lim3, 
Chin Hong Wong4,5, Kim Soon Chong1, Li Pan1, Sew Sun Tiang1, Wei Hong Lim1 
(1UCSI University, Malaysia) (2Graphic Era Deemed to be University, India) 
(3Universiti Teknologi Brunei, Brunei Darussalam) (4Fuzou University, China) 
(5Maynooth University, Ireland) 
 

OS26-9 Deep Learning in Manufacturing: A Focus on Welding Defect Classification with 
CNNs 
Tin Chang Ting1, Hameedur Rahman2, Tiong Hoo Lim3, Chin Hong Wong4,5, Chun Kit 
Ang1, Mohamed Khan Afthab Ahamed Khan1, Sew Sun Tiang1, Wei Hong Lim1 
(1UCSI University, Malaysia) (2Air University, Pakistan) (3Universiti Teknologi Brunei, 
Brunei Darussalam) (4Fuzou University, China) (5Maynooth University, Ireland) 
 

OS26-10 Enhancing Global Optimization Performance of Arithmetic Optimization Algorithm 
with a Modified Population Initialization Scheme 
Tin Chang Ting1, Hameedur Rahman2, Meng Choung Chiong1, Mohamed Khan 
Afthab Ahamed Khan1, Cik Suhana Hassan1, Farah Adilah Binti Jamaludin1, Sew Sun 
Tiang1, Wei Hong Lim1 
(1UCSI University, Malaysia) (2Air University, Pakistan) 
 

OS26-11 Enhancing Precision Object Detection and Identification for Autonomous Vehicles 
through YOLOv5 Refinement with YOLO-ALPHA 
Guandong Li1, Yanzhe Xie1, Yuhao Lu1, Jingzhen Fan1, Yuankui Huang1, Zongyan 
Wen1, Wei Hong Lim2, Chin Hong Wong1 
(1Maynooth University, Ireland) (2UCSI University, Malaysia) 
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14:00-15:30 OS11 Intelligent Life and Robotics (6) 
Chair: Evgeni Magid (Kazan Federal University, Russia) 
Co-Chair: Kuo-Hsien Hsia (National Yunlin University of Science and Technology, Taiwan) 
 

OS11-1 An Overview of Kinect Based Gesture Recognition Methods 
Alexander Alexeev1, Tatyana Tsoy1, Edgar A. Martínez-García2, Evgeni Magid1,3  
(1Kazan Federal University, Russia) 
(2The Autonomous University of Ciudad Juarez, Mexico) 
(3HSE University, Russia) 
 

OS11-2 An investigation on the impact of human-robot interactions during an autonomous 
obstacle avoidance task 
Riham Salman, Shifa Sulaiman, Renata Islamova, Tatyana Tsoy  
(Kazan Federal University, Russia) 
 

OS11-3 A Comparative Analysis of Object Detection Methods for Robotic Grasping 
Nikita Kolin, Elvira Chebotareva (Kazan Federal University, Russia) 
 

OS11-4 Vision-based autonomous navigation for medical examination using a UR3e 
manipulator 
Bulat Abbyasov1, Aidar Zagirov1, Timur Gamberov1, Hongbing Li2, Evgeni Magid1 
(1Kazan Federal University, Russia) 
(2Shanghai Jiao Tong University, China) 
 

OS11-5 Robot-Assisted Language Learning: Scientific Data Analysis 
Karina Sadyikova, Valeriya Zhukova, Roman Lavrenov  
(Kazan Federal University, Russia) 
 

OS11-6 Monitoring Beehive Sound Levels with Arduino-based System 
Kulmukhametov Ramis1, Ramil Safin1, Tatyana Tsoy1, Kuo-Hsien Hsia2, Evgeni Magid1  
(1Kazan Federal University, Russia) 
(2National Yunlin University of Science and Technology, Taiwan) 
 

 
Room 407 
10:00-11:15 OS25-1 Research Towards the Sustainable Development Goals (SDG’s) (5) 
Chair: Ammar A.M. Al Talib (UCSI University, Malaysia) 
Co-Chair: Takao Ito (Hiroshima University, Japan) 
 

OS25-1 Portable Green Energy Mobile Laptop Charging Station  
Ammar A. M. Al-Talib1, Rodney Tan1, Ang Aun Jie1, Idayu M. Tahir1, Sarah Atifah 
Saruchi2, Cik Suhana Bt. Hassan1, Amar Rizwan1 
(1UCSI University) (2UMPSA, Malaysia) 
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OS25-2 Auto Indoor Hydroponics Plant Growth Chamber 
Ammar A.M. Al-Talib1, Tew Hwa Hui1, Sarah Atifah Saruchi2, Idayu M. Tahir1, Nor 
Fazilah Binti Abdullah1  
(1UCSI University) (2UMPSA, Malaysia) 
 

OS25-3 A Design and Fabrication of a Solar Agriculture Water Pumping System 
Ammar A.M. Al-Talib1, Idayu M. Tahir1, Ain Atiqa1, Amar Rizwan1, Sarah Atifah 
Saruchi2, Yazan Abu Al shaikh1  
(1UCSI University) (2UMPSA, Malaysia) 
 

OS25-4 Design and Performance of a Power Generating Manual Treadmill 
Ammar A. M. Al-Talib1, Sarah Atifah Saruchi2, Cik Suhana Bt. Hassan1, Nor Fazilah 
Binti Abdullah1, Ain Atiqa1, Ahmad Jelban1  
(1UCSI University) (2UMPSA, Malaysia) 
 

OS25-5 Smart Car Jack Using Internet of Things 
Idayu M.T. Noor, Ammar A.M. Al- Talib, Mahmoud E.A. Zeiad, Suhana B.H. Cik, 
(UCSI University, Malaysia) 
 

 
12:30-13:45 OS25-2 Research Towards the Sustainable Development Goals (SDG’s) (4) 
Chair: Ammar A.M. Al Talib (UCSI University, Malaysia) 
Co-Chair: Takao Ito (Hiroshima University, Japan) 

 

OS25-6 Gas Detection for Biogas System Using Internet Of Things (IoT) 
Ammar A.M. Al Talib, I.H.W. Yang, Idayu M.T. Noor, Haslija A.B. Ayu, Afifi. Z. Nur 
Muhammad 

(UCSI University, Malaysia) 
 

OS25-7 IoT- Based Smart Mushroom Growing Kit 
Ammar A.M. Al- Talib, C.K.J. Ting, Noor Idayu M. Tahir, Ain Atiqa, T.Y. Hui 

(UCSI University, Malaysia) 
 

OS25-8 Design and Analysis of Artificial Magnetic Conductor for Metal Shielding 
Applications in RFID Car Detection Applications 
Eryana Hussin1,2, Azman Zakariya2, Md. Ashraful Haque2,3, Nur Izzati Ali4 
(1UCSI University) (2UTPSA, Malaysia) (3Daffodil International University, 
Bangladesh) (4UMP, Malaysia) 
 

OS25-9 Effect of Fibre Orientation on the Mechanical Performance of Natural Fibre Polymer 
Composite Bicycle Frame using Finite Element Analysis 
Kok Sem Too, Cik Suhana Hassan, Nor Fazilah Abdullah, Ammar Abdulaziz Majeed 
Al-Talib,  
(UCSI University, Malaysia) 
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OS25-10 Modelling of short-circuit protection for a residential grid-connected BESS 
Kong De Kang, Farah Adilah Jamaludin, Rodney H.G. Tan 
(UCSI University, Malaysia) 
 

 

14:00-15:30 GS7 Applications III (6) 
Chair: Kasthuri Subaramaniam (UCSI University, Malaysia) 
 

GS7-1 Rehabilitating Flood-Damaged Cars for Sustainable Car Rental Services: A Web- 
Based System 
Pon Xiao Qi, Abdul Samad Shibghatullah, Kasthuri Subaramaniam  
(UCSI University, Malaysia) 
 

GS7-2 Optimizing E-Invoicing Rollout: Adaptive E-Invoicing Rollout (AER) Framework for 
Navigating Malaysia's Digital Transformation 
Koh Chee Hong, Abdul Samad Shibghatullah 
(UCSI University, Malaysia) 
 

GS7-3 App Alert System for Smart Phones  
Chee Kin Hoe, Kasthuri Subaramaniam, Abdul Samad Shibghatullah 
(UCSI University, Malaysia) 
 

GS7-4 Developing Hand Gesture Recognition System in Interpreting American Sign 
Language 
Kong Seh Chong, Kasthuri Subaramaniam, Ismail Ahmed Al-Qasem Al-H 
(UCSI University, Malaysia) 
 

GS7-5 Miniature Enterprise Resource Planning  
Adim Khalid Aldireejah, Kasthuri Subaramaniam, Ghassan Saleh 
(UCSI University, Malaysia) 
 

GS7-6 Developing Cloud-based Sportswear Website 
Lim Wei Yee, Kasthuri Subaramaniam, Raenu Kolandaisamy  
(UCSI University, Malaysia) 
 

 

 
Farewell Party 
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Abstract 

PS Abstract (3) 

PS1 Developing High-Speed Working Motion of the Multi Robot in DENSO 

Tomoaki Ozaki (DENSO CORPORATION, Japan) 
 

The number of labor force is expected to decrease due to the declining birthrate and aging 

population. Although many efforts to solve this social issue using automation technology by 

robots around the world have been implemented, most of the current applications of robots are 

still repetitive works such as picking and placing in mass production lines in factories, and small 

progress of the application of robots for high-mix low-volume production lines where the 

operations are frequently changed. In this paper, we discuss the reasons and the potential 

solutions for autonomous control technologies including the AI and deep learning. Moreover, 

the high-speed working motion of the multi robot developed by DENSO will be presented in 

this paper. 

 
 

High-Speed Working 

Motion of the Multi-

Robot 

 

PS2 Experimenting with Variable Arm Quadrotors: Realizing Dynamic Configurations for 

Enhanced Flight Performance 
Hazry Desa, Muhammad Azizi bin Azizan (Universiti Malaysia Perlis, Malaysia) 

 

This paper introduces two innovative variable arm concepts for quadrotors, enhancing precise 

movement control by manipulating bending moments through arm length variations. Its key 

goal is to identify the optimal arm configuration for smooth and stable quadrotor maneuvers. 

Exploring two concept designs tailored for quadrotors, the study focuses on regulating 

manoeuvrability using variable arms, enabling bending moment adjustments. Results validate 

that the electric actuator with linear guide-type 2 variable arm ensures smooth and stable 

quadrotor movement. 

 

 

PS3 Artificial Intelligence and Technologies of Arm-type and Mobile Robots in Industry 

Haruhisa Okuda (Mitsubishi Electric Corporation, Japan)  
 

In recent years, labor shortage has become a serious issue in industrial fields. Various  

technologies including robot and information processing system to realize flexible work like 

humans are effective solutions to this issue. Artificial intelligence technology of arm-type robots 

equipped with 3D sensors and force sensors has been applied in the manufacturing field to cope 

with different intelligent and highly precise tasks in Mitsubishi Electric. In addition, various 

technologies to expand the scope of application to the service field, as well as to realize highly 

functional delivery with mobile robots is under development. Furthermore, IoT technology is 

also being used for easy and quick on-site implementation and efficient operation. This speech 

introduces these initiatives with actual examples. 
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OS Abstract 

OS1 Intelligent Life and Cybersecurity (6) 

Chair I-Hsien Liu (National Cheng Kung University, Taiwan) 

Co-Chair Chu-Fen Li (National Formosa University, Taiwan) 

Co-Chair Pang-Wei Tsai (National Cheng Kung University, Taiwan) 
 

OS1-1 Detecting abnormal operations in ICS using finite-state machines 
Pei-Wen Chou, Nai-Yu Chen, Jung-Shian Li, I-Hsien Liu (National Cheng Kung University, Taiwan) 

 

In 2021, a water treatment facility in Florida, USA, fell victim to an external malicious attack. 

In this incident, malicious actors attempted to manipulate the quantities of specific chemicals 

to impact water quality and safety. Given the intricacies of abnormal operation detection in 

Industrial Control Systems and the advantages of finite-state machine, we endeavored to apply 

this approach for the detection of abnormal ICS operations. We conducted a series of tests using 

the dam control system cybersecurity testbed established by TWISC@NCKU, Taiwan. The 

results indicate that our approach effectively enhances the efficiency of identifying non-standard 

operational behaviors, enabling maintenance personnel to promptly identify anomalies. 

 

 

OS1-2 Industrial Control System State Monitor Using Blockchain Technology 
Yun-Hao Chang, Tzu-En Peng, Jung-Shian Li, I-Hsien Liu (National Cheng Kung University, Taiwan) 

 

This paper introduces an innovative approach to enhance data verification and security in 

intelligent systems through the integration of blockchain technology. The proposed method 

amalgamates the transparency and decentralization inherent to blockchain with the command 

and oversight functionalities of PLC to ensure the utmost data integrity. The devised approach 

synergizes the decentralized attributes of blockchain with the control capabilities of PLCs, thus 

establishing robust safeguards for data integrity. Through the utilization of blockchain's tamper-

resistant ledger, PLCs orchestrate data interactions and enforce real-time monitoring and 

control. The viability and efficacy of this innovative scheme are substantiated through empirical 

evaluations and simulations, conclusively affirming its practicality. 

 

 

OS1-3 Enhancing Dam Security and Water Level Alerting with Blockchain Technology 
YingCheng Wu, Jung-Shian Li, Chu-Fen Li, I-Hsien Liu (National Cheng Kung University, Taiwan) 

 

Ensuring the security, monitoring, and timely alerting of water levels in dams is a major 

challenge. We use blockchain technology to enhance the security and monitoring of dam 

infrastructure, and also improving the alerting system for water level changes. The use of 

blockchain technology in dam infrastructure management provides a decentralized, transparent, 

and tamper-resistant platform for storing and managing data. This ensures the integrity and 

security of critical data related to dam operations and water levels. This research investigates 

the enhanced security, monitoring, and alerting capabilities that this integration offers, and aims 

to contribute to the improved security and efficiency of dam infrastructure, leading to more 

reliable operations and better protection against potential disasters. 

 

 

OS1-4 MiniDAM: A Dam Cybersecurity Toolkit 
Tzu-En Peng, Meng-Wei Chang, Yun-Hao Chang, Jung-Shian Li, I-Hsien Liu  

(National Cheng Kung University, Taiwan) 
 

Testbeds, serving as simulations of real-world scenarios, are of paramount importance for 

research in cybersecurity related to critical infrastructure. In this paper, we aim to offer a 

comprehensive exploration of the MiniDAM and our testbed, introducing its physical settings 

based on real dam operational standards. Furthermore, a comparative analysis between the 

Secure Water Treatment (SWaT) testbed, MiniCPS, our testbed, and MiniDAM is presented. 

This paper also includes insights into dataset generation and the integration of other 

functionalities. The exposition of MiniDAM's features and capabilities serves as a foundation 

for enhancing resilience and provides valuable support for advancing research within the 

broader field of dam-related studies. 
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OS1-5 Case Study of Network-Based Intrusion Detection System Deployment in Industrial 

Control Systems with Network Isolation 
Nai-Yu Chen, Pei-Wen Chou, Jung-Shian Li, I-Hsien Liu (National Cheng Kung University, Taiwan) 

 

Deploying intrusion detection systems is a common cybersecurity measure, and intrusion 

detection systems typically operate at the ports of gateways. In critical infrastructure, industrial 

control systems often employ network isolation strategies, lacking the role of gateways. This 

research primarily explores the deployment of the Snort intrusion detection system in such an 

environment, combined with specific OT rules. Validation is conducted using the cybersecurity 

testbed of the dam control system established by TWISC@NCKU in Taiwan. The results 

indicate that by employing our proposed approach, it is possible to effectively detect abnormal 

network traffic, addressing the common issue of inadequate monitoring in environments with 

network isolation. 

 

 

OS1-6 The AI integration service innovation model of real estate industry in Taiwan 
Li-Min Chuang, Chih-Hung Chen (Chang Jung Christian University, Taiwan) 

 

In real estate transactions, the intermediary role is often played by real estate agents. In recent 

years, with the integration of information and AI, the real estate industry can now provide higher 

quality services. This study references relevant literature and collects the services currently 

offered by real estate agents. The main dimensions and sub-dimensions are extracted using the 

Likert scale. Then, the Fuzzy Analytic Hierarchy Process (FAHP) is employed in a 

questionnaire study to obtain the relative weights among four main dimensions and twelve sub-

dimensions. This research develops propositions and conclusions, summarizing the key factors 

for real estate transactions in Taiwan's real estate industry. These findings serve as important 

reference points for the industry. 
 

 

OS2 Pattern Recognition and Robotics I (5)  

Chair Fengzhi Dai (Tianjin University of Science and Technology, China) 

Co-Chair Yunzhong Song (Henan Polytechnic University, China) 
 

OS2-1 A Study on Sales Patterns for Vegetable Products in Retail Stores 
Yuhao Zhang 1, Shuangshuang Ma 1, Jiashuai Wang 1, Fengzhi Dai 1, Lijiang Zhang 2  

(1 Tianjin University of Science and Technology, China, 2 Xinjiang Shenhua Biotechnology Co., Ltd, China) 
 

In fresh produce supermarkets, the shelf life of vegetable products is typically short, 

necessitating daily restocking based on historical sales data and the formulation of a rational 

pricing strategy to maximize the store's profits. This paper, based on sales data for vegetable 

products in a particular store from July 2020 to June 2023, employs various analytical methods, 

including multidimensional analysis, clustering, and regression, to explore the interrelationships 

among different types of vegetables. Furthermore, it combines cost-plus pricing and price 

elasticity models to establish a pricing framework that optimizes revenue for the supermarket. 

 

 

OS2-2 Research and Implementation of Cooperative Control for ROS Mobile Robot 
Saijie Zhang, Huailin Zhao  

(Shanghai Institute of Technology, China) 
 

This paper discusses on the distributed control for the multiple ROS-based robots. A 

communication platform is built to execute the data transmission. The SLAM mapping and 

autonomous navigation of the robots are completed. The simulation tools of both Gazebo and 

Rviz are applied to analyze the multi-point navigation. The proposed distributed control system 

is tried and the synchronous control of the robots is realized, which achieve more accurate and 

more synchronous robot motion control. At last, the multi-robot following and multi-robot 

formatting come true. 
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OS2-3 An OpenCV-based Method for Workpiece Residue Image Processing 
Jiaxin Wang, Hao He, Fangyv Liu, Fengzhi Dai (Tianjin University of Science and Technology, China) 

 

Workpiece residue refers to a thin film formed on the surface of the workpiece during the 

machining process, due to factors such as cutting fluid, chips, oil stains, etc., which affects the 

quality and performance of the workpiece. This paper proposes an OpenCV-based method for 

workpiece residue image processing, aiming to achieve automatic detection and analysis of 

workpiece residue. By building a workpiece image acquisition system, workpiece residue 

images of different types and degrees are collected, and the proposed method is verified and 

evaluated. The experimental results show that the proposed method can effectively detect and 

analyze workpiece residue, with high accuracy and robustness, providing an effective means 

for workpiece quality control. 

 

 

OS2-4 On Nonblockingness Verification and Enforcement of Controlled Nondeterministic 

Discrete-Event Systems 
Xiang Ren, Zipei Wang (Tianjin University of Science and Technology, China) 

 

Discrete event systems, as an important kind of cyber-physical systems, have been widely used 

in engineering field. In this paper, we first express the dynamics of a controlled nondeterministic 

discrete-event system (acronym is DES) as an algebraic state-space representation using the 

semi-tensor product (STP) theory. And then, we discuss the problems of state-based 

nonblockingness verification and enforcement of nondeterministic DESs. Specifically, we 

obtain a criterion of verifying whether a given controlled nondeterministic DES is nonblocking. 

Further, we develop an efficient matrix-based approach to enforce state-based nonblockingness. 

We illustrate the applications of the proposed theoretical results using an example. 

 

 

OS2-5 Modeling and Reachability Verification of Controlled Nondeterministic Finite-State 

Automata 
Zipei Wang, Xiang Ren (Tianjin University of Science and Technology, China) 

 

In this paper, we investigate the modeling and state reachability of controlled nondeterministic 

finite-state automata (NFA). The key feature of a controlled NFA is to admit a supervisor to 

intervene the behavior of original system. We first express the dynamics of a controlled NFA as 

an algebraic state-space representation in the framework of the semi-tensor product (STP) of 

matrices. Then, the necessary and sufficient condition for verifying state reachability of 

controlled NFA is presented. An explicit formula for calculating all paths of any two states is 

derived. Finally, we use an example to illustrate the application of the proposed theoretical 

results. 

 

 

OS3 Pattern Recognition and Robotics II (9) 

Chair Fangyan Li (Tianjin University of Science and Technology, China) 

Co-Chair Haozhe Sun (Tianjin University of Science and Technology, China) 
 

OS3-1 Detection and Identification of Daylily Maturity Based on YOLOv8 
Fangyan Li (Tianjin University of Science and Technology, China) 

 

To better apply object detection and identification techniques from deep learning to the field of 

agricultural automation, this paper focuses on the growth process of daylilies. It employs the 

state-of-the-art YOLOv8 model to achieve accurate assessment of daylily maturity. The 

backbone network of YOLOv8 draws inspiration from the CSPDarkNet network structure to 

extract image features. Experimental results demonstrate that the detection accuracy of daylilies 

based on YOLOv8 exceeds 95.6%, with a recall rate of 90.5% and a mean average precision 

(mAP) reaching 0.94. Moreover, the identification speed is significantly improved. 
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OS3-2 Chaos Synchronization and Circuit Design of Chen System and Lü System with Different 

Structures 
Haozhe Sun (Tianjin University of Science and Technology, China) 

 

In this paper, by using nonlinear feedback control, chaos synchronization is achieved between 

the Chen system and the Lü system with different initial values, and the error curves and state 

synchronization curves of the corresponding states in the response Lü system and the drive 

Chen system are plotted. Finally, the simulation circuit model of the synchronization system of 

the drive Chen system and the response Lü system is designed by Multisim circuit simulation 

software. Comparing the output curves with the curves obtained by MATLAB simulation 

software, it can be found that the two curves achieve a good qualitative agreement. The 

synchronization of the drive Chen system and the response Lü system is accomplished. 

 

 

OS3-3 A Parking Space Recognition Method Based on Digital Image Technology 
Hao He, Fangyv Liu, Jiaxin Wang (Tianjin University of Science and Technology, , China) 

 

In recent years, the number of cars in the city has been increasing, leading to an increasingly 

prominent issue of urban parking space. Consequently, the automatic identification method for 

parking spaces has emerged as a crucial research direction. This paper presents a design and 

implementation scheme for recognizing the status of parking spaces in urban areas based on 

digital image processing and other technologies. Real-time images of multiple parking spaces 

are collected and transmitted for splicing and detection purposes to determine their availability. 

The experimental results demonstrate the feasibility and effectiveness of the proposed method, 

which holds practical significance in addressing parking space detection problems through 

digital image processing. 

  

 

OS3-4 A Design of Intelligent Handling Robot Based on AT89C52 
Fangyv Liu, Jiaxin Wang, Hao He (Tianjin University of Science and Technology, China) 

 

Aimed at the shortcomings of the low efficiency and the limitation of the artificial logistics 

handling, this paper presents a logistics handling robot based on AT89C52 single chip 

microcomputer. The integration of the power module, sensor, and drive motor module enables 

automatic obstacle avoidance and information collection.The incorporation of an ultrasonic 

obstacle avoidance module and an infrared tracking module enhances the capability for obstacle 

avoidance and path searching, and can easily cope with different workplace. The Yaskawa MPL 

manipulator is highly suitable for high-speed and high-precision palletizing, picking, packaging, 

and other industries. 

 

 

OS3-5 Application and Differences of Robotic Arms, Traditional Machines and Manual Work 

in Production 
Xue Yang, Ying Su, Yuping Mei, Haiquan Wang 

(Tianjin University of Science and Technology, China) 
 

This article aims to explore the differences between robotic arms and traditional machines and 

humans. Firstly, robotic arms are a kind of automated equipment with high flexibility and 

accuracy, which can perform a variety of complex tasks. In contrast, traditional machines lack 

flexibility and accuracy, while humans have problems such as low work efficiency and high 

error rates. Secondly, the emergence of robotic arms can solve many problems in traditional 

machines and humans, and improve production efficiency and quality. Finally, there is no 

contradiction between robotic arms, traditional machines and humans, but they can complement 

each other. By using robotic arms and humans reasonably, we can give full play to their 

respective advantages and improve the overall production efficiency and economic benefits. 
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OS3-6 A Deep Exploration of the Mounting Issues Related to Six Rotor UVA 
Yuping Mei, Ying Su, Xue Yang (Tianjin University of Science and Technology, China) 

 

In recent years, the hexacopter UAV has developed rapidly, especially the technological 

breakthrough in the field of automatic driving, which is of great significance in both military 

and civilian fields. The six-rotor UAV uses six rotors as the power source and adjusts the attitude 

by changing the rotor speed to further achieve position control. It has excellent hovering ability 

and sensitivity, and is equipped with a precise positioning system and advanced sensors. 

However, there are still common problems such as weak mounting capacity and single mounting 

mode. In view of this problem, this paper will test the fuselage structure, avionics system and 

power system one by one from two aspects: changing the fuselage structure and installing the 

motor position. 

 

 

OS3-7 The Application of Hexacopter UAV in The Field of Climbing Evasion 
Ying Su, Yuping Mei, Xue Yang (Tianjin University of Science and Technology, China) 

 

With the development of tourism to climb peaks, the safety of high mountain walls plays an 

increasingly important role. In the past, the terrain of the mountain wall was too steep and too 

fast, and people could not patrol the mountain wall climbers, resulting in the safety of climbers 

could not be guaranteed, and the needs of climbers were difficult to solve in time. In order to 

solve the above problems, the method of real-time monitoring of UAVs and delivery of 

materials by UAVs was proposed. Hexacopter UAV is an unmanned small aerial vehicle 

equipment that can carry out vertical lifting, which is expected to improve the safety factor of 

climbing mountain walls and solve the needs of climbers in a timely manner. 

 

 

OS3-8 Deep Learning and Embedded Based Operational Safety System for Special Vehicles 
 Haoran Gong, Yumei Huang, Jiahao Xie (Tianjin University of Science and Technology, China) 

 
Aiming at the characteristics of special operation vehicles, such as complex working 

environment, large vehicle weight, long braking distance, and many visual dead angles for 

drivers, this project designs and implements a special vehicle operation safety system based on 

deep learning and embedded system. First of all, deep learning model is applied to detect the 

humanoid target appearing around the vehicle, get the detection frame of the humanoid target 

and estimate the distance from the target to the camera. According to different distance 

distances, relevant voice announcements are made to remind the driver to make timely actions 

such as avoiding or braking the vehicle. 

 

 

OS3-9 "Green Fruit" - Intelligent Traceable Agricultural Product Production and Marketing 

Platform Based on Blockchain Technology 
Yumei Huang, Jiahao Xie, Haoran Gong, Ziyue Xiao (Tianjin University of Science and Technology, China) 

 

The production process of agricultural products has been greatly improved and optimized 

through the "Qingguo" intelligent agricultural greenhouse system. Using corrosion-resistant, 

ageing-resistant, solar-spectrum-converting plastic film, combined with Internet of Things 

technology, a simple, highly automated and intelligent greenhouse intelligent control system 

has been created. This not only improves the yield and quality of agricultural products, but also 

effectively reduces production costs and risks. 
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OS4 Pattern Recognition and Robotics III (10) 

Chair Huahao Li (Tianjin University of Science and Technology, China) 

Co-Chair Hongshuo Zhai (Tianjin University of Science and Technology, China) 
 

OS4-1 A Digital Twin Design Based on Robot Workstation 
Huahao Li (Tianjin University of Science and Technology, China) 

 

With the introduction of Made in China 2025 and Industry 4.0, digital twins have rapidly 

become a trend. By interacting with physical objects and virtual models, mapping is 

completed in the virtual simulation space to reflect the actual operation process of the entire 

lifecycle of the corresponding device workstation. This article starts from the research 

background and significance of digital twin technology, the establishment of Solidworks 

physical model, the construction of PDPS workstation, and virtual simulation. We have 

completed the construction of a robot seven color panel assembly workstation model and 

combined it with PDPS to simulate the workstation. 

 

 

OS4-2 A Study of Chemical Reactor Simulation System Based on PCS7 

Hongshuo Zhai (Tianjin University of Science and Technology, China) 
 

This paper introduces a simulation method of plant control, and corrects the system through 

PID Tuner, and finally gets a reasonable and correct simulation curve. In this paper, PCS7 

software is used to build the factory model, and the simulation of four circuits of feed, 

pressure, liquid level and temperature is built by CFC block in the software. The automatic 

operation of the system is completed by SFC block. The final simulation curve obtained by 

PID Tuner tool based on PCS7 software is optimized. 

 

 

OS4-3 Analysis of Learning Quality Evaluation for University Student Courses with Process 

Assessment 
Yuhao Zhang, Ying Gong, Xuran Wang (Tianjin University of Science and Technology, China) 

 

With the progressive exploration and application of formative assessment in university 

pedagogy, this evaluative method has become widely adopted for appraising students' 

everyday learning attitudes and conditions. Drawing upon pertinent data regarding classroom 

learning experiences of students at a specific university, this paper employs machine learning, 

K-means clustering, the Topsis evaluation model, and the entropy weighting method to 

investigate the relationship between formative assessment and the quality of university student 

learning, culminating in the creation of an evaluation model. This model allows us to pinpoint 

the key factors influencing student learning attitudes and offers support for formative 

assessment in the university context. 

  

 

OS4-4 Motion Analysis and Transfer Applications Based on Posture Recognition 
Yuhao Zhang, Mingyue Li, Jianhao Jiao (Tianjin University of Science and Technology, China) 

 

This paper investigates the posture trajectories in human motion using pose recognition 

technology based on the deep learning framework MediaPipe. By detecting key points on the 

human body and plotting and calculating these trajectories in the temporal dimension, we 

further conduct comparative analysis of these trajectories with professional sports coaches' 

motion guidance to assist athletes in correcting their posture. Additionally, this technology has 

been deployed on Jetson Nano, enabling its practical application in mobile scenarios and 

providing robust tools and methods for fields such as rehabilitation therapy, sports training, 

and animal behavior analysis. This study offers insights into the transfer applications of 

posture recognition. 
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OS4-5 Functional Safety Assessment of the Safety Protection System Based on Petri Net  
Peng Wang, Mengyuan Hu (Tianjin University of Science and Technology, China) 

 

In this paper, the functional safety evaluation of the safety protection system of gasoline 

hydrogenation unit was carried out using Petri net. Firstly, the principle and framework of the 

gasoline hydrogen refueling unit was described. Secondly, the safety integrity level was 

introduced, and the influencing factors of the safety integrity level were summarized. Thirdly, 

the Petri net model and the Markov model are compared and the Petri net model is used to 

verify its security integrity level. Finally,the calculation result demonstrated that the SIL did 

not reach the target level, and then reached the target level after improvement.This analysis 

method can provide reference for the safety integrity level evaluation of similar devices. 
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OS4-6 Pedestrian Attribute Recognition Based on Deep Learning 
Peng Wang, Qikun Wang, Shengfeng Wang (Tianjin University of Science and Technology, China) 

 

This paper studied pedestrian attribute recognition based on deep learning, for its importance 

in the fields of smart city construction. Firstly, the research status of pedestrian attribute 

recognition and common deep learning models was introduced. Secondly, considering the 

accuracy decline problem and gradient problem of the neural network, the residual network 

was used as the main body of the neural network model. Thirdly, the model was trained to 

classify multiple person attributes through two data sets, Market-1501 and DukeMTMC-reID. 

Finally, the pedestrian attribute recognition model was tested, and good results were obtained.  

 

OS4-7 Simulation of office air conditioning air supply based on COMSOL 
Peng Wang*, Mengda Liu,Qikun Wang (Tianjin University of Science and Technology, China) 

 

This paper analyzed the summer thermal environment of an office in Tianjin University of 

Science and Technology based on COMSOL software.Firstly,the principle of indoor thermal 

environment distribution was introduced. Secondly, according to the actual position of the 

furniture in the office, the mathematical model is constructed based on the basic theory of 

computational fluid dynamics.Thirdly, the COMSOL software was used for simulation and 

calculation, combining boundary conditions.Finally, the simulation results are analyzed 

through the simulated indoor three-dimensional velocity field and temperature field. The 

simulation results show that the air conditioning supply can well achieve indoor occupants' 

comfort. 

 

 

OS4-8 Solo Wheel Technology-Self-balancing Wheelbarrow  
Ziyue Xiao, Yumei Huang, Zhencheng Chang, Mingxuan Li  

(Tianjin University of Science and Technology, China) 
 

As a new type of personal transportation, self-balancing unicycle has attracted wide attention 

with its unique design and advanced control system. We aim to study and optimize the self-

balancing performance of the unicycle to improve its stability and maneuverability. Firstly, 

we gain an in-depth understanding of its operation principle. On this basis, an advanced 

control algorithm is proposed to realize real-time attitude adjustment. Second, for applications 

in complex environments, we propose an intelligent sensing system to enhance its 

environment sensing capability. 
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OS4-9 Second-order self-balancing inverted pendulum 
Ziyue Xiao, Zhencheng Chang, Mingxuan Li, Yumei Huang  

(Tianjin University of Science and Technology, China) 
 

The team utilizes the second-order inverted pendulum cart based on LQR controller for steady 

pendulum control with light rods. First, the second-order inverted pendulum is used as a research 

object to obtain its set of dynamical equations, then, the set of dynamical equations is written in 

the form of state-space expressions, and finally, the second-order inverted pendulum system of a 

balanced trolley with a light rod is controlled by a stabilized pendulum using the LQR controller. 

The inverted pendulum is a typical nonlinear, underdriven and unstable system, which can realize 

the all-round wind resistance of the rod and occupy less space with high stability. 

 

 

OS4-10 Design of Nanny's Abnormal Behavior Recognition Bracelet Based on Human Activity 

Recognition (HAR) Deep Learning Model 
Depeng Wang, Yingfan Zhu, Yande Xiang, Ziyue Xiao (Tianjin University of Science and Technology, China) 

 

This article designs a nanny abnormal behavior recognition bracelet. The bracelet is equipped 

with multiple sensors and a powerful control board, forming a complete nanny abnormal behavior 

recognition system, which realizes nanny abnormal behavior recognition and alarm in various 

environments. It uses a gyroscope to collect the three-axis acceleration information of the nanny, 

and uses the HAR model to infer the nanny's real-time behavior. When the abnormal behavior of 

the nanny is inferred, STM32 sends the GPS collected positioning information to the employer 

through ESP32 for timely alarm. 
 

 

OS5 Intelligent Life and Robotics (6) 

Chair Kuo-Hsien Hsia (National Yunlin University of Science and Technology, Taiwan) 

Co-Chair Evgeni Magid (Kazan Federal University, Russia) 
 

OS5-1 Research on dynamic obstacle avoidance and complex path planning strategies based on 

ROS robots 
Yi-Wei Chen, Jr-Hung Guo (National Yunlin University of Science and Technology, Taiwan) 

 

Robot Operating System (ROS) is a software system framework used by many robot systems. 

Although ROS provides a good development environment and related frameworks, ROS is not 

suitable for public places such as restaurants because of the coming and going of people. Dynamic 

obstacle avoidance is often handled by stopping the robot, or when there are frequent 

environmental map changes or when sensors such as optical radar fail, the stop action is also 

used. However, this often causes path obstructions or delays in completing tasks. Therefore, this 

study attempts to use images, auxiliary sensors, and various path avoidance strategies to solve 

the problem of the robot stopping and waiting for the obstacles to disappear. The problem of rapid 

changes in map paths. 

 

 

OS5-2 Research on Multi-Robot Formation on Two-Dimensional Plane 
Kuo-Hsien Hsia, Chun-Chi Lai, Yi-Ting Liu, Yu-Le Chen  

(National Yunlin University of Science and Technology, Taiwan) 
 

Mobile robots are playing an increasingly important role in both service and manufacturing 

industry. The management of multiple mobile robots is a very important issue on the research of 

mobile robotics. From a mathematical perspective, this paper discusses the problem of multiple 

robots on a two-dimensional plane reaching the designated positions in the shortest time to 

complete formation transformation. We improved the algorithm proposed by Hsia, Li and Su and 

proposed a new algorithm using a determinant and the Munkres allocation algorithm. Finally, the 

new algorithm is compared with the path distribution obtained by the Monte Carlo method under 

different numbers of robots and the excellence of the new algorithm has been verified. 
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OS5-3 The Development of Utilization Rate and Energy Consumption Monitoring and 

Networking System 
Chung-Wen Hung, Chun-Chieh Wang, Heng-En Chang  

(National Yunlin University of Science and Technology, Taiwan) 
 

In this paper, we present a system based on microcontroller unit for measuring the utilization 

rate of traditional, non-networked machinery. This equipment is designed for use with older 

machines equipped with andon lights. It employs optocoupler circuits to capture the status of 

these lights and current transformers to measure their operating and standby currents. Data is 

transmitted to the server using the Hypertext Transfer Protocol (HTTP) in JavaScript Object 

Notation (JSON) format. On the server side, a PHP interprets the data, connects to a 

Structured Query Language (SQL) database, and stores the data using SQL commands. Users 

can access graphical data through a web-based interface, using it to refine production 

processes, reduce production costs, and minimize carbon emissions. 

 

 

OS5-4 MCU Based Edge Computing Platform for Liquid Level Measurement 
Chung-Wen Hung, Chun-Liang Liu, Tai-Hsuan Wu  

(National Yunlin University of Science and Technology, Taiwan) 
 

An edge computing system based on micro control unit (MCU) for liquid level measurement 

is proposed in this paper. The system includes a solenoid electromagnet for bottle hit and a 

microphone to capture sound waves. The signals are converted from time domain to 

frequency domain by Fast Fourier Transform (FFT), employing an artificial intelligence (AI) 

model to predict the water level. Artificial Neural Network (ANN) model is applied for 

classification on the MCU. When optimizing hyperparameters, the accuracy of each 

parameter combinations should be considered. Ensure the model size suits the limited MCU 

memory and computing capabilities. Experimental results confirm the system's effectiveness 

with 99% accuracy. 

 

 

OS5-5 Potential of genetic algorithms in multi-UAV coverage problem 
Ramil Faizullin1, Tatyana Tsoy1, Edgar A. Martínez-García2, Evgeni Magid1,3  

(1Kazan Federal University, Russian Federation) 

(2The Autonomous University of Ciudad Juarez, Mexico) 

(3HSE University, Russian Federation) 
 

For a rapid area coverage multiple UAVs are often used simultaneously. However, a path 

planning for a UAVs group during an area coverage task is computationally challenging. In 

practice, heuristic algorithms are applied to solve this problem. This paper overviews 

approaches to an area coverage problem with a group of UAVs using genetic algorithms. The 

article explores modifications that may be useful for a genetic algorithm for solving the 

coverage problem as well as representation methods for chromosomes that reflect a path of 

multi-UAV. Additionally, UAV group collision avoidance strategies during area coverage are 

considered. 
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OS5-6 Construction of Anthropomorphic Grippers with Adaptive Control 
Evgeny Dudorov1, Julia Zhdanova2, Ivan Zhidenko1, Vladimir Moshkin2, Alexander Eryomin3, Evgeni 

Magid3, Alexander Permyakov1   

(1JSC ‘SPA ‘Android technics’, Russian Federation) 

(2MIREA – Russian Technological University, Russian Federation) 

(3Kazan Federal University, Russian Federation) 
 

A functionality of a service robot that physically interacts with a human is provided primarily 

by capabilities of its end effector. Rather limited capabilities of industrial robot grippers 

determined a gradual transition to anthropomorphic grippers. A number of degrees of freedom 

(DoF) of an end effector ensuring reliable grasping and holding of an arbitrary shaped object 

should be at least nine, preferably twelve. Such design implementation requires to switch 

toward underactuated grippers systems. This paper proposes a concept of constructing a group 

drive, which enables a motion of output links of two or more executive groups from a single 

motor. The presented technical solutions are based on methods of analyzing complex 

mechanical systems using functional circuits.  
 

 

OS6 Intelligence and Optimization (5) 

Chair Mastaneh Mokayef (UCSI University, Malaysia) 

Co-Chair Takao Ito (Takao Ito, Hiroshima University, Japan) 
 

OS6-1 Simulation-Based Enhancement of SNR in Drone Communication through Uniform 

Linear Array Configurations 
Gershom Phiri1, Mastaneh Mokayef1, MHD Amen Summakieh1, M.K.A Ahamed Khan1, Sew Sun Tiang1,  

Wei Hong Lim1, Abdul Qayyum2  

(1 UCSI University Malaysia, 2National Heart and Lung Institute, Imperial College London, UK) 
 

As drones navigate through shared airspace, they often encounter other drones, wireless 

devices, and communication systems. This coexistence creates potential sources of 

interference that can degrade the signal-to-noise ratio (SNR). To maintain reliable 

communication in drone systems, it is crucial to effectively manage and mitigate interference 

from other drones and wireless devices operating on the same frequency bands. By addressing 

these challenges, we can ensure a stable and dependable SNR for seamless communication 

among drones. This paper sheds light on the history of applications and challenges of utilizing 

flying base stations for wireless networks and analyzes different factors that affect signal-to-

noise ratio (SNR) to enhance the performance of drone communication. 

 

 

OS6-2 Empowering Elderly Individuals through the Intelligent Shopping Trolley 
Mastaneh Mokayef1, Muzaiyanah Binti Hidayab1, MHD Amen Summakieh1, M.K.A Ahamed Khan1,  

Kim Soon Chong1, Chin Hong Wong2, Chua Huang Shen3, Abdul Qayyum4  

(1 UCSI University Malaysia, 2 Fuzhou University, China, 3 UOW Malaysia University, Malaysia,  
4 National Heart and Lung Institute, Imperial College London, UK) 

 

In this research, we have developed a prototype that aims to improve the weekly shopping 

experience for senior citizens. Our system tracks the movements of elderly individuals, 

eliminating the need for them to exert physical force in pushing or pulling the shopping trolley. 

To achieve this, we utilize a combination of sensors, including a gyroscope and magnetometer, 

to estimate the user's walking distance and direction. Additionally, we employ WiFi 

fingerprinting to accurately determine the user's position. Our experiments have yielded 

satisfactory results in terms of tracking accuracy and the overall functionality of the system. 

By addressing the specific challenges faced by senior citizens during the routine and essential 

process of grocery shopping, our smart shopping trolley concept seeks to enhance their 

experience. Through the integration of tracking technology and sensor-based solutions, we 

aim to make shopping more convenient and comfortable for elderly individuals. The positive 

outcomes observed in our experiments validate the effectiveness and feasibility of this 

approach. 
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OS6-3 Optimized Microstrip Slot UWB Patch Antenna for Medical Imaging 
Maxime Duvacher1, Mastaneh Mokayef2, MHD Amen Summakieh2, M.K.A Ahamed Khan2, Sew Sun Tiang2, 

Wei Hong Lim2, Abdul Qayyum3 (1Polytech Nantes, France, 2UCSI University Malaysia,  
3National Heart and Lung Institute, Imperial College London, UK) 

 

This research work presents the development of an Ultra-Wideband (UWB) microstrip patch 

antenna (MPA) with the specific purpose of tissue characterization. The antenna was carefully 

designed and simulated to operate within a frequency range of 4.8 to 6.9 GHz, optimized for its 

intended application. To ensure the best performance, a series of simulations and comparisons 

were conducted using CST Microwave Studio. Various antenna shapes were tested and 

evaluated to determine the most effective design. The results of these simulations were highly 

promising, as they revealed a simulated return loss (S_11) of -33dB. This indicates excellent 

performance and demonstrates the suitability and acceptability of the proposed antenna for 

medical imaging such as breast imaging, tumor detection, or monitoring physiological changes. 

 

 

OS6-4 Development of an Innovative Undergraduate Industrial Automation and Robotics 

Degree Program 
M.K.A. Ahamed Khan1, Mastaneh Mokayef1, Ridzuan, A.1, Irraivan Elamvazuthi, Badli Shah Yusoff 2,  

Abu Hassan Darusman3 (1UCSI University Malaysia, 2University Technology Petronos, Malaysia,  
3UNIKL Malaysia France Institute, Malaysia) 

 

In recent years, the need for integrated engineering courses has increased. Due to its 

multidisciplinary nature, Industrial Automation and Robotics degree course is an ideal example 

of curriculum integration. This paper discusses several issues such as course offerings, topical 

content, student profile, student performance and other pertinent matters related to the recent 

development of an Industrial Automation and Robotics undergraduate degree program at the 

University of Kuala Lumpur, Malaysia. 
 

 

OS6-5 Smart Assistive Trolley for Elderly Care and Independence 
Dina Ashraf1, Mastaneh Mokayef1, MHD Amen Summakieh1, M.K.A Ahamed Khan1, Abdul Qayyum2, 

Sivajothi A/L Paramasivam (1UCSI University Malaysia, 2National Heart and Lung Institute, Imperial College 

London, UK, 3 UOW Malaysia University College, Malaysia) 
 

As people age, shopping can become increasingly challenging, especially when it involves 

pushing heavy trolleys and managing items throughout the entire trip. To address these 

difficulties, a prototype project was developed with the aim of introducing a robotic trolley. This 

innovative trolley is designed to autonomously follow senior citizens during their shopping 

journeys, thanks to face detection technology. The system eliminates the need for physical 

assistance and provides real-time feedback on the distance covered during the trip. To estimate 

the walking distance, the trolley incorporates an ultrasonic sensor that activates when the camera 

detects and tracks the user. The implementation of this project utilizes the OpenCV library, 

specifically tailored for Python programming. The results of this project have shown significant 

improvements in the lives of elderly individuals, offering them enhanced comfort and increased 

independence during their shopping experiences. 
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OS7 Deep Learning and its Applications (4) 

Chair Mastaneh Mokayef (UCSI University, Malaysia) 

Co-Chair Takao Ito (Hiroshima University, Japan) 
 

OS7-1 Parallel Cross Window Attention Transformer and CNN Model for Segmentation of 

Instrument during Surgery 
Abdul Qayyum1, M. K. A. Ahamed Khan3, Moona Mazher4, Imran Razzak5, Steven Niederer1,2,  

Mastaneh Mokayef3, C.S. Hassan3, Ridzuan, A3  

(1Imperial College, London, UK) (2The Alan Turning Institute, UK) (3UCSI University, Malaysia) 

(4University College London, UK) (5University of New South Wales, Australia) 
 

In this work, we present encoder and decoder-based hybrid parallel cross window 

attention-based transformer during the feature extraction, which consists of the multi-

scale channel attention, convolutional layers, and Transformer layers, forming a unified 

block. Syn-ISS challenge dataset comprised of two tasks. In first task 1, they need to 

develop deep learning-based method for binary instrument segmentation and in second 

task multiclass instrument segmentation is required. Experiments conducted on Syn-ISS 

dataset achieved 0.993 F-score for task 1 and 0.993, 0.975, and 0.951 F-score for shaft, 

wrist, and jaw segmentation respectively for Task 2. 
 

 

OS7-2 Magnetic Resonance Spectroscopy (MRS) Reconstruction using Style Transfer Deep 

Depth wise Framework 
Abdul Qayyum1, M. K. A. Ahamed Khan3, Moona Mazher4, Imran Razzak5, Steven Niederer1,2,  

Mastaneh Mokayef 6, C.S. Hassan6, Ridzuan, A6 

(1Imperial College, London, UK) (2The Alan Turning Institute, UK) 

(3,6UCSI University, Malaysia) (4University College London, UK) 

(5University of New South Wales, Australia) 
 

To analyze the chemical composition of tissues in brain, in vivo magnetic resonance 

spectroscopy allows non-invasive measurements of neurochemicals in either single 

voxel or multiple voxels. In this work, we present a deep depth-wise channel attention 

module (DCAM) based fine-tuned network for magnetic resonance spectroscopy image 

reconstruction. Besides, we have used channel-wise convolutions and average pooling 

without dimensionality reduction. We have trained the initial network from scratch on 

track-1 simulated dataset, however due to the limited dataset, we finetune the network 

on track-2 and track-3. Experiments are conducted on Edited-MRS-Rec-Challenge 

dataset1 that showed significantly better performance. 

 

 

OS7-3 Federated Learning on Brain Disease Research: Segmentation of Cerebral Small Vessel 

Diseases (CSVD) using Multi-scale Hybrid Spatial Deep Learning Approach 
Moona Mazher1, Abdul Qayyum2, M. K. A. Ahamed Khan3, Steven Niederer2,4, Mastaneh Mokayef3,  

Ridzuan, A3, C. S. Hassan3    

(1University College London, UK) (2National Heart & Lung Institute, Imperial College, London, UK)  

(3UCSI University, Malaysia) (4Alan Turning Institute, London, UK) 
 

In this paper, we propose a hybrid architecture for medical image segmentation to 

produce efficient representations from global and local features and adaptively 

aggregate them, aiming to fully exploit their strengths to obtain better segmentation 

performance in federated learning. Furthermore, we propose a multi-scale feature 

extraction module embedded at the bottom of the proposed model, which can efficiently 

extract hidden multi-scale contextual information and aggregate multi-scale features. 

Experiments on segmentation over three-dimensional rotational angiography of internal 

Carotid Artery with aneurysm (SHINY-ICARUS) challenge dataset show the 

effectiveness of the proposed multiscale framework.  
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OS7-4 Hybrid Classical and Quantum Deep Learning Models for Medical Image Classification 
Moona Mazher1, Abdul Qayyum2, M. K. A. Ahamed Khan3, Steven Niederer2,4, Mastaneh Mokayef3,  

Ridzuan, A3, C. S. Hassan3  

(1University College London, UK) (2National Heart & Lung Institute, Imperial College, London, UK)  

(3UCSI University, Malaysia) (4Alan Turning Institute, UK) 
 

In this paper, we proposed a hybrid classical and quantum convolutional neural 

network for Alzheimer's disease (AD) classification. The proposed model was further 

validated on the brain tumor classification task. The fundamental concept involves 

encoding data into quantum states, facilitating quicker information extraction, and 

subsequently utilizing this information to discern the data class. The proposed model 

results underscore the reliability and robustness and demonstrated by optimal 

performance accuracies across various datasets, the proposed model substantiates its 

efficacy in detecting and classifying AD disease and brain tumors. 

 

 

OS8 Intelligent Control (5) 

Chair Yingmin Jia (Beihang University, China) 

Co-Chair Weicun Zhang (University of Science and Technology Beijing, China) 
 

OS8-1 Global Stabilization of A Class of Nonholonomic Integrators via Discontinuous Control 
Lixia Yan, Yingmin Jia (Beihang University (BUAA), China) 

 

This paper investigates the discontinuous state feedback control for stabilizing a class 

of nonholonomic integrators with drift terms. The control design relies on constraining 

state trajectory in an invariant set. To this end, we apply constant controls to drive the 

states moving into the invariant set and then switch to a continuous control law with 

suitable gain selections. It is proven in the Lyapunov sense that the proposed control 

scheme achieves global exponential stabilization of the states, and the control switch 

would only occur at most once. Numerical simulations are carried out to validate the 

proposed control law. 

 

 

OS8-2 Frequency Dependence Performance Limit of Vibration Absorbers 
Jiqiang Wang1, Xiaoyu Yin2, Weicun Zhang3 

(1Chinese Academy of Sciences, China) (2Science & Technology Bureau of Zhenhai District, China) 

(3University of Science and Technology Beijing, China) 
 

Optimal design of vibration absorbers has been extensively investigated. Most of the 

design methods are approached by optimizing certain performance indices, resulting in 

a set of optimal parameters that are independent of exogenous forcing frequencies. In 

practical designs, however, it is often desirable to know the performance limits over a 

frequency band of interest. This problem is tackled in the present paper where both 

lower and upper bounds are obtained. A refined upper bound is also derived that can 

further provide a systematic design methodology. Extensive remarks are also given 

exploring different avenues useful for design. Numerical examples are given to validate 

the corresponding designs. 

 

 

OS8-3 Adaptive Concurrent Learning Algorithm Based on Pontryagin’s Maximum Principle for 

Nonlinear System Optimal Tracking Control with State Inequality Constraints  
Yuqi Zhang, Bin Zhang (Beijing University of Posts and Telecommunications, China) 

 

In this article, an adaptive learning algorithm is derived for finite-horizon optimal 

tracking problems of nonlinear systems. Concurrent learning is implemented to identify 

the unknown parameters of the system dynamics. Tracking of the desired trajectory and 

convergence of the developed policy are guaranteed via stability analysis. Different 

from the adaptive dynamic programming (ADP) infinite-horizon method, the proposed 

method solves the finite-horizon optimal tracking problems. Simulation results show 

the effectiveness of the proposed algorithm.  
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OS8-4 Privacy preserving Mean-square consensus for discrete-time heterogeneous multi-agent 

systems with Communication Noises  

Tongqing Yang1, Lipo Mo1, Yingmin Jia2 

(1Beijing Technology and Business University, China) (2Beihang University (BUAA), China) 
 

This paper studies the privacy preserving consensus of distributed heterogeneous multi-

agent systems, which consists of first-order agents and second-order agents. A new 

protocol is designed for each agent. Then, by applying algebraic graph theory and 

matrix theory, it is proved that the closed-loop system could achieve consensus. After 

that, the designed protocol is encrypted by a cryptographic cryptosystem to prevent 

eavesdropping in the communication link and loss of information privacy between 

agents while achieving consensus. Finally, the effectiveness of the proposed consensus 

protocol and privacy protection algorithm are verified by numerical simulations.  

 

OS8-5 Event-Triggered Consensus Control for Nonlinear Singular Multi-Agent Systems under 

Directed Topology 
Lin Li, Tong Yuan, Mei Huang (University of Shanghai for Science and Technology, China) 

 

This paper is devoted to the problem of event-triggered consensus for a class of 

nonlinear singular multi-agent systems under directed topology. An event-triggered 

sampling mechanism is constructed, which naturally avoids Zeno behavior. And then, 

a distributed event-triggered consensus protocol is designed. By employing the 

Lyapunov-Krasovskii functional method and model transformation approach, 

sufficient conditions that can guarantee the consensus of the considered singular multi-

agent systems are obtained, while the consensus control gain matrix and the event-

triggered parameter are also given. Finally, a numerical example is included to illustrate 

the effectiveness of the proposed method. 

 

 

OS9 Software Development Support Method (4) 

Chair Tetsuro Katayama (University of Miyazaki, Japan) 

Co-Chair Tomohiko Takagi (Kagawa University, Japan) 
 

OS9-1 An Improved Conversion Technique from EPNAT Models to VDM++ Specifications for 

Simulation of Abstract Software Behavior 
Sho Matsumoto1, Ryoichi Ishigami1, Tetsuro Katayama2, Tomohiko Takagi1 

(1Kagawa University, Japan) (2University of Miyazaki, Japan) 
 

Formal software models based on EPNAT (Extended Place/transition Net with 

Attributed Tokens) can be converted to VDM++ specifications that enable simulation of 

abstract software behavior before implementation processes. However, the conversion 

technique has two problems, that is, (1) extracting all properties to be checked from the 

VDM++ specifications requires time and effort, and (2) the structure of the VDM++ 

specifications has less readability and maintainability. In this study, we improve the 

conversion technique by (1) adding a function to extract an abstract current state of 

software, and (2) dividing into classes that correspond to subnets of EPNAT models. 

This paper shows a new conversion rule, a new structure of VDM++ specifications, a 

simple example, and the discussion about their effectiveness. 
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OS9-2 Prototype of RAGESS Which Is a Tool for Automatically Generating SwiftDiagrams to 

Support iOS App Development 
Haruki Onaga1, Tetsuro Katayama1, Yoshihiro Kita2, Hisaaki Yamaba1, Kentaro Aburada1, Naonobu Okazaki1 

(1University of Miyazaki, Japan) (2University of Nagasaki, Japan) 
 

In the development of large-scale and complex mobile applications, it is difficult for 

developers to continually grasp the overall structure of the app. To support iOS app 

development, we proposed SwiftDiagram, a visualization of the static structure of Swift 

source code and confirmed its high usefulness. However, manually drawing 

SwiftDiagrams is labor-intensive. This paper implements a prototype of RAGESS (Real-

time Automatic Generation of SwiftDiagram System), a tool that automatically generates 

SwiftDiagrams by performing static analysis on Swift source code every time an iOS app 

build is successful. Compared with other tools, RAGESS is confirmed to enable 

developers to visualize the static structure of source code effortlessly. 

  

 

OS9-3 Extension to Support Types and Operation/Function Definitions in BWDM to Generate 

Test Case Tool from the VDM++ Specification 
Shota Takakura1, Tetsuro Katayama1, Yoshihiro Kita2, Hisaaki Yamaba1, Kentaro Aburada1, Naonobu 

Okazaki1 

(1University of Miyazaki, Japan) (2University of Nagasaki, Japan) 
 

Generating test cases from the formal specification description VDM++, which is a 

method for disambiguating specifications, is time-consuming and labor intensive. 

Therefore, our laboratory has developed BWDM, a tool that automatically generates test 

cases from VDM++ specifications. However, existing BWDM has problems that it only 

supports integer types and cannot generate test cases for operation and function definitions 

including recursive structure. Therefore, in order to improve the usefulness of BWDM, 

this study extends BWDM to solve the above problems. Consequently, it has confirmed 

that the use of extended BWDM can reduce the test case generation time compared to 

manual test case generation. 
 

 

OS9-4 Proposal of ASLA Which Is a Segmentation and Labeling Tool for Document Images 

Based on Deep Learning 
Kanta Kakinoki1, Tetsuro Katayama1, Yoshihiro Kita2, Hisaaki Yamaba1, Kentaro Aburada1, Naonobu Okazaki1 

(1University of Miyazaki, Japan) (2University of Nagasaki, Japan) 
 

The current situation of the electronic documents is only a substitute for paper. As a new 

way to utilize electronic documents, we focus on dividing electronic documents into 

regions by their elements and generating keywords and sentences as labels from the 

contents of the elements. However, these tasks, when performed manually, are time-

consuming and labor-intensive. This study proposes a prototype of ASLA (Automatic 

Segmentation and Labeling tool using AI), segmentation and labeling tool for document 

images based on deep learning, with the aim of reducing the time required for region 

segmentation and label generation. To evaluate the usefulness of ASLA, we have 

compared the time required for region segmentation and label generation using ASLA and 

by hand, and then confirmed the reduction in time.  
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OS10 Intelligent Life and Robotics (6) 

Chair Evgeni Magid (Kazan Federal University, Russia) 

Co-Chair Kuo-Hsien Hsia (National Yunlin University of Science and Technology, Taiwan) 
 

OS10-1 A Design of a Modular Mobile Robot for Rescue Operations 
Baris Celiker, Shifa Sulaiman, Tatyana Tsoy (Kazan Federal University, Russia) 

 

Modular robotics is one of the subfields of mobile robotics, which is emerging as a new 

trend in various sectors. Modular mobile robots can be reconfigured to perform a wide 

variety of tasks. In this paper, applications of modular mobile robots in various sectors 

such as industry, space, surgery, rescue and entertainment tasks are discussed. Based on 

the study, an improved design of a modular mobile robot for navigating through different 

terrains during a rescue operation is presented. Simulation study of the robot is included 

to demonstrate a motion capability of the modular mobile robot. 

 

 

OS10-2 Implementation of Bug1 and Bug2 Path Planning Algorithms for TurtleBot Using ROS 

Noetic 
Ilya Spektor1, Aidar Zagirov2, Ramil Safin2, Evgeni Magid1,2  

(1HSE University, Russia) (2Kazan Federal University, Russia) 
 

Mobile robots typically operate in a dynamically changing unknown environments. Bug 

family algorithms were proposed to deal with a path planning of a ground robot in a 2D 

configuration space of an unknown environment with local data about obstacles that 

could be collected using only a touch sensor. This paper presents an implementation of 

Bug1 and Bug2 local path planning algorithms. The implementation brings classical 2D 

algorithms into a 3D environment of the Gazebo simulation using the Noetic version of 

the Robot Operation System (ROS). A Turtlebot3 Burger model was used as a target 

robot and its performance was evaluated in simple convex and maze environments. 
 

 

OS10-3 Implementation of Alg1 and Alg2 Path Planning Algorithms for Mobile Robots Using 

ROS Noetic 
Anastasia Yankova1, Timur Gamberov2, Tatyana Tsoy2  

(1HSE University, Russia) (2Kazan Federal University, Russia) 
 

Two standard approaches for a robot path planning include a global and a local 

navigation. The later does not require to store an environment model in a robot memory. 

This paper presents implementations of two local navigation algorithms, Alg1 and 

Alg2, with a robot having no prior information about an environment and obstacles. It 

calculates a path in a real time, continuously changing its states depending on 

correspondent conditions. The algorithms were implemented for an existing differential 

drive robot Turtlebot3 Burger using Robot Operation System (ROS). Virtual 

experiments were performed in the Gazebo simulator employing a simple 3D 

environment with only convex obstacles and a small 3D maze.    
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OS10-4 Implementation of VisBug-21 and VisBug-22 Path Planning Algorithms Using ROS 

Noetic 
Viktoriia Mirzoian1, Maxim Mustafin2, Evgeni Magid1,2  

(1HSE University, Russia) (2Kazan Federal University, Russia) 
 

Local navigation algorithms are crucial for autonomous robots operating in unknown 

environments where a presence of obstacles and dynamic changes pose significant 

challenges. A focus of these algorithms is to enable a real-time path calculation, 

allowing a robot to adapt its states dynamically based on corresponding environmental 

conditions, despite an absence of prior knowledge about surroundings. This paper 

presents an implementation of the VisBug-21 and VisBug-22 algorithms, designed to 

address challenges of a local navigation. The algorithms were implemented for a 

differential drive robot Turtlebot3 Burger using Robot Operation System (ROS). 

Virtual experiments were performed in the Gazebo simulator employing a simple 3D 

environment that contained only convex obstacles and a small 3D maze.   

 

 

OS10-5 DistBug path planning algorithm package for ROS Noetic 
Alexander Pak1, Alexander Eremin2, Tatyana Tsoy2 

(1HSE University, Russia) (2Kazan Federal University, Russia) 
 

Algorithms of path-planning in an unknown environment play an important role in 

robotics. They do not require a prior information about obstacles’ locations around a 

robot and allow calculating a path in a real time. This article presents an 

implementation of a sensory-based DistBug algorithm, which operates reactively using 

range data for immediate decision-making without constructing a world model. The 

algorithm was programmed in Python using robot operating system (ROS) and 

validated in the Gazebo simulator. For virtual experiments Turtlebot 3 Burger mobile 

robot was employed. The experiments were conducted in two types of environment: 

an environment with convex obstacles and a maze. The paper demonstrates analysis of 

experiments using several standard criteria of a path quality estimation.  

 

OS10-6 On sensor modeling in Gazebo simulator 
Niez Yuldashev, Alexandra Dobrokvashina, Roman Lavrenov (Kazan Federal University, Russia) 

 

Sensor modeling in the Gazebo simulator is fundamental to robotics advancement. This 

review explores sensor modeling intricacies, methodologies, and applications, while 

emphasizing a critical role of a precise sensor modeling. Application scenarios 

demonstrate a sensor modeling's broad utility across fields including medical 

diagnostics, autonomous navigation, and industrial automation. Differences in research 

focus, methodology, and implementation underline a varied nature of sensor modeling 

studies. Key challenges include a need for more detailed world models. The paper 

guides research in sensor modeling and identifies crucial questions. 
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OS11 Intelligent Life and Robotics (6) 

Chair Evgeni Magid (Kazan Federal University, Russia) 

Co-Chair Kuo-Hsien Hsia (National Yunlin University of Science and Technology, Taiwan) 
 

OS11-1 An Overview of Kinect Based Gesture Recognition Methods 
Alexander Alexeev1, Tatyana Tsoy1, Edgar A. Martínez-García2, Evgeni Magid1,3  

(1Kazan Federal University, Russia) (2The Autonomous University of Ciudad Juarez, Mexico) 

(3HSE University, Russia) 
 

Visual sensors play an important role in a broad variety of robotic systems applications. 

Even though Kinect technology appeared over 10 years ago, Kinect sensors are still 

actively employed by researchers around the world. This paper presents an overview of 

Kinect and Kinect 2 sensors’ applications in a human gesture based control. We analyzed 

existing research papers to estimate a popularity of particular feature extraction and 

gesture recognition methods, recommendations on a distance between an object of 

interest and a sensor, reported accuracy and latency of the sensor. Our analysis is 

supposed to facilitate a selection of a suitable combination of methods for a particular 

application of Kinect sensor in gesture recognition while considering its performance.  

 

 

OS11-2 An investigation on the impact of human-robot interactions during an autonomous 

obstacle avoidance task 
Riham Salman, Shifa Sulaiman, Renata Islamova, Tatyana Tsoy (Kazan Federal University, Russia) 

 

The purpose of this research is to investigate how an interaction between humans and 

robots influences a safety of an autonomous obstacle avoidance task. The research 

collected and analyzed data from surveys and interviews using a combination of 

quantitative and qualitative methodologies. The findings contributed to our 

understanding of a complex interplay between a human-robot interaction, a perception, 

and a robot navigation safety. Based on these findings, the study proposed a number of 

recommendations for improving both physical and psychological safety aspects of an 

autonomous robot navigation.  
 

 

OS11-3 A Comparative Analysis of Object Detection Methods for Robotic Grasping 
Nikita Kolin, Elvira Chebotareva (Kazan Federal University, Russia) 

 

The objects grasping is one of the fundamental robotic problems. Accurate and efficient 

real-time object detection is crucial for successful grasping in robots equipped with 

monocular vision. Deep machine learning has made significant progress in solving 

problems of object detection and image segmentation. At the same time, classical 

computer vision methods do not lose their relevance and can also be used for these 

tasks. In this research, we conduct a comparative analysis of the effectiveness the 

YOLOv8-seg neural network model versions for solving the image segmentation 

problem with classical segmentation methods. The obtained results allowed us to 

formulate some recommendations on the choice of a particular method for object 

detection depending on the surrounding environment conditions. 
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OS11-4 Vision-based autonomous navigation for medical examination using a UR3e manipulator 
Bulat Abbyasov1, Aidar Zagirov1, Timur Gamberov1, Hongbing Li2, Evgeni Magid1 

(1Kazan Federal University, Russia) (2Shanghai Jiao Tong University, China) 
 

Medical robotics is an emerging field of robotics within a healthcare sector. This 

interdisciplinary field focuses on prototyping, building and developing advanced 

robots for numerous clinical application. Modern robotic technologies have a 

tremendous potential for performing medical examination procedures such as 

ultrasonography using robotic manipulators that act in an autonomous manner. A 

manipulator navigation plays a key role in a safe and efficient exploration of a human 

body. This paper presents a development of a vision-based autonomous navigation 

system for a 6-DOF UR3e robotic arm. The developed system is based on a 3D point 

cloud and uses MoveIt for path planning. Gazebo was used as a simulation framework 

to validate the navigation system. 

 

 

OS11-5 Robot-Assisted Language Learning: Scientific Data Analysis 
Karina Sadyikova, Valeriya Zhukova, Roman Lavrenov (Kazan Federal University, Russia) 

 

Robot-assisted language learning (RALL) is a direction in education that uses robots 

in a foreign languages studying process. In this paper, we present results of our research 

work devoted to studying trends in a quantity of publications in the field of using social 

robots for learning foreign languages. Additionally, we analyzed some published paper 

in the field of RALL, which allowed us to identify several popular robot models used 

in practical research in recent years. Among these models were the NAO, Pepper and 

DARWIN OP-2 robots. We have found that these robots are actively used in an 

educational process for learning foreign languages. In particular, these models are used 

to improve language and communication skills during implicit learning and interactive 

games. 

 

 

OS11-6 Monitoring Beehive Sound Levels with Arduino-based System 
Kulmukhametov Ramis1, Ramil Safin1, Tatyana Tsoy1, Kuo-Hsien Hsia2, Evgeni Magid1  

(1Kazan Federal University, Russia) (2National Yunlin University of Science and Technology, Taiwan) 
 

An automated beekeeping is a promising approach to addressing various issues 

associated with a beekeeping. Among primary problems, a swarming procedure stands 

out as a major concern. An uncontrolled swarming can lead to significant financial 

losses. During a swarming period a potential for losing a bee swarm is high, therefore 

a noise monitoring at this period gains a significant importance. Our long term research 

aims at a development of an intelligent monitoring system for beehive conditions, 

based on a hive-generated noises analysis. This paper presents an experiment that 

collected data about acoustic characteristics of bees’ state using an Arduino 

microcontroller and a MAX9814 microphone module. The obtained data analysis is 

discussed.  
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OS12 Machine Learning and its Applications (4) 

Chair Masato Nagayoshi (Niigata College of Nursing, Japan) 

Co-Chair Takashi Kuremoto (Nippon Institute of Technology, Japan) 
 

OS12-1 Restoration of Guqin Music by Deep Learning Methods 
Takashi Kuremoto1, Kazuma Fujino1, Hirokazu Takahashi1, Shun Kuremoto2, 3, Mamiko Koshiba*2,  

Hiroo Hieda3, Shingo Mabu2 

(1Nippon Institute of Technology, Japan) (2Yamaguchi University, Japan) 

(3Institute for Future Engineering, Japan) 
 

Guqin music played an important role in the history of Asia cultures. The notation of 

Guqin are remained more than 600, however, only 100 music are played in nowadays. 

The handwriting Guqin notation named Jianzi Pu is hard to be understood, however, 

we challenge to restore the Guqin music by deep learning methods and few Jianzi Pu 

images. VGG16 and YOLOv5 were adopted in the recognition experiment for Guqin 

music restoration. As a result, YOLOv5 realized an online output of Guqin music as 

its output of audio or video forms. 
 

 

OS12-2 Constructive Nurse Scheduling Using Reinforcement Learning Considering Variations 

in Nurse Work Patterns 
Masato Nagayoshi (Niigata College of Nursing, Japan), Hisashi Tamaki (Kobe University, Japan) 

 

It is very difficult to create a work schedule that satisfies all the different 

requirements in nurse scheduling. For this reason, numerous studies have been 

conducted on the nurse scheduling problem. However, the created shift schedule is 

often not practical as it is, because adjustments including various constraints and 

evaluation criteria are required. Therefore, we have proposed a work revision method 

using reinforcement learning in a constructive nurse scheduling system. In this paper, 

we investigate the feasibility of creating a practical work schedule that considers 

different evaluations of nurses' work patterns, i.e., nurses' life stages. 
 

 

OS12-3 A Basic Study on Indicator of Transfer Learning for Reinforcement Learning 
Satoshi Sugikawa, Kenta Takeoka, Naoki Kotani (Osaka Institute of Technology, Japan) 

 

Reinforcement learning requires a lot of learning time for the agent to learn. 

Transition learning is a method to reduce this learning time, but it has the problem 

that the user does not know which knowledge is effective in which environment until 

it is learned. Therefore, it is necessary for the user to consider the relationship between 

the source and destination when transferring knowledge. Therefore, this study 

proposes Indicator of adaptation criteria that can determine this relationship in 

advance. In simulations, we demonstrate the usefulness of the proposed method by 

using some example problems.  

 

OS12-4 Machine Learning Approach to Predict Cooling Load for Existing Buildings 
Makoto Ohara1, Hideo Isozaki2 

(1International Professional University of Technology in Osaka, Japan) (2Kobe University, Japan) 

 

The objective of this study is to predict air conditioning loads for existing buildings 

using operational data, weather forecasts and visitor forecasts. The proposed prediction 

method is based on a neural network approach. However, it is important to note that the 

proposed method does not learn the entire loads. Loads are divided into factors which 

can be predicted by traditional thermodynamics and factors which are subject to 

machine learning. The proposed method has been applied to an example instance using 

operational data from an underground mall in Kobe, and its validity has been confirmed. 

This result could potentially lead to more efficient use of energy in buildings.  
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OS13 Robot Control (10) 

Chair Yizhun Peng (Tianjin University of Science and Technology, China) 
 

OS13-1 Intelligent Logistics Handling Robot: Design, Control, and Recognition 
Yanchao Bi, Jiale Cheng, Limei Wang, Yizhun Peng (Tianjin University of Science and Technology, China) 

 

This study aims to investigate various aspects of intelligent logistics handling robots, 

including mechanical design, automatic control, and image recognition. With the 

continuous development of the logistics industry and advancements in automation 

technology, intelligent logistics handling robots play a crucial role in improving 

logistics efficiency and reducing costs. Leveraging existing technologies, we have 

designed and developed an omnidirectional mobile intelligent logistics handling robot 

equipped with a SCARA-type robotic arm. The robot integrates functions such as task 

acquisition, global positioning, material detection, warehouse identification, material 

handling, and stacking, achieving a fully automated and streamlined logistics handling 

process.  

 

OS13-2 Greenhouse Design Using Visual Recognition and IoT Technology 
Yuntian Xia, Yizhun Peng (Tianjin University of Science and Technology, China) 

 

This device is to solve the traditional pesticide spraying method on the human body has 

a greater impact and other issues, through the STM32-based visualisation of the 

intelligent greenhouse to achieve automatic spraying of pesticides and remote 

monitoring and other functions, the establishment of a visualisation of the intelligent 

greenhouse monitoring platform. This equipment through the MQTT protocol, not only 

through the Internet of Things platform real-time monitoring of crop growth status in 

the greenhouse, but also through the platform to determine whether to spray pesticides, 

data transmission, so as to use the cross slide to control the position of the nozzle, and 

then through the visual recognition algorithms to improve the accuracy of the visual 

recognition part of the accuracy of the spraying of plants affected by insect pests, the 

realization of the digital intelligent greenhouse. 

 

 

OS13-3 Design of Modular Photovoltaic Environmentally Friendly Portable Stroller 
Suqing Duan, Yizhun Peng (Tianjin University of Science and Technology, China) 

 

The work is centered on ROS and integrates speech recognition and natural language 

processing modules to enhance the environmental awareness of the stroller and monitor 

the baby's condition to ensure a timely and appropriate response. The Raspberry Pi is 

the main control unit of the stroller and connects to a cloud-based IoT platform via the 

MQTT protocol. The platform facilitates seamless communication between the 

Raspberry Pi and cloud data for efficient data visualization on mobile devices. This 

innovative solution solves the challenge of balancing parental responsibilities with 

career advancement, promoting healthier and happier babies while allowing parents to 

maintain a harmonious work-life balance.  

 

OS13-4 "Teenage Mutant Ninja Turtles" - Design of a Bionic Quadrupedal Rescue Robot 
Hongpi Zhao, Yingfan Zhu, Zhihan Zhao, Xin Liang, Lei Lv, Yizhun Peng 

(Tianjin University of Science and Technology, China) 
 

"Teenage Mutant Ninja Turtles - Bionic Quadrupedal Rescue Robot is a quadrupedal 

robot based on the principle of bionics, inspired by the quadrupedal animals in nature. 

The robot has rescue and life detection capabilities and can perform rescue operations 

at disaster sites. The design of the robot enables it to operate efficiently and stably in 

complex environments, and at the same time it has the qualities of bravery and 

toughness, which are in line with the image of the Teenage Mutant Ninja Turtles. The 

robot can be used in a wide range of application scenarios, such as earthquake, fire and 

other disasters, to provide more efficient and safer support for rescue work. 
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OS13-5 Design of Grass Lattice Planter for Complex Environment Based on Adaptive 

Suspension Technology 
Shaokai Tian, Wenqi Fu, Yizhun Peng (Tianjin University of Science and Technology, China) 

 

The Complex environmental grass grid growers based on adaptive suspension 

adopted the high-performance stm32 as the master chip, and use the Bluetooth 

communication module, so that users can easily control the vehicle driving, feeding 

and the posture of the pressing wheel through the mobile phone application. In addition, 

we have introduced new mechanical structures such as adaptive suspension to ensure 

effective planting of grass squares in complex terrain such as sloping land. Our vehicle 

uses a Mecanum wheel motion system to squeeze seeds by rotating the friction wheels 

at high speed. 
 

 

OS13-6 Design of Intelligent Ecological Multifunctional Plant and Animal Breeding System 
Suqing Duan, Yuntian Xia, Siyi Wang, Yizhun Peng (Tianjin University of Science and Technology, China) 

 

The intelligent ecological multi-functional system for animal and plant cultivation 

integrates PLC and MCU automatic control technology. This innovative approach 

amalgamates aquaculture with horticulture, fostering a symbiotic environment for the 

breeding of animals and plants. The system's operations are categorized into four key 

components: mechanical structure, environmental perception, automatic control, and 

intelligent networking. Its comprehensive functionality encompasses plant monitoring, 

self-checking of temperature and humidity, group control for fertilizer replenishment, 

consistent temperature regulation, full-spectrum illumination, advanced filtration, 

fogging supplementation, versatile water management, fertilizer blending, and water 

purification through sterilization. 

 

 

OS13-7 Design of a Fully Automated Logistics Handling Platform 
Hongpi Zhao, Jianfeng Qin, Yizhun Peng (Tianjin University of Science and Technology, China) 

 

With the progress of science and technology and the development of society, the world's 

countries on industrial production efficiency, intelligent manufacturing transformation 

continues to grow. Therefore, we designed a fully automatic logistics handling 

platform, which is a multi-modular device based on mechanical design, microcontroller 

control, visual positioning, the device can realize autonomous identification, 

autonomous transportation, improve production efficiency, the device has a wide range 

of applications, can be applied to food packaging, parts processing, intelligent 

manufacturing and other automation scenarios.  

 

OS13-8 Design and Application of AI-based Brush Calligraphy and Painting Robot 
Haibo Li, Yizhe Sun, Shuxin Wang, Yizhun Peng (Tianjin University of Science and Technology, China) 

 

With the rapid development of digital technology and artificial intelligence, the 

innovation and exploration of traditional painting forms in the field of digital art have 

become increasingly captivating. The main focus of this research is to create a brush 

calligraphy and painting robot system based on PLT files. It digitizes user creative 

instructions to autonomously generate brush calligraphy and landscape paintings. This 

technology not only advances the deep integration of digital art and traditional culture 

but also opens up new perspectives and vast possibilities for artistic creation.  
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OS13-9 Intelligent Wheelchair System: Non-contact Heart Rate and Body Temperature 

Measurement 
Dongpo Ma, Junsheng Zhang, Yizhun Peng (Tianjin University of Science and Technology, China) 

 

With the continuous development of society and human civilization, people, especially 

the disabled and the elderly, need more and more to use modern high technology to 

improve their lives and improve the comfort of life. Therefore, this paper introduces a 

single-chip microcomputer-based non-contact body temperature and facial 

recognition-based heart rate measurement method and applies it to the intelligent 

wheelchair system. Monitor the vital signs of the elderly, and give early warnings in 

time when abnormal values occur, so that family members or caregivers can rescue 

them in time.  

 

OS13-10 Recognition and Localization Method for Automotive Axle Holes in Assembly Robots 
Junsheng Zhang, Dongpo Ma, Yizhun Peng (Tianjin University of Science and Technology, China) 

 

During the production of automotive axle holes, the roundness error at the pipe opening 

leads to low detection efficiency due to manual measurements, rendering real-time 

inspection unfeasible. This paper proposes a method for detecting and sorting the 

roundness of automotive axle holes based on visual inspection. Ensuring accuracy in 

grasping, it establishes the kinematic model of the robot Aubo_I5. Targeting 

automotive axle holes for grasping, it employs adaptive threshold segmentation to 

highlight the section features of the axle hole. The Canny algorithm is then used to 

extract edge information, and finally, the least squares method is utilized to detect 

roundness errors for sorting the axle holes based on this error.  

 

OS14 Robotic Manipulation (3) 

Chair Kensuke Harada (Osaka University, Japan) 

Co-Chair Akira Nakamura (Saitama Institute of Technology, Japan) 

Co-Chair Tokuo Tsuji (Kanazawa University, Japan) 
 

OS14-1 Evaluation Standard of Error Recovery Planning Focused on Revival Process from 

Failures in Robotic Manufacturing Plants 
Akira Nakamura1, Kensuke Harada2 (1Saitama Institute of Technology, Japan) (2Osaka University, Japan) 

 

In recent years, many intelligent robots have been used in various fields. In many cases, 

these robots need to be able to perform not only repetitive tasks but also non-routine 

tasks. As work errors are more likely to occur in such situations, we have proposed 

several methods for error recovery. Our method uses both forward recovery and 

backward recovery to restore work. The former is a recovery method that is often used 

for minor modifications, and the latter is the recovery from relatively large failures that 

we mainly use. This paper proposes a method for selecting the best path from several 

possible recovery paths using a new evaluation method. 
 

 

OS14-2 Robotic Food Handling Utilizing Temperature Dependent Variable-Stiffness Material  
Rozilyn Marco1, Prashant Kumar2, Xinyi Zhang2, Weiwei Wan2, Kensuke Harada2  

(1 University of Toronto, Canada) (2 Osaka University, Japan) 
 

This paper presents a robotic gripper that addresses challenges of automated robotic food 

handling. Depending on the food material, the robotic gripper should adjust its finger 

compliance. To cope with this problem, we apply the approach on using a variable 

stiffness fabric on the finger surfaces of the gripper, where the finger stiffness changes 

depending on its temperature. This gripper design was validated empirically through 

force and object-grasping experiments. By using the gripper, hard objects can be grasped 

with the hard mode of the finger while a fragile object can be safely grasped with the 

soft mode.  
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OS14-3 Vegetable maturity evaluation for harvest robots 
Reno Muhammad Fadilla, Tokuo Tsuji, Tatsuhiro Hiramitsu, Hiroaki Seki (Kanazawa University, Japan) 

 

We propose a method for detecting vegetables in an image and classifing their maturity 

by color. Vegetable images are classified according to their maturity and used as training 

data. We represent the images in different color systems and investigate the accuracy of 

the classification of maturity. The proposed method can be applied to harvesting robots. 

 

 

OS15 Artificial Intelligence for Embedded Systems and Robotics (6) 

Chair Hakaru Tamukoh (Kyushu Institute of Technology, Japan) 

Co-Chair Yuma Yoshimoto (National Institute of Technology, Kitakyushu College, Japan) 
 

OS15-1 YOLO real-time object detection on EV3-Robot using FPGA hardware Accelerator 
Dinda Pramanta1, Ninnart Fuengfusin2, Arie Rachmad Syulistyo2, Hakaru Tamukoh2  

(1Kyushu Institute of Information Sciences, Japan) (2Kyushu Institute of Technology, Japan) 
 

The growing demand for robots necessitates faster and more precise processing. 

However, running large Artificial Intelligence (AI) models from cloud data centers to 

mobile robots via inference models uses considerable computation resources, which 

leads to power limitations, particularly for mobile robots. The use of reconfigurable 

semiconductor devices at the hardware level is a promising solution to this problem. We 

introduce the educational kit EV3-Robot with a co-design methodology utilizing Field-

programmable Gate Arrays (FPGA) Kria KV260 as a hardware accelerator specifically 

for object detection. We apply the You Only Look Once (YOLO) model for object 

detection, which provides real-time results for practical applications. Additionally, we 

analyze the processing times of the local PC and EV3-Robot. 

 

 

OS15-2 A Low Computational Cost Hand Waving Action Recognition System with Echo State 

Network for Home Service Robots 
Hiromasa Yamaguchi, Akinobu Mizutani, Arie Rachmad Syulistyo, Yuichiro Tanaka, Hakaru Tamukoh 

(Kyushu Institute of Technology, Japan) 
 

This study proposes a low computational cost hand-waving action recognition system 

for non-verbal communication in home service robots. The system is based on an echo 

state network, which requires lower computational costs than that of deep neural 

networks (DNNs), and processes time-series data of skeletal coordinates of humans to 

recognize hand-waving actions. Additionally, this study proposes and compares two 

types of preprocessing methods of the skeletal coordinates to ensure the robustness of 

the human positions on the screen: one method extracts elbow and arm angles, which 

are invariable regardless of the humans’ positions and the other normalizes the skeletal 

coordinates. The experimental result shows that the proposed system has competitive 

accuracy and is faster than DNN-based methods and robust to varying human 

positions. 

 

 

OS15-3 A Rapidly Adjustable Object Recognition System through Language Based Prompt 

Engineering 
Naoki Yamaguchi, Tomoya Shiba, Kosei Isomoto, Hakaru Tamukoh (Kyushu Institute of Technology, Japan) 

 

We propose the use of language-based prompt engineering to achieve rapidly 

adjustable object recognition in RoboCup@Home. The proposed prompt engineering 

involves humans adding features, such as the color and material of an object, into the 

text prompts inputted into Language Segment Anything. In this research, we evaluated 

the effectiveness of our proposed method in three benchmark tests for object 

recognition at RoboCup@Home held in France in 2023. The results showed that the 

highest scores were obtained in certain tasks, indicating that it could be applied to a 

range of recognition tasks. 
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OS15-4 Development of a SayCan-based task planning system capable of handling abstract 

nouns 
Kosei Yamao1, Daiju Kanaoka, Kosei Isomoto, Akinobu Mizutani, Yuichiro Tanaka, Hakaru Tamukoh 

(Kyushu Institute of Technology, Japan) 
 

The task planning system is required to accomplish various requests from a human 

in real-world environments. SayCan, one of the task planning systems, has high 

accuracy. However, its accuracy decreases for requests that include abstract nouns of 

the ambiguous word/phrase, and the inference time increases as the number of skills 

increases. We propose a novel task planning system based on SayCan that introduces 

a function for listening back to abstract nouns and a rule-based skill extraction, 

enhancing accuracy and reducing inference time. The proposed system facilitates the 

interpretation of requests and enables appropriate task planning with low inference 

time. The effectiveness of the proposed system was demonstrated at 

RoboCup@Home, where it achieved high performance. 

 

 

OS15-5 RoboCup@Home 2023: Stickler for the Rules Task Solutions 
Tomoya Shiba, Hakaru Tamukoh (Kyushu Institute of Technology, Japan) 

 

This paper proposes an approach where home service robots use only two recognition 

models that can be capable of prompt tuning to detect rule violations in the home. 

The robots are increasingly required to perform more advanced and complex 

perceptions beyond their traditional roles such as cleaning. Advanced tasks such as 

serving and security, for example, usually require multiple AI systems, including 

person detection, object detection and more. Our approach simplifies this by 

leveraging the combined capabilities of Grounding DINO and SAM to detect rule 

violations effectively. The success of our method was proven at RoboCup@Home 

2023, where it secured the highest score among all participating teams. 

 

 

OS15-6 Offloading Intellectual Processing from Home Service Robots to Edge Devices 
Yuma Yoshimoto, Mizuki Kawashima, Shun Yonehara 

(National Institute of Technology, Kitakyushu College, Japan) 
 

In this study, we focus on extending the operational time of home service robots by 

offloading intellectual processing to circuit devices such as Field Programmable Gate 

Arrays (FPGAs), which in turn reduces power consumption. The core of our 

approach involves developing a method for implementing intellectual processing on 

FPGAs, coupled with a dynamic circuit reconfiguration technique. This enables the 

FPGA to adaptively respond to frequent task changes. We present: (a) methods for 

transitioning circuits from a robot's control computer to FPGA in response to varying 

tasks, and (b) an evaluation of the effectiveness of using FPGA to extend operational 

time under these rapidly changing task conditions. 

 

 

OS16 Industrial Artificial Intelligence Robotics (4) 

Chair Eiji Hayashi (Kyushu Institute of Technology, Japan) 
 

OS16-1 A Research on Performance Information Editing Support System for Automatic Piano 
Yoshiki Hori, Eiji Hayashi (Kyushu Institute of Technology, Japan) 

 

In 1996, Hayashi et al. from our laboratory developed an automatic piano playing 

device that requires data with nuances for each note to perform in a human-like piano 

playing. However, this device lacks the function to infer such nuanced data. 

Therefore, prior research focused on developing a system to infer data with nuances 

for each note. Yet, this system required manual inference, consuming a significant 

amount of time. In this study, we have constructed a system capable of automatically 

performing inference using deep learning. This system not only improves the 

accuracy of piano playing inference but also contributes to the efficiency of the 

inference process. 
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OS16-2 Development of Autonomous Mobile Field Robots – Accuracy Verification of Self-

Localization through Simulation - 
Takamasa Hayashi1, Shintaro Ogawa1, Yuto Okawachi1, Tan Chi Jie1, Janthori Titan1, Ayumu Tominaga2,  

Eiji Hayashi1, Satoko Seino3  

(1Kyushu Institute of Technology, Japan) (2National Institute of Technology (Kitakyushu College), Japan),  

(3Kyushu University, Japan) 
 

In recent years, the increase in marine debris has become a significant challenge in 

terms of its collection. Costal debris, a type of marine debris, can be collected by human 

hands, but the variety in shapes, types, and sizes presents limitations to human-only 

collection efforts. To address this, I focused on developing an autonomous mobile robot, 

establishing a simulation environment was considered crucial for facilitating smooth 

progress. This paper focuses on self-localization, an essential aspect for autonomous 

movement. We replicated an actual coastal cleaning site within the simulation 

environment and evaluated the accuracy of self-localization using an EKF (Extended 

Kalman Filter) with multiple sensors. 

 

 

OS16-3 Development of AR System for Grasping String Foods on Introduction of Industrial 

Robot 
Yoshihiro Koyama, Eiji Hayashi (Kyushu Institute of Technology, Japan), Akira Kawaguchi (The City 

College of New York of The City University of New York, United States of America) 
 

In recent years, the food service industry has been facing a labor shortage. However, 

the introduction of industrial robots is not easy due to the high cost of equipment and 

system integration. Therefore, we are developing an Augmented Reality (AR) 

application for the purpose of introducing robots to small and medium-sized companies. 

By using this application to perform tasks necessary for introducing robots, such as 

teaching, cost reductions can be expected when introducing industrial robots. In a 

previous study, an AR-based grasping and serving simulation system was developed for 

solidified foods such as fried chicken and rice balls. In this study, we focused on string-

shaped food items such as spaghetti, and attempted to develop an AR system for 

grasping and serving a string-shaped object by controlling a gripper.  

 

 

OS16-4 An Image Analysis of Coastal Debris Detection -Detection of microplastics using deep  

learning 
Yuto Okawachi1, Ayumu Tominaga2, Shintaro Ogawa1, Takamasa Hayashi1, Tan Chi Jie1, Janthori Titan1,  

Eiji Hayashi1, Satoko Seino3  

(1Kyushu Institute of Technology, Japan) (2National Institute of Technology (Kitakyushu College), Japan) 

(3Kyushu University, Japan) 
 

To address the issue of litter drifting ashore, this study developed a deep learning-based 

microplastic detection system. The system employed yolov7 as its deep learning 

network, complemented by SAHI (Slicing Aided Hyper Inference) as an additional 

vision library. yolov7 is renowned for its efficacy in real-time object detection. Our 

experimental framework involved four tests, utilizing two variations of yolov7 - the 

standard model and yolov7-e6e - in conjunction with SAHI. The effectiveness of each 

test was quantified using metrics such as Intersection over Union (IoU), Precision, 

Recall, F-measure, and Detection Time in seconds. For our dataset, we gathered images 

from actual cleanup locations, such as Hokuto Mizukumi Park. The model's 

discriminator underwent 700 training iterations, with a learning rate set at 0.001. 
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OS17 Electronics and Kansei Engineering Based on ETT theory (5) 

Chair: Tetsuo Hattori (Kagawa University, Hiroshima Institute of Technology, Japan) 

Co-Chair: Yusuke Kawakami (NIT (Kagawa College), Japan) 
 

OS17-1 A High-Speed Estimation Method of Parameters in Impulse Response 
Toshiki Tanaka, Ivan Tanev (Doshisha University, Japan), Tetsuo Hattori (Kagawa University, Japan) 

 

This paper proposes a high-speed parameters estimation method for compartment 

model where output function is described by the convolution between input function 

and impulse response, which is like a time-invariant linear system. The proposed 

method uses linear regression analysis based on equations that can be obtained from 

the differentiation of convolution (DOC). In this paper, taking the parameters 

estimation problem of PET (Positron Emission Tomography) inspection system and 

RLC series electrical circuit for examples, we show that the method can estimate 

parameters in those impulse responses.  

 

 

OS17-2 A Consideration on Amplification Function in BJT Evers-Moll Model and PTT (I)  

---- V-I Characteristics ---- 
Shimon Hattori, Osamu Matoba (Kobe University, Japan), Tetsuo Hattori (Kagawa University, Japan),  

Toshiki Tanaka (Kinkei System, Japan), Yusuke Kawakami (NIT (Kagawa College), Japan) 
 

In 1989, the notion of PTT (Photon Transport Transistor) has been proposed by B.J. 

Van Zeghbroeck et al., at IBM Research Center at that time. PTT is an optical coupling 

device of light emitting diode (LED) or laser diode and light receiving diode (Photo 

Diode, PD) where the carrier of the base layer is light (Photon) only. Later in 1996, W. 

N. Cheung and Paul J. Edwards have shown that PTT can be a very low noise amplifier 

in a positive feedback circuit, based on theoretical calculations of the noise figure. In 

this paper we consider the amplification principle showing the VI characteristics of the 

PTT and bipolar junction transistor (BJT). 
 

 

OS17-3 A Consideration on Amplification Function in BJT Evers-Moll Model and PTT (II)  

---- H Parameters in the Small Signal Amplifier Circuit---- 
Shimon Hattori, Osamu Matoba (Kobe University, Japan), Tetsuo Hattori (Kagawa University, Japan), 

Toshiki Tanaka (Kinkei System, Japan), Yusuke Kawakami (NIT (Kagawa College), Japan) 
 

The notion of PTT (Photon Transport Transistor) has been proposed in 1989 as an 

optical coupling device of light emitting diode (LED) or laser diode and light receiving 

diode (Photo Diode, PD), where the carrier of the base layer is light (Photon) only. In 

this paper we consider the amplification principle of the PTT and BJT (bipolar junction 

transistor), by illustrating those h parameters of equivalent small signal amplifier 

circuit. Moreover, this paper also discusses the similarities and differences between 

PTT and BJT, based on the derived h parameters. 

 

 

OS17-4 Color Image Arrangement Using Histogram Matching 
Yusuke Kawakami (NIT (Kagawa College), Japan), Tetsuo Hattori (Kagawa University, Japan), 

R.P.C. Janaka Rajapakse (Tainan National University of the Arts, Taiwan (R.O.C.)) 
 

For the arrangement processing of image using its histogram, we previously have 

presented a Histogram Matching method based on Gaussian Distribution (HMGD). 

However, in the case where the brightness histogram of input image has multiple peaks, 

the HMGD processing does not always bring good results. In this paper, we present an 

improved histogram matching method using the reference histogram that is made by 

appropriate moving average processing over the histogram of input image. Also in this 

paper, we show the experimental results. 
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OS17-5 Methodology for Creativity Oriented STEM Education Based on ETT Theory 
Tetsuo Hattori, Toshihiro Hayashi, Mai Hattori, Yoshiro Imai (Kagawa University, Japan),  

Asako Ohno (Osaka Sangyo University, Japan), Takeshi Tanaka (Hiroshima Institute of Technology, Japan) 
 

Recently, the necessity of integrated and comprehensive methodology for STEM 

(Science, Technology, Engineering and Mathematics) education is growing. In this 

paper, we propose an educational methodology utilizing the viewpoint of Equivalent 

Transformation Thinking (ETT) theory which has been proposed by Dr. Kikuya 

Ichikawa in 1955 as a principle of creativity. Especially, we show that the viewpoint is 

very useful not only for new technology invention but also for STEM Education in the 

sense that it deepens insights of the contents to be learned, motivates students to study 

further, and inspires their creativity. 

 

 

OS18 Computer and Information Engineering (12) 

Chair Norrima Mokhtar (University of Malaya, Malaysia) 

Co-Chair Heshalini Rajagopal (UCSI University, Malaysia) 
 

OS18-1 Efficient Campus Shuttle Tracking and Management Mobile Application for College  

Campus 
Andrea Tantay Gonzales1, Kavitha Thamadharan1, Neesha Jothi2 

(1 INTI International College Penang, Malaysia) (2UCSI University, Malaysia)  
 

Shuttle Stalk, a Real-Time Campus Shuttle Booking and Tracking System was a 

proposed solution which enables the students to register for the shuttle service through 

the mobile application, reducing the administrative burden and to track its current 

location in real-time, allowing them to plan their journeys more effectively. The 

application developed serves as a comprehensive solution for both students and 

administrators, providing real-time shuttle tracking and streamlined management 

capabilities. 

 

 

OS18-2 GCN Analysis of Task-Based fMRI Data for Diagnosis of Schizophrenia 
Tejaswini Thota1, Reuben Stephen John1, Dr R Dhanush1, Dr Amutha S1 

(1Vellore Institute of Technology, India) 
 

This study focuses on schizophrenia, characterized by distorted reality and delusions. 

We propose utilizing a Graph Convolutional Network (GCN) model on a task-based 

fMRI data to differentiate schizophrenia instances, with and without auditory 

hallucinations, utilizing healthy participants for comparison. Various node embedding 

algorithms are compared to extract structural properties, and statistical features for 

differentiation. The study focuses on identifying specific auditory stimuli that 

significantly differentiate individuals. Model validation deploys k-fold stratified 

crossvalidation, with evaluation metrics, including accuracy, precision, recall, F1 

macro, and MCC guide the assessment of the GCN model. 
 

 

OS18-3 AR-Based Application for Campus Navigation 
Renuka Devi Rajagopal1, Akshay S1, Manoj Rathinam1, Shakthi B1, Heshalini Rajagopal2 

(1Vellore Institute of Technology, India) (2UCSI University, Malaysia)  
 

The "Campus Navigator" is an innovative augmented reality (AR) application designed 

for seamless campus navigation. It combines geolocation technology, QR code 

recognition, and predefined geospatial anchors to transition users from outdoor to indoor 

spaces. Augmented reality overlays provide real-time wayfinding guidance, eliminating 

the need for traditional maps. The user-centric design and user feedback integration 

enhance accessibility and user satisfaction. Real-world testing demonstrates promising 

performance, accuracy, and user engagement. The Campus Navigator transforms campus 

navigation, with potential for broader applications.  
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OS18-4 Development of Robotic Assistant for Health Care Sector with A Special Focus to Aid 

the Geriartric Patients  
Narayanan Ganesh (Vellore Institute of Technology, India) 

 

Human manual efforts in their day-to-day tasks are reduced by robotic helpers. This 

paper analyzes the robot created to assist the aged people. The created robot can be 

controlled by voice commands with its own inbuilt microphone to pick up human speech 

orders. This robot can do a variety of movements, turns, grab operations, move an object 

from one location to another. Personal assistant robot is built using Microcontrollers. The 

results reveal that the developed robot will be one of the best companions for the geriatric 

patients and will be an alternate solution will make a new mark in the health care sector. 
 

 

OS18-5 Development of a Desktop Application Restaurant Management System 
Gabriela Maria Ancilla, Heshalini Rajagopa, Ismail Ahmed Al-Qasem Al-Hadi (UCSI University, Malaysia) 

 

The number of restaurants has grown rapidly around the world, the awareness of 

managing it efficiently has increased. This necessity yields the idea to invent a restaurant 

management system (RMS). This RMS will bring several benefits such as greater 

management of a restaurant, reduced resources cost, raise profit, and time-saving by 

allowing the admin to manage the restaurant easily through the functionality provided in 

the system. The provided features include adding, updating, and deleting information, 

stock calculation and auto re-order stock items, ingredients management, and finance 

calculation. 

 

 

OS18-6 Face Recognition based on Attendance System 
Koh Pei Cong 1, Heshalini Rajagopal1, Ghassan Saleh1, Norrima Mokthar2 

(1UCSI University, Malaysia) (2University of Malaya, Malaysia)  
 

The use of face recognition technology for attendance tracking has grown popular in 

recent years. Hence, the main goal of this project is to produce an accurate, fast, and robust 

face recognition based on an attendance system. The system detects the user’s unique 

features, understand the identity of the user through face recognition technology, and thus 

records the attendance from the face recognition dataset to the user that matches the user, 

in an attempt to help the user automatically check in with real-time attendance date. The 

system includes features such as face detection, face recognition, distance estimation, and 

attendance recording. 

 

 

OS18-7 U-Reserve: Development of a Facility Reservation System for UCSI University 

Esther Chong Jun Lynn1, Neesha Jothi1, Ismail Ahmed1 (1UCSI University, Malaysia) 
 

In today's technology-driven era, there is a growing emphasis on efficient and convenient 

methods to enhance user satisfaction. UCSI University, Kuala Lumpur, currently employs 

a manual facility reservation system that requires in-person or email submissions. This 

outdated approach often results in double booking and underutilization of resources. 

Therefore, this project aims to develop a web-based facility reservation system named U-

Reserve. This system is developed by HTML, CSS, JS, JSP, Servlet, and MySQL, 

focusing on colour tone and font type. These considerations are vital in providing an 

improved user experience. With U-Reserve, not only the reservation requests and 

cancellations being streamlined, but informed decisions regarding facility management 

can also be made by a data-driven dashboard.  
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OS18-8 The Smart Document Processing with Artificial Intelligence 

Raenu Kolandaisamy1, Heshalini Rajagopal1, Indraah K2, Glaret Shirley Sinnappan3  

(1UCSI University, Malaysia) (2University Utara Malaysia, Malaysia) 

 (3Tunku Abdul Rahman University, Malaysia) 
 

This study focuses on the challenges and potential for Intelligent Document Processing 

(IDP) with Artificial Intelligence (AI) to manage unstructured data. A large amount of data 

in many different forms, such as information from the IoT, cybersecurity and more are 

produced during this modern Digital Age which has been widely distributed through a 

wide range of unformatted formats. IDP utilizes AI technologies like Machine Learning 

(ML), Natural Language Processing (NLP), and Computer Vision (CV), with the aim of 

converting unstructured data into structured, usable information. The IDP, are explored 

in the findings and discussion section that emphasizes its capability to automatically 

perform redundant tasks, reduce operating costs as well as improve employee 

productivity.   

  

 

OS18-9 Digital Security Challenges Faced by Business Organizations 

Raenu Kolandaisamy1, Heshalini Rajagopal1, Indraah K2, Glaret Shirley Sinnappan3  

(1UCSI University, Malaysia) (2University Utara Malaysia, Malaysia) 

 (3Tunku Abdul Rahman University, Malaysia) 
 

Over the decades, the forms of cyber-attacks have evolved from disruption level, 

cybercriminal, followed by cyber espionage and lastly threatening level. Digital security 

has played a significant role in protecting enterprises from any form of cyber-attacks, 

especially in today’s era of digitalization. Aligning with the global effort in emerging the 

concept of Industrial Revolution 4.0 (IR4.0) in organizations, where sensitive data and 

confidential information can be accessed at a fingertip of an employee. This paper 

discusses the difficulties of implementing digital security solutions in an enterprise in 

terms of external potential cyber threats, internal cyber security roadblocks within the 

organization and how Covid-19 pandemic imposed challenges towards cyber security in 

the organizations. 

 

 
 
 

 

OS18-10 The Study on Perception on E-Waste Among the People     

Raenu Kolandaisamy1, Heshalini Rajagopal1, Indraah K2 

(1UCSI University, Malaysia) (2Utara Malaysia, Malaysia) 
 

E-waste is piling up at an alarming rate, which results in our environment's pollution, while 

only a few are being disposed of correctly. This research aims to discover people's 

awareness of e-waste and how to handle it. An online survey was done among 75 

respondents, who were asked about their general knowledge of e-waste. Most respondents 

are aware of the effects of e-waste but lack knowledge on how to tackle them, including 

questions concerning e-waste management and its causes. In conclusion, the general public 

must be educated on e-waste to reduce and dispose of e-waste efficiently and effectively.  
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OS18-11 Emergence of Cybercrimes in Online Social Networks 

Raenu Kolandaisamy1, Heshalini Rajagopal1, Indraah K2  

(1UCSI University, Malaysia) (2University Utara Malaysia, Malaysia) 
 

The rise of social networking websites has been seen in recent years. Everyone will be 

spending most of their time on social networking websites such as Facebook, Instagram 

and Whatsapp. The great advantage that this social networking website offers benefited 

many of the users. It can help people to promote themselves or their business to gain more 

popularity and also customers through these social networking websites. There are many 

cybercrimes that can be identified which are identity theft, hacking, fraud and so on. The 

emergence of cybercrimes has created an awareness so that the users will know what the 

common attacks are and how they can be prevented from being lure and being a victim of 

this attack. This research will discuss about the attacks and how these attacks can be 

prevented by the users. 
 

 

OS18-12 Development of a music recommendation application by using facial emotion 

recognition  

Shengke Xie, Raenu Kolandaisamy, Ghassan Saleh, Heshalini Rajagopal (UCSI University, Malaysia) 
 

Music is an important part of human life and culture, and it can affect people’ s emotions 

and moods. However, choosing music from a large library can be a challenging and time-

consuming task. In this paper, we propose a facial expression recognition-based music 

recommendation system that can recommend suitable music which matches the user’ s 

current mood. The system uses a camera to capture the user’s face and a convolutional 

neural network model which trained facial emotion recognition database to recognize 

seven basic emotions: anger, disgust, fear, happiness, sadness, surprise and neutral. The 

paper contributes to the research of facial emotion recognition and music recommendation 

and provides a convenient way for people to enjoy music.  

 

OS19 Natural Computing (3) 

Chair Marion Oswald (Vienna University of Technology, Austria) 
Co-Chair Yasuhiro Suzuki (Nagoya University, Japan) 
 

OS19 -1 A Model of Reaction-diffusion phenomena with Multiset Processing 
Yasuhiro Suzuki (Nagoya University Japan)  

 

We propose a model of reaction-diffusion phenomena using Abstract Rewriting System on 

Multisets ARMS, which is a model of Multiset Processing. Although proposed model is 

simple, computer simulations confirm that the Turing pattern is generated. 

 

 

OS19-2 Extract tactile qualities from time series data 
Yasuhiro Suzuki (Nagoya University, Japan) 

 

We proposed the Tactile Score to describe time-varying tactile sensation by the time 

variation of vertical force. Tactile quality is essential in hardness/softness, roughness, and 

temperature. Hardness and softness can be extracted from the shape of the Tactile Score. 

Roughness can be extracted from the pattern of hardness and softness. The arbitrary time 

series data can be interpreted as a tactile score by considering the time variation of the 

vertical force, and the hardness and softness are extracted from the time series data 

interpreted as the tactile score. This method can extract different features from 

conventional data science methods. 
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OS19-3 Healthcare applications of vibrotactile stimulation developed by Tactile Score 
Yasuhiro Suzuki, Rie Taniguchi (Nagoya University, Japan) 

 

We constructed a system to convert the tactile score into vibratory tactile sensation. We 

conduct basic biological experiments on electronic tactile stimuli and apply the results to 

medical and healthcare applications. We use two types of electronic tactile stimuli. One is 

direct vibrating tactile stimulation, and the other is airborne vibrating tactile stimulation. 

Verification experiments of this system have confirmed cosmetic effects such as skin 

collagen aggregation, improvement of hypertension and diabetes, and reduction of pain 

and nerve paralysis. In addition, a clinical study was conducted in which patients with 

dementia were exposed to vibrotactile sensation (low-frequency sound) via air vibration 

and an improvement in cognitive function was confirmed. 
 

 

OS20 Advances in Field Robotics and Their Applications (15) 

Chair Kazuo Ishii (Kyushu Institute of Technology) 

Co-Chair Keisuke Watanabe (Tokai University) 
 

OS20-1 Image Collection Experiments of a Handy AUV for Offshore Structure Inspection 
Keisuke Watanabe, Koki Amano, Shingen Urano, Yasutaka Taniguchi, Konosuke Watanabe  

(Tokai University, Japan) 
 

In recent years, in Japan, with the decline in the working population, there has been a 

noticeable shortage of labor at construction sites and offshore operations. On the other 

hand, with the aim of realizing a GX society, it is expected that offshore wind power 

generation platforms will rapidly increase and be deployed offshore. Since it is not easy 

to access offshore platforms, it is necessary to automate equipment inspection work, and 

it is expected that the use of AUVs will be particularly desirable for underwater 

inspection work. The most basic inspection work is assumed to be to collect images of 

underwater structures. Therefore, in this study, we created an AUV and conducted an 

image collection experiment using a pier owned by our university as an example to 

confirm its functionality.  

 

OS20-2 Design of Disassembly-reassembly Type USV for Coral Reef Research 
Keisuke Watanabe, Koki Amano, Gaku Minato, Yasutaka Taniguchi, Konosuke Watanabe   

(Tokai University, Japan) 
 

Researchers are conducting physical surveys by diving and swimming to study the 

effects of microplastics and global warming on coral reefs. The area, time, and water 

depth that can be investigated by diving are extremely limited. In addition, to collect 

microplastics, it is necessary to tow the nets, but chartering a ship is expensive. 

Therefore, the authors are developing a system that simultaneously operates a USV and 

a UUV to simultaneously observe the sea surface and underwater. In this paper, we 

conducted a conceptual design, carried out fluid force measurements, trajectory 

tracking experiments, and image recognition using AI, with the aim of realizing a 

lightweight USV that can be divided during transportation to coral reef areas and 

reassembled on site for operation. 

 

 

OS20-3 Optimization method to improve visual SLAM in dynamic environment 

Yufei Liu, Kazuo Ishii (Kyushu Institute of Technology, Japan) 
 

 Aiming at the problem that the robustness of the classic visual SLAM system is 

greatly affected by dynamic feature points in the environment, a method of eliminating 

dynamic feature points using a target detection algorithm is proposed. Use the target 

detection algorithm YOLOv5 to identify and classify the collected feature points. Then 

remove the extracted dynamic feature points, use the remaining static feature points 

for map construction and positioning, and finally test on the TUM data set. The results 

show that this algorithm effectively improves the positioning accuracy and robustness 

of the visual SLAM system. 
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OS20-4 Design of flexible mechanism for flexible manipulator 

Huang Jiawei, Kazuo Ishii (Kyushu Institute of Technology, Japan) 
 

Based on the study of the kinematic limitations of the rigid manipulator structure and 

the characteristics of the existing flexible manipulator in different categories, this paper 

proposes a structure assumption of flexible manipulator based on the advantages of 

high load of rigid joint and high flexibility of flexible manipulator. This paper designed 

a flexible manipulator structure driven by wires. Using the forward kinematics analysis 

the sport model of the structure. The motion range of the end of the manipulator arm 

and the length changes of the wires were simulated with the movement of the model. 

 

 

OS20-5 Driver Drowsiness Detection Method based on Deep Learning 
Shi Puwei, Kazuo Ishii (Kyushu Institute of Technology, Japan) 

 

Drowsiness driving will pose a serious threat to the lives of drivers and others. 

Determining the state of the driver through face recognition has the advantages of low 

cost and convenience. Therefore, this study deploys the face recognition model to the 

mobile phone, and finally realizes the recognition of the driver's Drowsiness by the 

front camera of the mobile phone. The whole research is divided into three parts. The 

first part is to train the face 68-keypoints recognition model based on the YOLO face 

algorithm. The second part is to deploy the trained model to the mobile phone using 

ONNX and NCNN. The third part is to calculate EAR and MAR using several facial 

key points, and finally complete the recognition of the driver's drowsiness state using 

EAR and MAR. 

 

 

OS20-6 An Analysis of Translational Motion for a Mobile Robot with Line-Symmetric Rollers 

Arrangement 
Kenji Kimura1, Kazuo Ishii2  

(1National Institute of Technology, Matsue College, Japan) (2Kyushu Institute of Technology, Japan) 
 

In fields such as logistics, robots are required to have efficient mobility. There are 

various types of rollers used in mobile robots. Among them, omni-rollers have 

excellent omnidirectional mobility and are easy to control. In this study, mechanism 

kinematics has been proposed that assumes arbitrary changes in the roller arrangement 

position on a circular mechanism and the roller arrangement has been evaluated from 

the viewpoint of speed efficiency. Furthermore, we aim to evaluate the mobility of 

mobile robots by focusing on their translational components. Moreover, we have 

examined the behavior of the area of the area generated by the end point of the robot 

velocity vector and evaluated the velocity efficiency.  

 

 

OS20-7 Development of Teaching Materials for Robot Programming for Junior High School 

Students:Student-Based Educational Activities 

Kenji Kimura, Youta Takano (National Institute of Technology, Matsue College, Japan) 
 

With the extensive use of robots in recent years, an age of co-existence between 

humans and robots is expected to arrive in the future. Therefore, providing robot 

education in the early stages of elementary and junior high school is necessary to 

stimulate students’ interest in robots. Furthermore, educational institutions are 

becoming more active in robot education as a part of their contribution to the local 

community. For elementary school students, a Beauto Racer (Vstone) has been 

adopted as a teaching material for robot education, and teaching materials have been 

developed for teaching line tracing. In this study, we will develop educational 

materials for junior high school students on maze exploration using a Beauto Rover 

(Vstone). The students of NIT, Matsue College took the initiative in this activity. 

The purpose is to improve their teaching skills.   

 

OS20-8 Design and Software Production of Robotics Educational Design for Elementary and 

Junior High School Student 
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Youta Takano, Kenji Kimura (National Institute of Technology, Matsue College, Japan) 
 

The Ministry of Education, Culture, Sports, Science and Technology (MEXT) has been 

promoting cross-curricular learning including STEAM education in its educational 

policy for 2021. The purpose of this study is to have students experience not only 

control engineering but also basic programming techniques, and to have them become 

interested in mathematical subjects in general, which are the basis for control 

engineering. The educational design and accompanying software were designed using 

Beauto Balancer2 (Viston) educational robot and Scratch, a visual programming editor 

developed by the Scratch Foundation. In addition, workshops were conducted and the 

lesson design was evaluated by a questionnaire. 

 

 

OS20-9 Development of visual inspection system for low-reflective material utilizing of a string 

shadow 
Keiji Kamei1, Tomorou Kawahara1, Yoshiyuki Daimaru2  

(1Nishinippon Institute of Technology, Japan) (2Nissan Motor Kyushu, Japan) 
 

Visual inspection of products in manufacturing plant is usually conducted by workers. 

However, that inspection process by workers occasionally happen oversight due to 

careless check, so that automatic visual inspection system is needed from 

manufacturer. Products made of low-reflective material are difficult to inspect by light 

reflection because contours of defect areas are got blurred. To solve this problem, we 

propose to inspect products utilizing of a string shadow. Form our research, a string 

shadow was different between contours of defect area and its of non-defect. On the 

other hand, former research did not success to detect defect area due to determination 

algorithm for defect. In this paper, we apply linear approximation of a string shadow 

to defect detection. From the experimental results, we succeed in detecting defects. 

 

 

OS20-10 Development of IoT-Based Remote Monitoring Module for Greenhouse Environment 

to Facilitate Crop Growth Data Analysis 
Moeko Tominaga, Yasunori Takemura, Junya Era, Wataru Kaishita  

(Nishinippon Institute of Technology, Japan)  

Eiji Mizoe, Tomoyasu Furukawa (Kumamoto Fruit and Vegetable Shippers Association Co. Ltd., Japan) 
 

As the shortage of agricultural workforce becomes a concern, IoT proves effective in 

alleviating labor burdens. Monitoring, storing, and analyzing the growing 

environment, especially for new crops, is crucial for subsequent agricultural cycles. 

However, small farms often face challenges in data collection due to cost constraints, 

particularly with new crops. An agricultural IoT system was developed for small 

farmers, featuring a module for collecting, accumulating, and visualizing time-series 

data from sensors. To demonstrate feasibility, the IoT system was implemented and 

validated by intermittently monitoring banana and coffee growth parameters in a 

Kumamoto greenhouse over two years. Results confirmed that the proposed IoT 

remote monitoring module empowers farmers to monitor crop growth environments. 
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OS20-11 Development greenhouse environment prediction system using IoT data 
Yasunori Takemura, Naoya Nishida, Moeko Tominga (Nishinippon Institute of Technology, Japan) 

 Eiji Mizoe, Tomoyasu Furukawa (Kumamoto Fruit and Vegetable Shippers Association Co. Ltd., Japan) 
 

Currently, the decrease in the working population is a significant problem in agriculture 

in Japan. In addition, the prices of imported vegetables and fruits have been rising due 

to international trade problems such as the weak yen. This study has developed an 

environmental data storage system using IoT to assist the labor force and to understand 

the cultivation data of crops that have not been cultivated in Japan. Using this big data, 

we have constructed and evaluated a forecasting system. In this study, we focus on the 

domestic cultivation of bananas grown in the tropics as the subject to obtain data and 

make predictions. For learning, a system was constructed to infer the next day's 

temperature by time-series analysis, using as input data obtained from the IoT. In this 

paper, we report a comparison of two time series analysis algorithms. 

 

 

OS20-12 The Development of SaaS for Quantifying the Amount of Drifted Debris on the Coast 
Ayumu Tominaga, Ryohei Komori (National Institute of Technology Kitakyushu College, Japan)  

Eiji Hayashi (Kyushu Institute of Technology, Japan) 
 

In the process of collecting drifted debris along a coastal area, it has been required to 

quantify the collection results. This study introduced a Software as a Service (SaaS) 

equipped with image processing capabilities for the detection and identification of 

debris in photographs. The SaaS was developed to facilitate the automated weighing 

of the collected debris. In the beach cleanup event in June 2023, 317 images capturing 

debris found during the coastal cleanup were gathered on a cloud server from 90 

participants via this SaaS. These images were subsequently analyzed by object 

recognition AI executed on a cloud server, leading to the detection and identification 

of 954 instances of debris. This result represents the actual amount of debris collected 

during this cleanup event, and indicates that the achievements of the event were 

quantified via the SaaS. 

 

 

OS20-13 Development of an antagonistic wire-driven joint mechanism capable of rapid motion 

and variable stiffness 
Katsuaki Suzuki!, Yuya Nishida2, Kazuo Ishii2 

(1Kumamoto Industrial Research Institute, Japan, 2Kyushu Institute of Technology, Japan) 
 

The advancement of digital transformation in manufacturing is expected to demand 

novel tasks for industrial machinery unlike before. When adding mechanisms or 

actuators to enhance machine functionality, concerns arise about potential system 

enlargement and increased complexity. The design concept of integrating multiple 

functions into mechanisms using a few actuators and components serves as one means 

to address these issues. We aim to elucidate the structural arrangement capable of 

achieving three functions, including normal motion, rapid motion, and variable 

stiffness, using two electric actuators. In this paper, we introduce a newly devised 

antagonistic wire-driven joint mechanism aimed at improving the variable stiffness 

function within the articulated mechanism we have developed, enabling three 

functionalities. 
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OS20-14 Gakken Hills Interdisciplinary Ekiden Competing with Humans, Animals, and 

Robots 
Takuya Fujinaga1, Moeko Tominaga2, Daigo Katayama3, Kazuo Ishii3 

 (1Fukuoka University, 2Nishinippon Institute of Technology, 3Kyushu Institute of Technology, Japan) 
 

With the advancement of science and technology, the societal implementation of robots 

has been expected. In recent years, the number of robots exiting in human living spaces 

has increased, and interaction between humans and robots has become an important 

issue. The purpose of this study is to propose a future society where humans, animals, 

and robots coexist. We organize relay races, or ekiden in Japanese, where they compete 

together as runners to discuss the future society. The competition rules have been 

established for this ekiden to ensure that each runner can compete fairly. For example, 

an advantage is given to the time of humans, animals, and robots, so that the results are 

the same. This paper explains the competition rules and reports the competition results 

of the 8th race held in 2023. 

 

 

OS20-15 Development of a Low-Cost Underwater Robot for Research and Education 
Takuya Fujinaga (Fukuoka University Japan) 

 

Underwater robots are frequently utilized for underwater observation. When used as 

tools, commercially available underwater robots are sufficient. However, when utilized 

for research, development, or education, the required specifications vary based on the 

purpose, necessitating custom development. Generally, the development of underwater 

robots demands a significant amount of funds, posing a high barrier for research, 

development, and education. The aim of this study is to reduce these barriers, 

facilitating broader implementation of research, development, and education in the 

field of underwater robotics. This paper explains the development requirements, 

process and cost of a low-cost underwater robot designed for a robotics competition 

and discusses key considerations during development. 

 

 

OS21 Human-Machine Interface (3) 

Chair Norrima Mokhtar (University of Malaya, Malaysia) 

Co-Chair Heshalini Rajagopal (UCSI University, Malaysia) 
 

OS21-1 Enhancing Reconnaissance Missions Through Multiple Unmanned Systems in ROS 
Anees ul Husnain1,2, Norrima Mokhtar1, Takao Ito3, Siti Sendari4, Muhammad Farris Kyasudeen5, Muhammad 

Badri M Noor1,6, Heshalini Rajagopal7 

(1 Universiti Malaya, Malaysia), (2 The Islamia University of Bahawalpur, Pakistan) 
(3Hiroshima University, Japan), (4 Universitas Negeri Malang, Indonesia) 

(5 University Technology MARA (UiTM), Malaysia) 
(6 Ifcon Technology Sdn Bhd, Malaysia), (7UCSI University, Malaysia) 

 

The synergistic collaboration between UAVs and UGVs addresses the limitations 

of individual platforms, offering a versatile solution for reconnaissance tasks in 

diverse environments. The proposed system employs ROS as the underlying 

architecture to facilitate seamless communication and coordination among multiple 

UAVs and UGVs. Optimal coverage is ensured through efficient exploration and 

coverage of the reconnaissance area, under by comparing raster-scan, expanding 

spiral and zig-zag area exploration approaches. The article concludes by discussing 

potential extensions, such as the integration of machine learning techniques for 

enhanced autonomy and the scalability of the system for larger-scale missions by 

presenting a ROS-based framework that maximizes the synergy between UAVs and 

UGVs. 
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OS21-2 Illumination Effects on Facial Expression Recognition using Empirical Mode 

Decomposition 
Hashimah Ali1, Wan Khairunizam Wan Ahmad1, Hariharan Muthusamy2, Mohamed Elshaikh1 

(1Universiti Malaysia Perlis, Malaysia) 
(2National Institute of Technology Uttarakhand, India) 

 

Thus, this paper aims to investigate the illumination effects (brightness variations) 

on facial expression recognition using empirical mode decomposition 

reconstruction techniques. In this framework, firstly, the noisy facial expression 

images were simulated with the illumination effects using different brightness 

levels of 30%, 40%, 50%, 60%, and 70%. Then, the EMD will decompose the noisy 

facial expression images into a small set of intrinsic mode functions (IMF), namely 

IMF1, IMF2, IMF3, and residue. Based on property held by EMD, the signals are 

decomposed into several IMF components, each with a different time scale. 

Because the last several IMFs represent the majority of illumination effects, various 

reconstruction techniques for IMFs have been investigated at various brightness 

levels. Feature reduction techniques Principal component analysis (PCA) and linear 

discriminant analysis (LDA) have been employed to reduce the high-dimensional 

space of IMF features into low-dimensional IMF features. The reduced IMF 

reconstructions were then used as input to the k-nearest neighbour classifier to 

recognise the seven facial expressions. A series of experiments have been 

conducted on the JAFEE database using various reconstruction IMFs together with 

PCA plus LDA. Based on the results obtained, the reconstruction of IMF1 + IMF2 

+ IMF3 shows the highest accuracy in high illumination conditions, which is 

99.06%.  

 

 

OS21-3 Supercontinuum Generation Pump By a Molydenum Disulfide Based Soliton Mode-

Locked Fiber Laser 
Aeryn D. Ahmad1, Norrima Mokhtar1, Hamzah Arof1, Sulaiman Wadi harun1, Ahmad Haziq Aiman Rosol2 

(1Universiti Malaya, Malaysia), (2MJIIT, UTM, Malaysia) 

 
In this work, a highly stable soliton mode-locked Erbium-doped fiber laser (EDFL) 

is passively obtained using a molybdenum disulfide (MoS2) thin film as a saturable 

absorber (SA). The MoS2 thin film obtained via electrochemical deposition 

technique is integrated into an EDFL cavity to generate mode-locked pulses 

operating at 1.88 MHz with a pulse duration of 3.03 ps. Supercontinuum (SC) light 

is generated using the proposed soliton mode pulses operating at 1560.4 nm as they 

are injected into a 100 m long highly nonlinear photonic crystal fiber (HN-PCF) 

after it is amplified to the output power of 17.8 dBm. The SC light operates in a 

wavelength range starting from 1360 nm to more than 1750 nm with the intensity 

above -35 dBm. The proposed supercontinuum laser can be seen as a promising 

light source for metrology and sensing applications. 
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OS22 Mathematical Informatics (8) 

Chair Takao Ito (Hiroshima University, Japan) 

Co-Chair Makoto Sakamoto (University of Miyazaki, Japan) 
 

OS22-1 Adsorption Behavior of Arsenic and Selenium using NiZn Hydroxy Double Salts with 

Acetate, Chloride, Nitrate, and Sulfate Anions 
Kaoru Ohe, Ryosuke Tabuchi, Tatsuya Oshima (University of Miyazaki, Japan) 

 

Arsenic(As) and selenium(Se) has become an increasingly serious water contamination 

worldwide, so the development of adsorbents to improve the adsorption performance 

of As and Se is desired. In this study, hydroxy double salt NiZn-AcO, -Cl, -NO3, and -

SO4, with acetate, chloride, nitrate, and sulfate anions between layers and the 

adsorption behavior of As and Se was investigated. The Langmuir isotherm model, 

characteristic of monolayer adsorption, fit the data best with R2 >0.94. The adsorption 

capacity(qmax) of As(V) by NiZn-Cl was about twice that of the other adsorbents. The 

qmax of Se(IV) by NiZn-AcO, NiZn-Cl, and NiZn-NO3 was almost the same value as 

that of Se(VI) and 1.4-1.7 times larger than that of NiZn-SO4. The prepared adsorbent 

was confirmed to be useful for the removal of As and Se.  

 

OS22-2 Parallel acoustic analysis based on the domain decomposition method with higher-order 

element 
Amane Takei1, Makoto Sakamoto1, Akihiro Kudo2 

(1University of Miyazaki, Japan) (2National Institute of Technology, Tomakomai Collage, Japan)  
 

Numerical analysis approaches, such as the finite element method, are widely used for 

the estimation of the sound field in architectural spaces. Large-scale analyses, using 

numerical models with over 10 trillion elements, are required for the analysis of a large 

space such as a concert hall with higher-frequency bands. Large spaces are often 

limited to low-frequency analysis. In this study, the number of elements is reduced by 

wave acoustic analysis using higher-order elements. Based on the results using higher-

order elements, it is shown that it is possible to analyze a real environment model such 

as a live music club and a concert hall. 

 

                                                                    
  

 

(a)  Visualization results (X-Y) 

 

 

 

 

         (b)  Visualization results 

(X-Z) 

         Fig.1 Numerical result 

using concert hall model  

 

OS22-3 Sound field evaluation on the acoustical experiment using non-steady state analysis 
Akihiro Kudo1, Makoto Sakamoto2, Amane Takei2 

(1National Institute of Technology, Tomakomai College, Japan) (2 University of Miyazaki, Japan)  
 

Identifying acoustic effects of sound waves emitted by a sound source on the listener 

is important for understanding the localization of sound as perceived by the listener. In 

this presentation, we will analyze the effect of the presence of a chair on the 

psychoacoustic effect using a practical model simulating a psychoacoustic experiment 

consisting of a loudspeaker, a listener, and a chair. Non-steady state analysis is required 

to analyze changes in acoustic effects over time. To analyze the interference of sound 

waves in the vicinity of the listener, a short Gaussian pulse-like solitary wave is set up 

on the loudspeaker's vibrating surface. Since sound waves in the audible band are used 

for these simulations, a mesh size of less than 25 mm is used. The laboratory is 3m of 

depth and width, and 2.5m of height, which means that the computational whole target 

consists of over 15 million elements. This simulation requires a large number of 

calculations, so a parallel computing method with ADVENTURE_Sound that is an 

open-source software for sound simulation, is used to run the simulation. From the 

simulation results of the non-stationary analysis and consider the effect of the presence 

of the chair on the sound image localization. 

 
Fig.1 Example of results 

of non-steady state 

analysis with gaussian 

pulse  
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OS22-4 A DeepInsight method with Morphological Analysis 

Toyoaki Tomioka1, Satoshi Ikeda1, Makoto Sakamoto1, Takao Ito2 

(1Faculty of Engineering, University of Miyazaki, Japan) (2Hiroshima University, Japan) 
 

The DeepInsight method is a comprehensive approach aimed at applying convolutional 

neural networks (CNN) to non-image data. This study specifically focuses on using the 

DeepInsight method to forecast stock prices, which involve time series data. To achieve 

this, we employ morphological analysis to extract the necessary word feature for 

predicting stock prices from news articles. Additionally, t-SNE is utilized to reduce the 

dimensionality of the high-dimensional data, transforming it into a more manageable, 

low-dimensional format suitable for stock price prediction. After reducing 

dimensionality in both news text data and stock price time series data using t-SNE, and 

subsequently applying CNN for learning from the transformed representations, 

predictions were made with an accuracy of approximately 60%. 

 

 

OS22-5 Support for Museum Exhibition of Small Fungi using AR Technology 
Kakeru Takemura1, Ota Hamasuna1, Fumito Hamakawa1, Satoshi Ikeda1, Kaoru Ohe1, Amane Takei1,  

Makoto Sakamoto1, Shuichi Kurogi2 

(1University of Miyazaki, Japan) (2Miyazaki Prefectural Museum of Nature and History, Japan) 
 

There are 25 species of bioluminescent fungi that have been confirmed in Japan, and 

12 species have been confirmed in Miyazaki Prefecture. Those fungi are very small. 

Therefore, it is difficult to observe the structure of fungi exhibited in museums with 

the naked eye. The purpose of this research is to display 3DCG models of mushrooms 

using AR (Augmented Reality) technology in order to facilitate observation of these 

small mushrooms exhibited in museums. Two hundred visitors to the museum were 

asked to use the application and complete a survey. In order to measure the ease of 

observation of different app functions and mobile devices used in the survey, we 

divided the respondents into four groups. 
 

 
OS22-6 Automatic Selection of High-Grade Dried Shiitake Mushrooms using Machine Learning 

Ota Hamasuna1, Kakeru Takemura1, Kodai Hasebe1, Fumito Hamakawa1, Bidesh Biswas Biki1, Satoshi 

Ikeda1, Kaoru Ohe1, Amane Takei1, Makoto Sakamoto1, Kazuhide Sugimoto2  

(1University of Miyazaki, Japan) (2SUGIMOTO Co., Ltd. Japan) 
 

SUGIMOTO Co., Ltd. collects dried shiitake mushrooms directly from approximately 

600 producers in Takachiho. Shiitake mushrooms are at their peak in spring and fall, 

and at peak times, more than 1 ton of mushrooms can be brought in each day. However, 

shiitake mushrooms are still sorted manually, and sorting this much requires a lot of 

effort. In this paper, we aim to efficiently determine the quality of shiitake mushrooms 

using image processing and deep learning. 

 

 

OS22-7 Predicting High Volatility Cryptocurrency Prices using Deep Learning 
Tsutomu Ito1, Kodai Hasebe2, Fumito Hamakawa2, Bidesh Biswas Biki2, Satoshi Ikeda2, Amane Takei2, 

Makoto Sakamoto2, Md Riajuliislam3, Sabrina Bari Shital4, Takao Ito5 

(1National Institute of Technology, Ube College, Japan) (2University of Miyazaki, Japan)  

(3TU Dortmund, Germany) (4Daffodil International University, Bangladesh) (5Hiroshima University, Japan) 
 

Even if you want to make a profit from cryptocurrency, you are worried that you will 

lose money, and it is difficult to afford it. There are a vast number of papers that study 

such unpredictable price fluctuations of cryptocurrency. Currently, it is mainstream to 

use deep learning to predict the price of cryptocurrency. The goal of this research is to 

predict the price of cryptocurrency over the long-term using deep learning. The 

algorithms used are LSTM, GRU, and Bi-LSTM. The cryptocurrency targeted are 

Bitcoin, Ethereum, Litecoin, and Cardano. Finally, we will compare it with previous 

research and verify the performance of our model. 
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OS22-8 Simulation of Weathering Representation using Vertex and UV Information 
Tsutomu Ito1, Fumito Hamakawa2, Kodai Hasebe2, Satoshi Ikeda2, Amane Takei2, Makoto Sakamoto2,  

Takao Ito3 (1National Institute of Technology, Ube College, Japan) (2University of Miyazaki, Japan),  

(4Hiroshima University, Japan) 
 

In recent years, three-dimensional computer graphics (3DCG) technology has been 

developed. In addition, a plethora of research have been published on weathering 

representations such as rust and moss for realistic representation. However, when 

outputting simulation results on an image, an enormous number of images are required 

to display different simulation results in a three-dimensional space. In this paper, a 

simulation method using vertex information of a 3D model and simple images is 

proposed. In this method, when the number of vertices is sufficient, the simulation 

result output does not use images, thus reducing the data increase. This figure is one of 

the experimental results. 

. 

 

OS23 Industrial Revolution (5) 

Chair Hazry Desa ( Universiti Malaysia Perlis (UniMAP), Malaysia)  
 

OS23-1 Investigating the Engineering Interventions in the Conservation of Malaysia Heritage 

Structures: A Review on Preserving Historical Edifices Through Advance Civil Engineering 

Techniques 
Muhammad Azizi Azizan, Nurfadzillah Ishak, Hazry Desa (COE-UAS, UniMAP, Malaysia) 

 

This review delves into the realm of Malaysia's heritage conservation, spotlighting the 

transformative impact of advanced artificial robotic aid in civil engineering techniques. 

Through the integration of Fiber-Reinforced Polymers and nanotechnology, historical 

edifices are fortified, seamlessly blending modern engineering with architectural 

elegance. Non-destructive testing (NDT) methods, including ground-penetrating radar 

and Finite Element Analysis (FEA), empower conservationists with deep insights into 

structural intricacies, guiding targeted interventions. In the digital sphere, 3D laser 

scanning captures intricate details, while Virtual Reality (VR) simulations facilitate 

immersive exploration and decision-making. This harmonious fusion of cutting-edge 

engineering ensures the enduring legacy of Malaysia's architectural treasures.  

 

 

OS23-2 Drones and Data: A Comprehensive Exploration of UAVs in Data Mining 
Muhammad Azizi Azizan, Nurfadzillah Ishak, Hazry Desa (UniMAP, Malaysia) 

 

Encapsulates a comprehensive investigation into the symbiotic relationship between 

Unmanned Aerial Vehicles (UAVs) and data mining, as encapsulated in the discourse 

titled "Drones and Data." The technological transitions facilitated by UAVs, 

emphasizing the integration of machine learning algorithms, cloud-based data 

processing, and the collaborative synergy between stakeholders. Therefore, this study 

a glimpse into the intricate web of applications and technological advancements at the 

intersection of UAVs and data mining. It serves as a scholarly guide through the 

evolving landscape of "Drones and Data," UAVs play a central role in unlocking 

unprecedented insights and efficiencies, reshaping the future of data mining.  
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OS23-3 Development of Variable Arm to Control the Manoeuvrability of Quadrotor 
L. Y. Hong, H. Desa and M. A. Azizan (UniMAP, Malaysia)  

M. H. Tanveer (Kennesaw State University, USA)  

 

This paper introduces a variable arm concept for quadrotors, enabling manoeuvrability 

by adjusting arm length. Variations in arm's length impact thrust-generated bending 

moments, tilting and directing quadrotor movement. The main aim is to create a 

quadrotor with adaptable arm length to efficiently control maneuvers, reducing the 

need for extra thrust during flight. The focus is on designing a quadrotor capable of 

extending or retracting its arms. The proposed idea centers on using the variable arm 

to alter bending moments and control manoeuvrability. Testing a quadrotor with this 

adjustable arm showed successful performance in agile manoeuvres. Results confirm 

the variable arm's ability to induce body rotation, effectively regulating quadrotor 

manoeuvrability.  

 

 

OS23-4 Development of IOT-Enabled Smart Water Metering System 
S. D. Wen, H. Desa and M. A. Azizan (UniMAP, Malaysia) 

A. -S. T. Hussain (Al-Kitab University, Iraq) M. H. Tanveer, R. Patan (Kennesaw State University, USA)  
 

This paper presents a smart IoT water meter for automated readings, aiming to create 

both a device and a compatible mobile app. Instead of manual reading, the IoT-

enabled meter, using a camera and CNN, accurately captures data. It utilizes ESP32 

CAM for collection, a laptop as a gateway, and MQTT for transfer. Data is stored in 

Firebase and analyzed via the app. A functional prototype tested in a housing area 

collects data, monitored through the app. The analysis evaluates method suitability, 

offering future improvement recommendations. 

 

 

OS23-5 Object Detection and Instance Segmentation with YOLOV8: Progress and Limitations 
L. J. Lee, H. Desa and M. A. Azizan (UniMAP, Malaysia) 

A. -S. T. Hussain (Al-Kitab University, Iraq) M. H. Tanveer (Kennesaw State University, USA)  
 

This research employs object detection and instance segmentation algorithms to 

distinguish between objects & backgrounds and to interpret the detected objects. The 

YOLOV8 (You Only Look Once) framework and COCO dataset are utilized for 

detecting and interpreting the objects. Additionally, the accuracy of detection, 

segmentation, and interpretation is tested by placing objects at various distances from 

the camera. The algorithm's performance was evaluated, and the results were 

documented. In the experiments, a sample of 11 objects was tested, and 8 of them 

were successfully detected at distances of 45cm, 75cm, 105cm, and 135cm. For 

instance, segmentation, segmentation maps appeared clean when detecting a single 

object but faced challenges when multiple objects overlapped. 
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OS24-Robotics and Intelligent Casting (5) 

Jiwu Wang (Beijing Jiaotong University, China) 
 

OS24-1 A high-performance motion planning method based on asymptotically optimal RRT 
 Tianbin Meng (Beijing Jiaotong University, China), Jiwu Wang (Beijing Jiaotong University, China) 

 

The motion planning algorithm of the robot arm plays an important role in the working 

process of the robot arm, especially in the complex environment, an efficient algorithm 

is more conducive to the robot arm to complete the corresponding planning task. 

Aiming at the problems such as low exploration efficiency and poor planning path in 

the current motion planning task of robotic arm, we propose a distance constraint 

mechanism. Based on 𝐑𝐑𝐓∗ and 𝐈𝐧𝐟𝐨𝐫𝐦𝐞𝐝 − 𝐑𝐑𝐓∗ , the algorithm uses halton 

sequence to generate random points and introduces the current lowest cost path length. 

To avoid useless nodes extension. The simulation results show that the algorithm with 

distance constraint mechanism can improve the exploration efficiency and planning 

quality to some extent. 

 

 

OS24-2 CSM-RRT*: an improved RRT* algorithm based on constrained sampling mechanism 
Hang Yang (Beijing Jiaotong University, China), Jiwu Wang (Beijing Jiaotong University, China), 

Xueqiang Shang (Aero Engine Corporation of China, China) 
 

In this paper,an improved RRT* algorithm(CSM-RRT*) based on constrained sampling 

mechanism is proposed .The entire planning process is divided into two steps: fast 

exploration and optimization of the initial path.Firstly,with the removing of redundant 

nodes and saving of collision nodes by constrained sampling strategy,the number of 

redundant nodes and collision times is reduced which avoids excessive exploration of 

repetitive and collision regions.The target bias strategy is used to reduce unnecessary 

expansion while preserving the node tree's ability to explore unknown regions and 

quickly finding a path connecting the starting and ending points.Subsequently, a 

dynamic sampling region consists of removed redundant nodes and collision nodes is 

formed around initial path .By prioritizing exploration within this dynamic 

region,computational resources can be saved and the asymptotic optimal path can be 

quickly converged from the initial path.Eventually,simulation results presented in 

various obstacle cluttered environments confirm the efficiency of CSM-RRT*.  

 

 

OS24-3 Small Sample Object Detection Based on Improved YOLOv5 
Yuxuan Gao(Beijing Jiaotong University, China),Jiwu Wang(Beijing Jiaotong University, China), Zixin 

Li(Aero Engine Corporation of China) 

 
Object detection is widely used in various production and life, such as mask detection 

and recognition during the epidemic, face recognition with masks. Object detection 

algorithm based on deep learning has always been an important research content and 

implementation method in the field of object detection. Due to the large number of  

lead seals and fuses, their locations are not fixed, the lead seals and fuses have 

difficulties such as few sample datasets, complex target background and easy to be 

blocked, and strong reflective interference, and the conventional image processing 

methods are difficult to solve the problem of effective object recognition. In this study, 

by expanding the datasets, using different data enhancement methods, and training in 

the improved algorithm, the detection accuracy, detection speed, and adaptability were 

effectively improved. 
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OS24-4 Research on Gas Pore Prediction Method Based on Sand Core Characteristic Time 
Xiaolong Wang1, Qihua Wu2, Jiwu Wang1, Jinwu Kang3, Na Li2, Yucheng Sun2 

(1Beijing Jiaotong University, China) (2Weichai Power Co., Ltd. China) (3Tsinghua University, China) 
 

In the production of castings, gas pores are a prevalent defect, particularly in 

components where air-tightness is crucial, such as cylinder blocks and heads. These 

defects primarily arise from the intrusion of gases into the casting during the 

combustion of resin in the sand core. Due to the complexity of the sand core's gas 

evolution and venting process, predicting gas pores using numerical simulation poses 

significant computational and time challenges. This paper introduces a rapid prediction 

method for gas pores based on the characteristic time of the sand core. By setting the 

heat transfer boundaries, initial conditions, and termination criteria for computation, 

the thermal conductivity of the sand core is adjusted. The termination computation time 

is used as the characteristic time of the sand core. This time is then compared with a 

critical characteristic time to predict the distribution of gas pores. As the analysis of 

more sand cores is incorporated, the precision of the critical characteristic time 

improves, leading to more accurate predictions of gas pores in castings. 

 

 

OS24-5 Optimization Analysis of a Deep Learning-Based Model for Predicting Temperature 

Fields in the Solidification Process of Castings 

Yahui Yang, Jiwu Wang (Beijing Jiaotong University, China) Jinwu Kang (Tsinghua University, China) 
 

In the foundry industry, accurate prediction of the temperature field of castings during 

solidification is essential to ensure high product quality and improve productivity. This 

study provides an in-depth investigation of the Unet deep learning model developed 

specifically for this purpose, focusing on the impact of key training parameters such as 

optimiser selection, batch size, number of iterations and loss function selection on the 

prediction performance of the Unet model. The findings provide practical insights on 

how these parameters can be selected and tuned to improve the accuracy and reliability 

of model predictions. The results of this study not only provide new ideas for the practice 

of deep learning applications in the foundry industry, but also help to improve the 

accuracy and efficiency of the production process. 

 

 

OS25 Research Towards the Sustainable Development Goals (SDG’s) (10) 

Chair Ammar A.M. Al Talib (UCSI University, Malaysia) 

Co-Chair Takao Ito (Hiroshima University, Japan) 
 

OS25-1 Portable Green Energy Mobile Laptop Charging Station  

Ammar A. M. Al-Talib1, Rodney Tan1, Ang Aun Jie1, Idayu M. Tahir1, Sarah Atifah Saruchi2, Cik Suhana Bt. 

Hasan1, Amar Rizwan1 

(1UCSI University) (2UMPSA, Malaysia) 
 

Mobile phones and laptop computers require electrical power to recharge 

when the battery is down.. As a result, it would be very useful if a portable 

charging station derived from renewable energy harvesting could be built, so 

that individuals could recharge their phones and laptops whenever needed. 

The objective of this project is to design and develop a green energy mobile 

and laptop charging station that uses wind and solar energy and evaluate 

the performance of the designed station under different working conditions. 

The efficiency of the power generated to charge the station is achieving 95.6% 

for solar charging, which is considered a high efficiency for a renewable 

energy charging station. Based on the analysis of the charging station 

results, it has been proven that it can provide sufficient power and is safe for 

use as a portable mobile laptop charging station. 
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OS25-2 Auto Indoor Hydroponics Plant Growth Chamber 
Ammar A.M. Al-Talib1, Tew Hwa Hui1, Sarah Atifah Saruchi2, Idayu M. Tahir1, Nor Fazilah Binti Abdullah1 

(1UCSI University) (2UMPSA, Malaysia) 
 

The objective of this project is to build an auto indoor hydroponics plant 

growing chamber that has an auto monitoring and controlling system. A 

ESP32 based hydroponics electrical system is built with the attachment of 

hardware components such as temperature and humidity sensor, light 

intensity sensor, water level sensor, and water flow rate sensor. The software 

development of the system is through Arduino IoT Cloud platform, which 

has an overall suitability in terms of features, cost, and user intuitiveness 

for starters. Results have shown that ESP32 can ensure stable power supply.. 

After testing and validation, all of the electrical components are stored in a 

power enclosure box to prevent contact with liquid. In short, the developed 

auto indoor hydroponics plant growth chamber has effectively demonstrated 

the ability in easing the plant cultivation procedure for agricultural 

community. 

 

 

OS25-3 A Design and Fabrication of a Solar Agriculture Water Pumping System 
Ammar A.M. Al-Talib1, Idayu M.Tahir1, Ain Atiqa1 , Amar Rizwan1, Sarah Atifah Saruchi2, Yazan Abu Al 

shaikh1 

(1UCSI University) (2UMPSA, Malaysia) 
 

This study explores the use of a solar driven water pump. PV technology replaces 

conventional electricity and diesel pumps by using solar energy to power DC or AC 

water pumps. The main objective of this study is to design and construct a solar-powered 

agriculture water pumping system and to evaluate its performance. The solar agriculture 

water pumping system used in this project consists of a 40-watt monocrystalline solar 

cell with an efficiency conversion of between 23% – 24%. This can supply power to   

a 16.8 W DC  Flow  Submersible Pump. It could lift the water up to 5m and a flow 

range of 700 Liter/Hour. The system also includes a PWM 30A Solar Charge Controller 

to regulate the input power to a 12V, 7.2A Sealed Rechargeable Battery. Finally, a 20m 

long watering kit with nozzles irrigation system is connected to a 12V DC Submersible 

Pump to water the plants.  

 

 

OS25-4 Design and Performance of a Power Generating Manual Treadmill 
Ammar A. M. Al-Talib1, Sarah Atifah Saruchi2, Cik Suhana Bt. Hasan1, Nor Fazilah Binti Abdullah1, Ain 

Atiqa1, Ahmad Jelban1 

(1UCSI University) (2UMPSA, Malaysia) 
 

Treadmills are one of the most popular training equipment in the gym and at 

home. The working principle of treadmills is by moving the belt with the 

human knee bending, which creates mechanical energy to turn the belt. A 

gear or pulley                        and belt system connects to the generator along the axel line 

of the rolling bars. The power generated by the DC generator is stored in a 

battery pack and could be used to charge phones or other equipment. It has 

been found that treadmills can provide an efficiency of 95% when the DC 

motor is used and 92% when the AC motor is used. The main objective of this 

study is to design and fabricate a powder-generating manual treadmill and 

to analyze the performance of the system under different                               operation conditions. 

 

 

  



 

The 2024 International Conference on Artificial Life and Robotics (ICAROB2024), J:COM HorutoHall, Oita, Japan, 2024 

95 
©ICAROB 2024 ALife Robotics Corp. Ltd. 

OS25-5 Smart Car Jack Using Internet of Things 
Idayu M.T. Noor, Ammar A.M. Al- Talib, Mahmoud E.A. Zeiad, Suhana B.H. Cik, 

(UCSI University, Malaysia) 
 

This paper presents a modified car jack design that is safe, easy to operate, and reduces 

physical effort for lifting and lowering vehicles during automobile repair, especially for 

roadside situations. The study explores the integration of Internet of Things (IoT) 

technology in automotive tools, particularly in the development of smart car jacks. The  

proposed smart car jack offers convenience and enhanced control over vehicle 

maintenance tasks. Comparative analysis between smart car jacks and traditional jacks 

reveals several advantages of the former. Smart jacks demonstrate higher lifting 

capacities and efficiency due to their use of hydraulic systems and advanced motorized 

mechanisms. The most significant differentiator is the integration of technology in smart 

car jacks. Equipped with microcontrollers, sensors, and mobile applications, they offer 

remote control and real-time monitoring features. These technological advancements 

provide users with enhanced convenience and safety, setting smart jacks apart from their 

traditional counterparts. 

 

 

OS25-6 Gas Detection for Biogas System Using Internet-of-Things (IoT) 
Ammar A.M. Al Talib, I.H.W. Yang, Idayu M.T. Noor, Haslija A.B. Ayu, Afifi. Z. Nur Muhammad 

(UCSI University, Malaysia) 

 
The melting of the polar icecaps, rising sea levels, increase in allergies and infectious 

disease outbreaks, those are only a few effects of global warming. Global warming 

remains one of the most detrimental by-products of industrialization. Fossil fuels 

contribute to the majority of greenhouse gases emitted but remain a popular option for 

the generation of energy. An easy fix for this conundrum is to utilize other forms of fuel 

for energy generation which burns cleaner and renewable as opposed to fossil fuels. The 

solution would be to use biomethane generated from waste products which burn cleaner 

and comes from a renewable source. In this paper, an IoT based biogas monitoring 

system for biogas reactors is proposed. An ESP-32 microcontroller system is deployed 

and tested to detect the presence of gas production. A dashboard plotting the data 

obtained from sensors is designed to help user monitor parameters. 

 

 

OS25-7 IoT Based Smart Mushroom Growing Kit 

Ammar A.M. Al- Talib, C.K.J. Ting, Noor Idayu M. Tahir, Ain Atiqa, T.Y. Hui 

(UCSI University, Malaysia) 
 

This project introduces an IoT-based smart mushroom growing kit to meet the rising 

global demand for high-quality mushrooms. Various species of mushrooms can be 

efficiently grown in different environmental conditions with the help of IoT devices that 

enable farmers to regulate the climate condition according to the specific needs of each 

type of mushroom. The kit employs sensors and actuators, including temperature, 

humidity, MQ-135, and ultrasonic sensors, along with an ESP32 camera, controlled by 

a microcontroller. The collected data is transmitted to an IoT platform via Wi-Fi, 

facilitating real-time monitoring and control through a user-friendly dashboard on Blynk 

website and Blynk app. This innovative system optimizes mushroom cultivation by 

adjusting environmental conditions, offering efficiency and profitability. Users can 

remotely monitor and regulate the growth environment through their smartphones, 

enhancing the overall mushroom cultivation experience. 
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OS25-8 Design and Analysis of Artificial Magnetic Conductor for Metal Shielding Applications 

in RFID Car Detection Applications 

Eryana Hussin1,2, Azman Zakariya2, Md. Ashraful Haque2,3, Nur Izzati Ali4 

(1UCSI University) (2UTPSA, Malaysia) (3Daffodil International University, Bangladesh) (4UMP, Malaysia) 

 
This paper presents the design of symmetrical Artificial Magnetic Conductor (AMC) for 

metal shielding in RFID applications. It integrates a simple straight dipole as the RFID 

tag representation, optimizing signal fidelity within metallic environments. Tailored for 

low-frequency RFID use, the multiple-array AMC addresses UHF bandwidth limitations 

by incorporating slots, ensuring a compact design and expanded bandwidth. This 

proposed structure enhances performance of the dipole which includes return loss, 

directivity, and bandwidth. 

 

 

OS25-9 Effect of Fiber Orientation on the Mechanical Performance of Natural Fiber Polymer 

Composite Bicycle Frame using Finite Element Analysis 
Kok Sem Too, Cik Suhana Hassan, Nor Fazilah Abdullah, Ammar Abdulaziz Majeed Al-Talib 

(UCSI University, Malaysia) 

 
In this research, the performance of oil palm empty fruit bunch (OPEFB) fibre-

reinforced epoxy composite with varying fibre orientation and stacking sequence as the 

material for mountain bike frame was studied utilizing ANSYS software. The choice of 

OPEFB fibre was motivated by the fact that the waste by-product of oil palm extraction 

in Malaysia alone might reach 70-80 million tons per year, with 90% of oil palm biomass 

lost as waste. The properties of epoxy OPEFB composite in principal 1, 2, and 3 

directions were calculated using Whitney and Riley estimates. 10 stacking sequences 

and five loading conditions were taken. The results have shown that the fibre orientation 

of epoxy OPEFB composite on the bicycle frame had little effect on the performance 

contrary to the number of plies in the laminate or number of laminates which had major 

effects. 

 

 

OS25-10 Modelling of Short-Circuit Protection for A Residential Grid-Connected BESS 
Kong De Kang, Farah Adilah Jamaludin, Rodney H.G. Tan 

(UCSI University, Malaysia) 

 
This research paper presents the power protection study on a grid-connected Battery 

Energy Storage System (BESS) in a typical Malaysia low-voltage (LV) residential 

network. The BESS model and control algorithm is developed in MATLAB/Simulink 

environment to provide a platform for short circuit fault analysis of BESS. The BESS 

model can charge and discharge its energy with an algorithm-controlled bidirectional 

AC/DC converter. The paper also presents two cases for BESS short circuit.The 

protection level on BESS is also optimized by introducing a time-delay characteristics 

model to coordinate circuit breakers in compliance with standards outlined in IEEE Std 

1375-1998, IEC/EN 60898-2, IEC/EN 60947-2, UL 1077, and CSA 22.2. No.235. As a 

conclusion, BESS was interrupted within stipulated time. In case of internal short circuit 

protection failure, a backup protection will act on isolating BESS from the grid provided 

that the discharged current exceeds system capacity. 

 

 

  



 

The 2024 International Conference on Artificial Life and Robotics (ICAROB2024), J:COM HorutoHall, Oita, Japan, 2024 

97 
©ICAROB 2024 ALife Robotics Corp. Ltd. 

OS26 Navigating the Digital Frontier: Innovations in the Age of Industry Revolution 4.0 (11) 

Chair Wei Hong Lim (UCSI University, Malaysia) 

Co-Chair Takao Ito (Hiroshima University, Japan) 

 

OS26-1 An Intelligent Cargo/Warehouse Management System 
Zhongheng Sun1, Zhou Yue1, Xun Sun1, Wenzhuo Fan1, Wenxuan Zhou1 

(1Fuzou University, China) 

 
This paper presents a low-cost and user-friendly warehouse management system 

developed using Arduino and ESP8266 hardware. The system accurately monitors 

temperature, humidity, and harmful gas concentration, and acts as an intrusion detector in 

a warehouse environment. It also includes functions for managing and detecting goods 

using RFID chips and for automatic delivery using unmanned intelligent vehicles. Data is 

uploaded to a cloud-based relational database in real time. The system provides a cost-

effective and efficient solution for warehouse management.  

 

OS26-2 A Comprehensive Approach to Design and Implement an IoT-Enabled Intelligent 

Shopping Cart System with Obstacle-Aware Navigation and Enhanced Customer Engagement 

for Elevated Consumer Experiences 
Yao Chen1, Jiacheng Du1, Bo Peng1, Ningfei Wang1, Zehan Huang1, Wei Hong Lim2, Sew Sun Tiang2, 

Mastaneh Mokayef2, Chin Hong Wong1 

(1Fuzhou University, China) (2UCSI University, Malaysia) 
 

Supermarket shopping is a universal experience. This project focuses on enhancing this 

experience by designing an intelligent, user-friendly shopping cart and an interactive 

webpage. The cart features include accessing item information, automatic movement, 

and obstacle detection. Users can view their itemized costs and control the cart's 

movements through the webpage. Utilizing an ultrasonic module, the cart autonomously 

navigates and follows specific customers, incorporating automatic barcode scanning for 

product identification. Connectivity is achieved through a WiFi module using the MQTT 

protocol, facilitating server communication. This development exemplifies Internet of 

Things applications, showcasing how internet connectivity can significantly increase 

convenience in everyday activities.  

 

OS26-3 Design of a Four-Port Flexible UWB-MIMO Antenna for Wearable and IoT 

Applications 
Jia Wei Tan, Sew Sun Tiang, Kim Soon Chong, Mohammad Arif Ilyas, Mastaneh Mokayef, Zhi Ying Yeoh, 

Wei Kang Lai, Wei Hong Lim (UCSI University, Malaysia) 
 

This paper introduces a compact, four-port MIMO antenna for ultrawideband (UWB) 

applications, measuring 60×60 mm². Printed on a single-layer flame resistant (FR-4) 

substrate (permittivity 4.3, thickness 1.6mm), the antenna features four microstrip cells, 

each orthogonal to its neighbor for improved isolation. It includes a rectangular patch 

with staircase slits and a stepped feed line. Square stubs at the top center enhance 

isolation. The antenna boasts a significant return loss (-43.75dB), wide impedance 

bandwidth (1.967-12GHz), and isolation below -15dB. Its envelope correction 

coefficient (ECC) is under 0.02 with a moderate 4.4dBi gain. Although its 63% radiation 

efficiency could be enhanced, the antenna's ultrawide bandwidth and compactness make 

it suitable for UWB wearable IoT applications.  
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OS26-4 Investigate Power Efficiency in PLECS and MATLAB Software by Designing USB 5W 

Charger 
Zhi Ying Yeoh, Kim Soon Chong, Sew Sun Tiang, Mohammad Arif Ilyas, Jia Wei Tan, Wei Kang Lai,  

Wei Hong Lim (UCSI University, Malaysia) 

 
In power electronics, accurately assessing simulation tools is key for precise, reliable 

electronic system designs. This study compares MATLAB Simulink and PLECS in 

modeling a 5W USB charger’s power characteristic. The charger, using an AC-DC full 

bridge rectifier and DC-DC flyback topology, delivers a stable 5VDC at 1A. The 

analysis focuses on power efficiency and thermal characteristics, incorporating real-life 

components for detailed insights. Results show PLECS, specialized in power 

electronics, surpasses MATLAB in accuracy and consistency. This research aids in 

understanding simulation tools' effectiveness, guiding engineers and researchers in 

power efficiency evaluations for electronic systems.  

 

OS26-5 Design and Simulation and Performance of Grid Connected Photovoltaic System for 

Small, Tall Building in Malaysia 
Wei Kang Lai, Kim Soon Chong, Sew Sun Tiang, Mohammad Arif Ilyas, Jia Wei Tan, Zhi Ying Yeoh,  

Wei Hong Lim (UCSI University, Malaysia) 
 

In Malaysia's rapidly urbanizing landscape, sustainable energy for small, tall buildings 

is increasingly vital. This study addresses this need through the design, simulation, and 

performance analysis of grid-connected photovoltaic systems tailored for these unique 

structures. Utilizing AutoCAD and PVSyst for design and simulation, the research 

details rooftop array dimensions, PV panel wiring, and system components aligned with 

MS 1837-2018 standards. Results indicate the designed system can save 526.70MWh 

annually, costing RM 339,306.98, with a 9.8% return on investment (ROI) and a 13-

year breakeven point, emphasizing its sustainability and economic viability.  

 

OS26-6 A Design of Dual-Band Coplanar Waveguide (CPW) Printed Antenna for 1.9 - 3.6GHz 

Applications 
Jia Wei Tan, Sew Sun Tiang, Kim Soon Chong, Mohammad Arif Ilyas, Mastaneh Mokayef, Zhi Ying Yeoh, 

Wei Kang Lai, Wei Hong Lim (UCSI University, Malaysia) 

 
A dual-band coplanar waveguide (CPW) printed antenna for IoT application is 

proposed, mounted on a low-profile RT/duroid 5880 substrate with dieletric constant of 

2.2, loss tangent of 0.0009 and a standard height of 0.787mm. This design aims to cover 

the major frequency bands from LTE to Bluetooth/Wi-Fi band/WiMax/Zigbee, 

Extended IMT and 5G whereby the bandwidth range between 1.7 GHz to 3.6 GHz. The 

antenna is miniaturized through the CPW technique and has a rectangular size of 60 x 

30 x 1.187mm3. The design and simulation of the result records a return loss of -

25.12dB, peak gain of 4.23dBi, voltage standing wave ratio (VSWR) close to 1, 

omnidirectional radiation, and current distribution. Radiation efficiency reaches 

approximately 94%, with a total efficiency of 89.4% between 1.9GHz-3.6GHz.  
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OS26-7 Optimized Convolutional Neural Network Towards Effective Wafer Defects 

Classification 
Koon Hian Ang1, Koon Meng Ang1, Chin Hong Wong2,3, Abhishek Sharma4, Chun Kit Ang1, Kim Soon 

Chong1, Sew Sun Tiang1, Wei Hong Lim1 

(1UCSI University, Malaysia) (2Fuzou University, China) (3Maynooth University, Ireland)  

(4Graphic Era Deemed to be University, India) 
 

Semiconductor defect inspection is crucial for yield improvement but is hindered by 

manual inspection's subjectivity and error. This paper employs Convolutional Neural 

Networks (CNNs) for automated wafer defect classification, addressing the challenges 

of time-intensive training and complex hyperparameter tuning. We propose the 

Arithmetic Optimization Algorithm (AOA) to efficiently optimize CNN 

hyperparameters like momentum, initial learning rate, maximum epochs, and L2 

regularization. Our method reduces the trial-and-error in hyperparameter tuning. Using 

the AOA-optimized ResNet-18 model, our simulations show superior performance in 

defect classification compared to the unoptimized model, demonstrating its 

effectiveness and practical potential.  

 

OS26-8 Tackling Photovoltaic (PV) Estimation Challenges: An Innovative AOA Variant for 

Improved Accuracy and Robustness 
Rayan Mohammed Noor Mohammed Bakhit1, Abhishek Sharma2, Tiong Hoo Lim3, Chin Hong Wong4,5, Kim 

Soon Chong1, Li Pan1, Sew Sun Tiang1, Wei Hong Lim1 

(1UCSI University, Malaysia) (2Graphic Era Deemed to be University, India) (3Universiti Teknologi Brunei, 

Brunei Darussalam) (4Fuzou University, China) (5Maynooth University, Ireland)  
 

Optimizing photovoltaic (PV) cell/module modeling is key to advancing solar power 

and achieving net zero carbon goals. Challenges in accurate PV parameter estimation 

arise from environmental variability, aging, and incomplete manufacturer data. 

Traditional Arithmetic Optimization Algorithm (AOA) often struggles with premature 

convergence due to imbalanced exploration and exploitation. This paper presents an 

enhanced AOA variant, incorporating chaotic maps and oppositional-based learning to 

better balance the optimization process. Our extensive simulations show that this 

improved AOA variant significantly enhances accuracy and robustness in PV 

cell/module parameter estimation compared to the conventional method. 

 

 

OS26-9 Deep Learning in Manufacturing: A Focus on Welding Defect Classification with CNNs 
Tin Chang Ting1, Hameedur Rahman2, Tiong Hoo Lim3, Chin Hong Wong4,5, Chun Kit Ang1, Mohamed Khan 

Afthab Ahamed Khan1, Sew Sun Tiang1, Wei Hong Lim1 

(1UCSI University, Malaysia) (2 Air University, Pakistan) (3Universiti Teknologi Brunei, Brunei Darussalam) 

(4Fuzou University, China) (5Maynooth University, Ireland)  
 

Welding is integral to modern manufacturing, yet the complex process often leads to 

defects, impacting the quality of the final product. Recent advances in deep learning, 

particularly Convolutional Neural Networks (CNNs), have shown remarkable results in 

applications like defect recognition. This study evaluated AlexNet, ResNet-18, ResNet-

50, ResNet-101, MobileNet-v2, ShuffleNet, and SqueezeNet for their effectiveness in 

identifying welding defects, using accuracy, precision, sensitivity, specificity, and F-

score as metrics. The dataset covered defects like cracks, lack of penetration, porosity, 

and a no-defect class. Our analysis shows that most of these architectures deliver 

promising results in accuracy, sensitivity, specificity, precision, and F1-score, 

highlighting their potential in defect recognition. 
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OS26-10 Enhancing Global Optimization Performance of Arithmetic Optimization Algorithm 

with a Modified Population Initialization Scheme 
Tin Chang Ting1, Hameedur Rahman2, Meng Choung Chiong1, Mohamed Khan Afthab Ahamed Khan1, Cik 

Suhana Hassan1, Farah Adilah Binti Jamaludin1, Sew Sun Tiang1, Wei Hong Lim1 

(1UCSI University, Malaysia) (2Air University, Pakistan)  
 

Arithmetic Optimization Algorithm (AOA) is widely used to solve global optimization 

problems. However, it often faces premature convergence challenges in complex 

optimization scenarios. A key factor affecting AOA's performance is the solution quality 

of the initial population. The conventional initialization scheme, despite its prevalence, 

lacks reliability in ensuring high-quality solutions due to inherent stochastic processes. 

To address this issue, we propose a modified initialization scheme that improves initial 

population quality by integrating chaotic maps and oppositional-based learning. 

Through extensive simulation studies, we demonstrate that the enhanced AOA, 

equipped with this new initialization scheme, exhibits superior performance in solving 

a range of benchmark functions with improved accuracy.  

 

 

OS26-11 Enhancing Precision Object Detection and Identification for Autonomous Vehicles 

through YOLOv5 Refinement with YOLO-ALPHA 
Guandong Li1, Yanzhe Xie1, Yuhao Lu1, Jingzhen Fan1, Yuankui Huang1, Zongyan Wen1, Wei Hong Lim2, 

Chin Hong Wong1 

(1Maynooth University, Ireland) (2UCSI University, Malaysia)  
 

Advancing swiftly in contemporary society, the rapid growth of autonomous driving 

technology suggests its potential adoption across continents. The realization of fully 

autonomous driving relies on proficiently detecting, classifying, and tracking road 

objects such as pedestrians and vehicles. This research employs the YOLOv5 neural 

network, enhancing it with YOLO-ALPHA. Modifications, encompassing freeze and 

attention mechanisms, serve to refine accuracy and expedite training. Furthermore, 

adjustments to the activation function aim to stabilize precision and recall. The 

integration of a FCN based on semantic segmentation theory contributes to improved 

accuracy in detecting road conditions during autonomous driving. Consequently, this 

enables the successful and highly accurate functionality of automatic identification. 

 

 

OS27 Post-narratological Approaches to Cognition in Humans and Robots (5) 

Chair: Jumpei Ono (Aomori University, Japan) 

Co-Chair: Hiroki Fxyma (Kobe University, Japan) 
 

OS27-1 A Game Framework Based on the Disinformation Warfare in Russo-Ukrainian War 
Jumpei Ono (Aomori University, Japan), Takashi Ogata (Iwate Prefectural University, Japan) 

 

From 2022, when Russia began its invasion of Ukraine, to the present, the number of 

speeches and information directly/indirectly related to Russo-Ukrainian war has 

continued to increase in mass communication venues such as SNS and TV. This study 

proposes a game that simulates the spread of disinformation by focusing on the 

information published by Ukraine as a list of disinformation speakers, especially on the 

topics they talk about. The game is intended to provide players with psychological 

immunity against disinformation through the simulation of disinformation 

dissemination. 
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OS27-2 Comparative Analysis of Eye Tracking between Veteran and Novice during 

Radiological Interpretation 

Yuka Naito, Jun Nakamura (Chuo University, Japan),  

Yoshinobu Ishiwata (Yokohama City University, Japan) 
 

With the development of AI, AI may substitute for physicians in radiological 

interpretations in the future. The purpose of this paper is to identify factors that could 

form the foundation for algorithms enabling AI to explore pathological findings. This 

study focuses on the "angles of gaze trajectory" and conducts a comparative analysis 

between veteran and novice. The results indicate commonalities and variances in the 

angles of gaze trajectory between veteran and novice, particularly around 10, 350, and 

180 degrees. Both Veteran and Novice have a relatively higher frequency of gaze 

movement around 10 and 350 degrees compared to other angles. Veteran has a relatively 

higher frequency of gaze movement around 180 degrees compared to other angles, 

while novice has a relatively lower frequency around 180 degrees. 

 

 

OS27-3 Development of Notification System to Prevent Working Productivity from Declining 

Caused by Increased Carbon Dioxide Concentration 
Yohei Kamoda, Jun Nakamura (Chuo University, Japan) 

 

In association with the change of work style to remote, the home environment should 

be considered in terms of carbon dioxide concentration (CDC) which has negative 

effects on the human body, such as less cognitive abilities. To challenge this problem, 

the author developed an alert system that supports remote workers to be notified of an 

increase in CDC, by combining Raspberry Pi, CDC sensor, and Slack. As a result, the 

developed alert system was able to support the user in keeping the CDC in the room 

below the set threshold. In addition, the system shows that a significant increase in CDC 

can be observed in the room when it comes to insufficient ventilation. 

 

 
OS27-4 Visualization of the Skilled Physician's Gaze Characteristic during Diagnosis 

Taiki Sugimoto, Jun Nakamura (Chuo University, Japan)  

and Yoshinobu Ishiwata (Yokohama City University, Japan) 

 

This study examines gaze movement differences in diagnosis between skilled and 

unskilled physicians, aiming to identify factors influencing diagnostic speed and 

enhance artificial intelligence's diagnostic capabilities. Results reveal that experienced 

physicians, on average, spent 61% less diagnostic time than beginners, covering 49% 

of the gaze distance on the X and Y-axes. (comparison of the cumulative distance of 

gaze on the screen). Despite increased movement on the Z-axis (comparison of the 

scrolling speed of the CT scan results), skilled physicians moved 2-3 times faster, 

effectively narrowing attention and identifying specific areas. 
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OS27-5 Comparative Analysis of Methods for Visualizing the Sensory Experience of Food and 

Beverages 
Hiroki Fxyma (Kobe University, Japan) 

 

This research explores and compares various methodologies employed in the 

visualization of taste experiences associated with food and beverages. The study delves 

into sensory analysis techniques, technological innovations, and artistic 

representations used to convey the complex and subjective nature of flavor. Through a 

comprehensive review of existing literature and practical experimentation, the paper 

evaluates the efficacy of different approaches in capturing and communicating the 

nuanced aspects of taste, aroma, and texture. The findings aim to contribute to the 

advancement of sensory science, culinary arts, and consumer research by providing 

insights into the strengths, limitations, and potential applications of diverse taste 

visualization methods. As the interdisciplinary field of gastronomy continues to 

evolve, this research serves as a valuable resource for professionals, researchers, and 

enthusiasts seeking to enhance our understanding and appreciation of the multisensory 

aspects of food and beverage consumption. 
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GS abstracts 

GS1 Machine learning& Neural Network & Artificial Life (7) 

Chair Hiroki Tamura (University of Miyazaki, Japan) 
 

GS1-1 Deep Learning Based Prediction of Heat Transfer Coefficient Using Spectrogram Images 

from Boiling Sound 

Fuga Mitsuyama, Ren Umeno, Tomohide Yabuki, Tohru Kamiya (Kyushu Institute of Technology, Japan)  

 
Recently, cooling methods based on water boiling have attracted attention as a thermal 

solution for electronic equipment. In this situation, it is necessary to measure Heat 

Transfer Coefficient (HTC) to design more efficient cooling systems. In this paper, we 

propose a method to predict of the HTC from boiling sound data using deep learning 

techniques. Measuring HTC requires a variety of sensors and modifications to the 

equipment, which can be costly. Predicting HTC by sound alone can therefore reduce 

these costs. The accuracy improved by 1.12% compared to the conventional method 

through the development of Convolutional Neural Network (CNN) incorporate 

Convolutional Block Attention Module (CBAM). 

 

 

GS1-2 A Study on Classification of Faulty Motor Sound Using Convolutional Neural Networks 
Jamil Md Shafayet, Praveen Nuwantha Gunaratne, Hiroki Tamura (University of Miyazaki, Japan) 

 

This paper is focused towards determining the use of audio classification methods to 

detect faulty motors by their sound, both with an abnormal noise and noise-free 

scenarios, so that the requirement of human inspection can be reduced in factories. Here, 

the soundwaves of motors, having both normal and faulty mechanical parts were 

acquired using an electronic stethoscope. The audio files were recorded in ‘.wav’ format 

which later split into chunks. Noise reduction is widely used in audio classification tasks. 

Among various available methods, the Autoencoder was implemented for noise 

reduction. Our proposal method is to use various soundwave analysis methods for 

generating features such as in Mel-Frequency Cepstral Coefficient, Mel-spectrogram, 

and Spectrogram, and comparing the resulting accuracy. Convolutional neural networks 

are employed for the purpose of classification. Our proposed method resulted in approx. 

97% accuracy in classifying 2 classes having 93 samples of motors and 2.23% loss in 

noise reduction with autoencoder. 

 

 

GS1-3 Design and Development of a Flexible Active Ankle Joint Orthosis for Locomotion 

Assistance 

Praveen Nuwantha Gunaratne, Hiroki Tamura (University of Miyazaki, Japan)  
 

Active ankle joint orthosis is an artificial wearable device that is closely fitted to the 

human ankle and combines human intelligence and intentions with the powered robot 

joints. However, most of the existing designs have only focused on one degree of 

freedom (DOF) of the ankle joint: namely plantarflexion-dorsiflexion. Alternatively, a 

modular power-assist flexible active ankle orthosis is proposed, addressing 

anthropomorphic architecture of design, and supporting multiple DOFs of ankle for 

locomotion assistance of the physically weak individuals. The proposed ankle joint 

orthosis was designed with the aid of CAD tools followed by fabrication of a working 

model. Electrically powered systems with gear transmissions were adapted to support 

the principal motions during normal Gait. In parallel, the design of the control algorithm 

was carried out based on the EMG signals. The future advancements have been focused 

on developing a novel control method that provides sufficient flexibility to assist a wide 

variety of lower-limb motions. 
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GS1-4 A study on the Real-Time Biomechanical Analysis of Lamber Burden Utilizing 

Stereoscope Cameras 
Taufik Hidayat Soesilo, Praveen Nuwantha Gunaratne, Hiroki Tamura (University of Miyazaki, Japan) 

 

Lamber region is susceptible to strain and stress due to various physical activities and 

occupational task. To study about the lamber burden, researchers have developed many 

tools but most of existing design can only use static imaging or doesn’t provide real-time 

update. Our proposed system records and examines the change of body posture in real 

time by utilizing the capabilities of stereoscope cameras. By using MediaPipe 

algorithms, 2D keypoints representing body joint can be extracted from images. 

Afterward, using the Direct Linear Transform (DLT) the corresponding 3D keypoints 

can be calculated using obtained 2D keypoints. With the 3D keypoints the body angles 

can be computed and used to calculate the wight of the lumbar burden using the digital 

human model software JACK-like calculation. Finally, our proposed system reached to 

its aim to study about lamber burden and adjust the person needs in real-time. 

 

 

GS1-5 Verification of Determination Possibility using Convolutional Autoencoder for Machine 

Tool Abnormality Detection 

Yuta Sumoto, Praveen Nuwantha, Hiroki Tamura (University of Miyazaki, Japan) 
 

The purpose of this research is to clarify the cause of failure and to improve the accuracy 

of abnormality detection by predicting the noise added to the machine tool from the 

results of the convolutional autoencoder. Data obtained from an acceleration sensor 

mounted on the machine tool are reconstructed using a convolutional autoencoder, and 

the average absolute error is calculated. The maximum value of the average absolute 

error of the training data is used as the threshold value for abnormality detection. 

Multiple simulated data with different amplitude values based on a composite sine wave 

with a specific frequency, white noise, and random numbers within a specified amplitude 

value were verified. In this paper, the characteristics of each type of noise and the 

parameters of the optimal model were examined from error rate and error distribution. 

 

 

GS1-6 Basic Research for High-speed Heart Sound Determination using AI 

Riku Nakashima, Praveen Nuwantha Gunaratne, Hiroki Tamura (University of Miyazaki, Japan) 
 

In recent years, many researchers focus on enhancing the current situation of the home 

healthcare system. In this paper, we developed a system that uses AI to quickly determine 

whether auscultation sounds are normal or not. In our analysis, heart sounds were 

imaged, and their abnormalities were identified using machine learning tools. The 

proposal approach uses a YOLO_v7 model based anomaly detection and the Wavelet 

Transform was employed to analyze the acquired heart sound data. Our proposal system 

resulted with an 89% accuracy rate on the basis of 5 seconds of heartbeat data, in various 

recording environments. 

 

 

GS1-7 Prediction of High-Energy Electron Flux at Geosynchronous Orbit using a neural 

network technique  

Ami Iwabu, Kentaro Kitamura (Kyusyu Institute of Technology, Japan)  
 

The radiation belt, where the high-energy particles are predominant in near earth space 

from the low earth orbit (LEO) to the geostationary orbit (GEO), sometimes causes 

satellite malfunction. Therefore, the objective of this study is to predict the high-energy 

electron flux at GEO with the energy above 2 MeV after 24 hours with higher accuracy 

for the safety satellite operation in terms of the space weather science. In this study the 

various kinds of solar wind data from satellite observations and ground geomagnetic 

observation data in 1999 were used for the Recurrent Neural Network (RNN). Prediction 

results were evaluated by the prediction efficiency, which is derived from both predicted 

and actual variation data. As a result, the prediction using combined data of solar wind 

and geomagnetic data shows highest prediction efficiency of 0.72.  
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GS1-8 Image Gradient-based Monocular Visual-Inertial Odometry 
Tae Ihn Kim1. Jae Hyung Jung2, Chan Gook Park2 

(1Hyundai Motor Company, Republic of Korea), (2Seoul National University, Republic of Korea) 
 

This paper presents an image gradient-based monocular visual-inertial odometry (VIO) 

algorithm, using image gradient measurements, robust to illumination change. Our 

proposed algorithm follows the multi-state constraint Kalman filter (MSCKF) 

framework, a sliding windowed extended Kalman filter (EKF). We expand the 

measurements from the reprojected feature locations on the image coordinates to the 

corresponding image gradients in the measurement selection. The iterated EKF and low-

pass pyramid are adapted to reduce the linearization error in the MSCKF measurement 

update process. We verify that our proposed algorithm outperforms both conventional 

indirect and direct MSCKF-based VIO algorithms by evaluating the pose estimation 

performance using a real-world dataset, including illumination change. 

 

 

GS2 Image Processing I (5) 

Chair Yui Tanjo (Kyushu Institute of Technology, Japan) 
 

GS2-1 A Method for Embedding Multiple Photographic Images in a Photographic Image 

Naoki Kouno, Kanya Goto, Toru Hiraoka (University of Nagasaki, Japan) 
 

A method has been proposed for embedding another photographic image (image B) in a 

photographic image (image A).  An image (image A') is generated by embedding 

information of image B in image A, and then an image (image B') is restored by 

extracting information from image A'. The conventional methods can only embed one 

photographic image in one photographic image. Therefore, we extend the conventional 

method and propose a method for embedding multiple photographic images in one 

photographic image. In our method, as more images B are embedding in image A, the 

image quality of image A' deteriorates, but the image quality of images B' dose not 

deteriorate. To verify the effectiveness of our method, experiments using various 

photographic images were performed.  

 

 

GS2-2 Generation of Flowing-Line Images Using Vertical and Horizontal Smoothing Filters 

Karin Kuroki, Toru Hiraoka (University of Nagasaki, Japan) 
 

We propose a non-photorealistic rendering method for automatically generating flowing-

line images from photographic images. Flowing-line images consist of unidirectional 

lines with smooth curves. Our method is executed by an iterative calculation using 

vertical and horizontal smoothing filters. To verify the effectiveness of our method, we 

conducted an experiment using various photographic images to confirm that flowing-

line patterns can be generated on the entire image. Additionally, we conducted an 

experiment to visually examine how flowing-line patterns generated by changing the 

values of the parameters in our method change. 

 

 

GS2-3 Human Motion Recognition from Multiple Directions and Its Gait Cycles Analysis 

Miki Ooba, Yui Tanjo (Kyushu Institute of Technology, Japan) 
 

It is crucial for individuals to keep walking and stay healthy to prevent receiving 

nursing care. This paper proposes a method of recognizing walk motions and 

analyzing the gait cycle of a human focusing on his/her posture. We use 43 structural 

features defined from human joint coordinates obtained using OpenPose and 18 

figural features from human domain images and their difference images. The feature 

vector containing these 61 features is used for the recognition of walk motion by 

Random Forest. In the experiment, we applied the method to recognizing six types 

of motions and analyzed the walk gait cycles of five persons, and obtained 

satisfactory results.   
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GS2-4 A Method of Improving the QOL of the People with Visual Impairment by MY VISION 

Shun Kitazumi, Yui Tanjo (Kyushu Institute of Technology, Japan) 

  

Visually impaired people face several difficulties in indoor activities, such as spending 

excessive time in locating objects. This paper proposes a method for assisting object 

acquisition by detecting desired objects and guiding users to them. The method requests 

a user to express the object he/she wants to acquire verbally and utilizes speech 

recognition to detect the specified object. Subsequently, the system guides in voice the 

user's hand to the location of the desired object. The performance of the method is 

experimentally shown. The method contributes to enhancing the comfort of indoor 

activities of visually impaired and, in this way, improves their quality of life. 

  

 

GS2-5 Human Behavior Segmentation and Recognition Using a Single-camera 

Jing Cao, Yui Tanjo (Kyushu Institute of Technology, Japan) 
 

In recent years, elderly people living alone account for a large proportion of the elderly 

population, and the issue of safety has also been a matter of great concern for the public. 

Considering the importance of monitoring the behavior and activities of the elderly and 

detecting abnormal movements, this paper proposes a method that can segment human 

behavior into each action and identify the action from the videos taken by a single 

camera. It uses features that can represent the shape of the human area in the depth 

direction, as well as the features such as motion direction and speed. The performance 

and effectiveness of the method are verified by experiments. 

 

 

GS3 Image Processing II (3) 

Chair Seiji Ishikawa (Kyushu Institute of Technology, Japan) 
 

GS3-1 Online Classroom Student Engagement Analysis using Enhanced YOLOv5 

Shuai Wang, Abdul Samad Shibghatullah (UCSI University, Malaysia) 
 

The rise of online education has highlighted the urgency of addressing cyberbullying in 

virtual classrooms. This paper presents an innovative method for early cyberbullying 

detection through the analysis of students' engagement and emotional responses in online 

classrooms. The SFER-YOLOv5 model, a fusion of Student Facial Expression 

Recognition and an enhanced YOLOv5 object detection model, introduces key 

optimizations, including Soft NMS for Non-Maximum Suppression, integration of a 

Channel Attention (CA) module, and use of Enhanced Intersection over Union (EIOU) 

as the bounding box regression loss function. This approach proactively identifies 

reduced engagement and emotional irregularities, providing a framework to mitigate 

cyberbullying in online classrooms. 

 

 

GS3-2 A Method of Recognizing Body Movements Based on a Self-viewpoint Video 

Iichirou Moribe, Yui Tanjo (Kyushu Institute of Technology, Japan) 
 

 

  

The most critical human sensory function resides in vision. This study focuses on 

utilizing visual information, specifically self-perspective footage, to identify individual 

movements. Existing researches require third-party filming to recognize body 

movements and states. The proposed method, on the other hand, simply attaches a 

camera to the human head and enables the recognition of the subject's actions. 

Consequently, it becomes easier to monitor daily movements of a human and gather 

his/her data on  body kinetics. This approach would be beneficial in scenarios involving 

individuals engaging in risky behavior or, during a certain emergency, providing valuable 

assistance. 
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GS3-3 Supporting Safe Walk of a Visually Impaired Person at a Station Platform based on MY 

VISION  
Shintaro Yamada, Yui Tanjo, Seiji Ishikawa (Kyushu Institute of Technology, Japan) 

 

 

GS4 Robotics (6) 

Chair Jiwu Wang (Beijing Jiaotong University, China) 
 

GS4-1 Development and evaluation of a learning support robot for vector learning 

Kosei Machida, Shinichi Imai (Tokyo Gakugei University, Japan) 
 

Vectors studied in high school are a new concept that differs from those studied in 

previous scalars. Therefore, it has been pointed out that difficulties arise in the 

conceptual formation of vectors. This study aims to develop a learning support robot that 

can visualize vector information by robot movements, and to acquire vector concepts for 

students through classroom practice using the robot. The robot operates on a piece of 

imitation paper, marking the start and end points and connecting them with arrows to 

visualize the vectors. In a class using the robot, the student predicts the sum of the 

vectors, and the robot confirms it. A questionnaire was administered before and after the 

class. The results revealed significantly higher mean values when comparing the pre- 

and post-assessments. 

 

 

GS4-2 Feasibility Study on Methods to Measure the Strain on Young Children's Bodies. 
Sachiko Kido, Praveen Nuwantha Gunaratne, Hiroki Tamura (University of Miyazaki, Japan) 

 

This paper investigates the effective methods of measuring the burden on the infant's 

body. Initially, the “the burden on the body and the lumbar spine burden are the same” 

was defined. The calculations and comparisons were carried out based on the two 

methods: the AnyBody Modeling System and the smartphone application Yo-bukun (a 

lumbar spine burden measurement application). Videos of a five-year-old girl squatting 

and balancing were filmed, and the lumbar burden was calculated using the AnyBody 

Modelling System. In addition, while the video was being filmed, an iPhone running the 

Yo-bukun lumbar burden measurement application was placed close to the heart in order 

to measure lumbar burden and the amount of burden was calculated. The results were 

compared with the respective average values and validated. 

 

 

  

When individuals with visual impairment go out, public transportation such as trains and 

buses is commonly used. However, many of them experience accidents, such as falling 

from train platforms or tripping due to unexpected contact with other passengers. To 

solve this problem,  we propose method using the MY VISION system which detects 

the obstacle that may pose risks to individuals with visual impairment.  The proposed 

method detects obstacles such as passengers pillars and platform edges at train stations. 

We employ an RGB-D camera for capturing frontal view of a user, use depth images to 

detect the edge of obstacles and level differences, and give warning to the visually 

impaired user based on the distance between him/her and the detected   obstacle. 

Experimental results show satisfactory performance of the method. 
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GS4-3 An Integration of Contact Force Models with Multibody Dynamics Analyses for Human 

Joint Mechanisms and Effects of Viscoelastic Ground Contact 

Shintaro Kasai1, Dondogjamts Batbaatar2, Hiroaki Wagatsuma1  

(1Kyushu Institute of Technology, Japan) (2Mongolian University of Science and Technology, Mongolia) 
 

In human movement and rehabilitation analyses, human joint dynamics is a key to 

consider the incorporation of spring-damper components, flexible bodies and contact 

forces analytically. In the present study, an analytical method for human gaits were 

introduced to integrate those essential elements, and viscoelastic properties of 

musculoskeletal system were modeled with the absolute nodal coordination formula 

(ANCF) method representing flexible body motions. A contact force model simulates 

interactions between different body segments and the environment. The proposed system 

is applied to a slider crank mechanism, demonstrating its capabilities in human joint 

motion analysis using integrated dynamic model within the framework of multibody 

dynamics (MBD), which realizes dynamic/inverse dynamics for human biomechanics. 

 

 

GS4-4 Haptic Sensation Enhancement via the Stochastic Resonance Effect and Its Application 

to Haptic Feedback for Myoelectric Prosthetic Hands 

Yoshitaka Mizumoto, Taro Shibanoki (Okayama University, Japan) 
 

In this paper, we propose a highly realistic haptic feedback method for myoelectric 

prosthetic hands. Although several haptic feedback methods have been studied, this 

study attempts to create realistic sensory feedback through prosthetic hands by not only 

using feedback methods but also by improving the haptic sensation based on the 

stochastic resonance effect. In the experiment, contact information obtained from a 

microphone attached to the fingertip of a prosthetic hand was transferred through a 

vibrotactile stimulator near the elbow socket, and white noise vibration was also applied 

near the elbow socket to verify the improvement of tactile sensitivity of the fingertips. 

The results demonstrated the possibility of transmitting tactile information for 

myoelectric prostheses through sensory enhancement of the user. 

 

 

GS4-5 PID Parameter Tuning of a Low-Cost DC Motor Speed Control for Mobile Robot 

Application 
Munkh-Erdene Ayurzana, Erkhembayar Gankhuyag, Naranbaatar Erdenesuren, Dondogjamts Batbaata 

(Mongolian University of Science and Technology, Mongolia) 
 

Precise control of DC motors is vital for robotics, industrial automation, and 

mechatronics. Traditional PID (Proportional-Integral-Derivative) control methods, while 

widely used, often require offline parameter tuning, which can be time-consuming and 

suboptimal for real-time applications. This paper proposes a GUI (Graphical User 

Interface) based approach for PID tuning of a DC motor model. The proposed method 

utilizes a MATLAB-based parameter estimation model with GUI to continuously 

monitor and update PID controller parameters based on real-time data from the Arduino-

controlled DC motor setup. 

 

 

GS4-6 Reinforcement Learning DDPG Algorithm Based Wheeled Mobility Aid Robot Control 

Methods 
Junkai Li, Mohd Rizon Mohamad Juhari, Tiang Sew Sun (UCSI University, Malaysia) 

 

Ensuring stability and precise trajectory tracking is crucial when employing wheeled 

walker robots to enhance mobility for individuals with limited walking ability. We 

propose a novel trajectory tracking method for wheeled walking robots by combining 

the Deep Deterministic Policy Gradient (DDPG) algorithm in reinforcement learning 

with a Proportional Integral Differential (PID) controller. We verify the effectiveness of 

the research scheme and control strategy through joint simulation experiments. The 

results demonstrate that the DDPG-based PID controller can automatically adjust 

parameters to ensure trajectory accuracy and exhibits a strong anti-interference 

capability. 
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GS5 Applications I (4) 

Chair Jiwu Wang (Beijing Jiaotong University, China) 
 

GS5-1 Unsupervised image registration based on Residual-connected DRMINE for diagnostic  

metastatic bone tumors 
Shogo Baba1, Tohru Kamiya1, Takashi Terasawa2, Takatoshi Aoki2 

(1Kyushu Institute of Technology, Japan), (2University of Occupational and Environmental Health, Japan) 
 

Computed tomography (CT) scans produce more than 100 images in an examination, 

which imposes a significant burden on radiologists and entails a potential risk of 

misdiagnosis. In this study, we focus on the preliminary stage of Computer-Aided 

Diagnosis (CAD) development specialized in bone metastasis extraction, with a 

particular emphasis on rigid registration. We propose a novel rigid registration technique 

by augmenting DRMINE, which estimates mutual information using neural networks, 

with skip connections and normalization. The proposed method was influenced by the 

capture area, but it indicated the potential to provide stable registration as the standard 

deviation decreased for all Full Width at Half Maximum (FWHM). 

 

 

GS5-2 Developing a smart Belt for Monitoring Elderly Activities Based on Multi-Modal Sensors 

Integration and Internet of Things 

Abdul Jalil, Pujianti Wahyuningsih, Najirah Umar, Muhammad Risal, Suwatri Jura, A. Edeth Fuari Anatasya 

(Universitas Handayani Makassar, Indonesia) 
 

This study aims to develop a smart belt for monitoring elderly activities at home based 

on the integration of multi-modal sensors and the Internet of Things (IoT). The multi-

modal sensors used in this study to collect the elderly information are the IMU sensor, 

vibration sensor, push-button, and ESP32 to process the data. Furthermore, the IoT 

framework used to transmit the elderly information data from the smart belt to the 

family’s smartphone is a Blynk. In this study, the smart belt can monitor the elderly 

activities when walking, sitting down, lying down, and sleeping, after that, can give a 

security warning when the smart belt detects the elderly doing abnormal activities. This 

study's results show that the smart belt is effectively used to monitor elderly activities to 

help families when taking care of the elderly at home.  

 

 

GS5-3 A penalized motion detection model for extracting ionospheric echoes from low signal-to-

noise ratio Ionogram video images 

Yuu Hiroshige1, Akiko Fujimoto1, Akihiro Ikeda2, Shuji Abe3, Akimasa Yoshikawa3  

(1Kyushu Institute of Technology, Japan) (2National Institute of Technology, Kagoshima College, Japan)  

(3Kyushu University, Japan) 
 

Measuring the altitude distribution of electron density in the upper atmosphere, known 

as the ionosphere, using High-Frequency radio wave reflections often causes the low 

signal-to-noise ratio of ionospheric echoes due to radio frequency interference. We 

propose a model for converting low-signal-to-noise-ratio ionospheric echo video images 

(Ionogram) into noise-reduced images using image processing techniques, for tracing 

the ionospheric echoes from Ionogram. The proposed method consists of three 

processing parts: noise removal optimized for individual Ionogram images, extraction of 

ionospheric echoes by penalized background subtraction technique, and fine-tuning of 

ionospheric echo signals using a minimum spanning tree algorithm. The proposed model 

successfully reproduces fine Ionograms with 98% recall and 99% precision. 
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GS5-4 Verification Experiments on the Lower Back Burden caused by Posture and Environment 

during Lifting Operations 

Tomoka Kimura, Yutaro Fujino, Sachiko Kido, Praveen Nuwantha Gunaratne, Hiroki Tamura  

(University of Miyazaki, Japan) 
 

One of the measures to prevent back pain is the use of appropriate posture corrections. 

In generally, the Squat method (method of keeping the knees bent and the waist as 

straight as possible) is recommended over the Stoop method (method of keeping the 

knees straight and the waist bent). The results of previous studies using acceleration and 

muscle potentials have shown that the lifting with knees in a kneeling position reduces 

the amount of load born by the lower back. However, few studies discuss the case where 

there is an obstacle between the subject and the object to be lifted and further, the 

scenarios where the object is away from the body's center of gravity. Therefore, this 

research focus on analyzing two types of movements using the AnyBody 

musculoskeletal mechanics analysis software and the Delsys surface EMG and verifying 

the amount of lower back burden when there is an obstacle between the lifting object 

and the subject. This paper presents the verification results. 

 

 

GS6 Applications II (4) 

Chair Masayuki Fujiwara (Kyushu Institute of Technology, Japan) 
 

GS6-1 Development of Smartphone Application for Calculating the Low Back Pain Risk 

Seigo Imura, Praveen Nuwantha, Hiroki Tamura (University of Miyazaki, Japan) 
 

This study primarily relies on a smartphone application, developed within our research 

institute known as Yo-bukun, for the real-time estimation of lumbar burden. The Yo-

bukun is capable of estimating the lumbar burden of a subject (the user) by placing an 

app. installed smartphone in the subject’s chest pocket, while the subject is lifting/ 

relocating an object. The subject's movements are assessed through sensors embedded 

in the smartphone and certain aspects of their physical information initially fed into the 

app. are used in the estimation formula for determining lumbar burden. In the current 

scenario, Yo-bukun lacks the capability to ascertain whether the user is holding an object 

or not; consequently, it can only estimate the lumbar burden for limited cases of a subject 

holding an object. To address such limitations, the proposed system integrates voice 

recognition to facilitate lumbar burden estimation, considering the presence or absence 

of an object. Further, it was incorporated with the capability to recalculate lumbar burden 

after measurements, enabling prospective studies. 

 

 

GS6-2 A Computational Approach for Global Trade Analysis Sensitive to Free Trade Agreement 

Circumstances: A Case Study Focusing on the Great Mekong Subregion 

Ahmad Altaweel1, Bo-Young Lee2, Masayuki Fujiwara1, Jang-Sok Yoon2, Hiroaki Wagatsuma1  

(1Kyushu Institute of Technology, Japan) (2Logistics Revolution Korea, Korea)  
 

In the Global Trade Analysis Project (GTAP), GDP and economic statistical indices can 

be analyzed for forecasting future trends of them in multiple countries by using the GTAP 

database and GEMPACK utilities, which realize the numerical calculation based on the 

concept of Computable General Equilibrium (CGE) models. Even by such well-prepared 

tools with the official database, an appropriate forecasting is still difficult due to the 

sensitivity to Free Trade Agreement (FTA) circumstances. FTA scenarios with a uniform 

tariff reduction can be assumed in general, while an abrupt and unreasonable change 

may occur in the simulation depending on the network structure of trading countries and 

upper and lower bounds of tariffs in the time course. In the present study, we focused on 

the Great Mekong subregion (GMS) and explored possible methods to calculate 

substantially. 
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GS6-3 Trigger circuit design and system integration for simultaneous measurement of human 

EEG, motion, and gaze 

Masayuki Fujiwara1, Phan Hoang Huu Duc1, Laurent Bougrain2, Patrick Hénaff2, Hiroaki Wagatsuma1 

(1Kyushu Institute of Technology, Japan) (2Université de Lorraine, France) 
 

The simultaneous measurement of human EEG, motion, and gaze has the potential to 

lead to the discovery of new scientific insights. In order to achieve these simultaneous 

measurements, it is necessary to manage triggers and time information between 

measurement devices, as well as to correct time offsets. However, the management of 

accurate triggers and time information requires the design of a dedicated circuit board 

and the integration of TTL signal voltage information. In this study, we report on the 

fabrication of a trigger circuit and an experimental system using it to solve these 

problems. We created a home-made trigger circuit board for voltage integration and 

combined it with a commercially available microcomputer to realize an integrated trigger 

circuit and measurement system. 

 

 

GS6-4 Terminal Synergetic Controller for Car’s Active Suspension System Using Dragonfly 

Algorithm 
Tinnakorn Kumsaen1, Sorn Simatrang2, Arsit Boonyaprapasorn3, Thunyaseth Sethaput4  

(1Khon Kaen University, Thailand) (2Nacres Co., Ltd, Thailand) (3Chulachomklao Royal Military Academy, 

Thailand) (4Thammasat University, Thailand) 
 

This research introduces a terminal synergetic controller (TSC) designed for the active 

suspension system of automobiles through the implementation of the dragonfly 

algorithm (DA). The proposed controller aims to enhance the dynamic performance of a 

car's suspension using the DA in tuning the system parameters. The stability of the 

designed controller is proved through the application of Lyapunov stability theory. 

Through iterative optimization processes, the TSC approach seeks to achieve an optimal 

balance between ride comfort and vehicle handling. The simulation results demonstrate 

that the proposed controller enhances convergence properties and alleviates the presence 

of chattering. The results indicate that the proposed approach with the optimal 

parameters provided insights into its potential application in improving the overall 

suspension system. 

 

 

GS7 Applications III (6) 

Chair Kasthuri Subaramaniam (UCSI University, Malaysia) 
 

GS7-1 Rehabilitating Flood-Damaged Cars for Sustainable Car Rental Services: A Web- 

Based System 
Pon Xiao Qi, Abdul Samad Shibghatullah, Kasthuri Subaramaniam (UCSI University, Malaysia) 

 

The web-based system aims to redefine transportation norms by unlocking the potential 

of flood-damaged cars. It seeks to reutilize these cars, providing affordable and 

sustainable transportation options while minimizing landfill waste. The system 

development approach that the researcher used for this system is Rapid Application 

Development (RAD) Model. The reason that the researcher chose this methodology is 

because it enables her to develop the system under limited time while ensuring the 

quality of the system. There is four stages in Rapid Application Development (RAD) 

methodology life cycle, which is requirement planning phase, user design phase, rapid 

construction phase and cutover phase. 

 

 

  



 

The 2024 International Conference on Artificial Life and Robotics (ICAROB2024), J:COM HorutoHall, Oita, Japan, 2024 

112 
©ICAROB 2024 ALife Robotics Corp. Ltd. 

GS7-2 Optimizing E-Invoicing Rollout: Adaptive E-Invoicing Rollout (AER) Framework for 

Navigating Malaysia's Digital Transformation 
Koh Chee Hong, Abdul Samad Shibghatulla (UCSI University, Malaysia) 

 
This study presents the Adaptive E-Invoicing Rollout (AER) Framework, developed to 

guide Malaysia's impending e-Invoicing mandate. It is crafted through a meticulous 

literature review and expert consensus, highlighting crucial variables such as integration 

capability, adoption rate, readiness, and compliance. These elements are central to the 

predictive model, designed to forecast and facilitate successful e-Invoicing 

implementation. The findings from our extensive review and model application confirm 

the framework's effectiveness in diverse business environments, demonstrating its 

adaptability and strategic value. The AER Framework significantly contributes to digital 

finance strategies, providing an innovative, empirically based tool for not only Malaysia 

but also other regions in the globe pursuing digital economic transformations.  

 

 

 
 

GS7-3 App Alert System for Smart Phones  
 Chee Kin Hoe, Kasthuri Subaramaniam, Abdul Samad Shibghatullah (UCSI University, Malaysia) 

 
¥This development is to develop a porotype mobile app that notifies the user to take their 

phones after shutting down the car. This development is being done to gather feedback 

from participants who frequently forget to take their phones such as dementia sufferers, 

careless youngsters and users who park in a dark space. As for the results of the survey, 

it was extensively researched and analyzed to find out the problems and requirements of 

users for the app. For the methodology, after extensive consideration the researcher 

decided to use Modified Waterfall model a derivative from the famous waterfall model. 

The main factors that influenced the decision is the suitability of the methodology, the 

confidence of the researcher to use the methodology and the time constraint to develop 

the app. There are 6 phases in the modified waterfall model which are Requirement 

Analysis, System Design, Implementation, Testing, Deployment and Maintenance. After 

developing the app, the user acceptance test was done to see whether how the general 

public would accept the app. For the result, the app was accepted by most of the 

participants and they would like the researcher to do further development to improve and 

maintain the app. Based on the results of the development the researcher can conclude 

that this app can benefit users in helping them to remember to take their phones from 

their car. Rather than using the old fashion way which is remember to take the phone. 

With this app, user can rest assured as they will be always be reminded to take their 

phones from their car. 

. 

 

GS7-4 Developing Hand Gesture Recognition System in Interpreting American Sign Language 
Kong Seh Chong, Kasthuri Subaramaniam, Ismail Ahmed Al-Qasem Al-H (UCSI University, Malaysia) 

 

This research is going to study and gather more information on the hand gesture 

recognition system in order to bridge the communication between non-signers and 

signers by implementing the sign language into the system. The system may help people 

with physical disabilities such as deaf, mute and etc, to have an efficient and direct 

communication with others without the needs of interpreters. Through the studying of 

the hand gesture recognition system, there are two main frameworks which are OpenCV 

and MediaPipe that hold significant value in the system as it is mostly used in computer 

vision related problem. With this system developed, it can help many signers to avoid 

the problem of indirect interaction and also enable those who want to learn sign language 

by practicing hand gesture through the system. The system development approach that 

the researcher used for this system is Agile Methodology. The reason that the researcher 

chooses this methodology is because the development of this system mostly deals with 

the datasets as well as the accuracy of the detection and recognition of hand gestures. 

Hence, an ability to adapt to changes of agile methodology is needed if there are any 

problems happen in the system. There are seven of the stages in Agile Methodology life 

cycle, which are planning phase, designing phase, implementation phase, testing phase, 

deployment phase, review phase and launch phase. All these seven phases of the Agile 

methodology will be having some deliverables as their output. 

. 
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GS7-5 Miniature Enterprise Resource Planning  

Adim Khalid Aldireejah, Kasthuri Subaramaniam, Ghassan Saleh (UCSI University, Malaysia) 

 
Organizations aim for maximum efficiency, acquiring a competitive edge, and quickly 

completing their goals in today's competitive business environment. The achievement 

of these business objectives depends heavily on enterprise resource planning (ERP). 

ERP is a software program that combines several elements needed for a company's 

administration and operation, spanning several sectors like supply chain management, 

manufacturing, and finance. ERP makes work easier, saves time and money, and gives 

managers operational insights by automating corporate activities within a single 

platform. As a result, ERP has become essential for businesses of all sizes that want to 

advance and maintain their position as industry leaders. This research proposal intends 

to analyze the key traits, implementation concerns, and challenges associated with ERP 

systems while also outlining potential fixes. By creating a convenient and affordable 

mini-ERP solution, the initiative further intends to increase the accessibility of ERP 

systems to small and medium-sized enterprises (SMEs). The study of current ERP 

systems, their development, and their advantages and disadvantages will form the basis 

of the research. It will also investigate the difficulties SMEs have in using common ERP 

solutions. 

 

 

. 

 

GS7-6 Developing Cloud-based Sportswear Website 
Lim Wei Yee, Kasthuri Subaramaniam, Raenu Kolandaisamy (UCSI University, Malaysia) 

 

This research is going to develop a cloud-based sportswear website that can handle high 

volumes of traffic during events or seasonal sales, assist customers in selecting the right 

size for their sportswear, the interface should have options, size charts, fitting 

instructions, and recommendations. A study on the existing system will be conducted, 

design, develop and evaluate on the sportswear website also will be carried out. The 

system development approach used on this website is Rapid Application Development 

(RAD) model. The reason to choose RAD is because this method is time efficient, 

flexibility and adaptability. With RAD, functional software is delivered quickly. We can 

quickly build prototypes, iterate on them, and gather feedback from stakeholders with a 

website project. There are four of the steps in Rapid Application Development (RAD) 

methodology life cycle, which is define the requirements, prototypes, rapid construction 

and feedback gathering, and cutover. 
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Abstract 

The number of labor force is expected to decrease due to the declining birthrate and aging population. Although many 

efforts to solve this social issue using automation technology by robots around the world have been implemented, 

most of the current applications of robots are still repetitive works such as picking and placing in mass production 

lines in factories, and small progress of the application of robots for high-mix low-volume production lines where the 

operations are is frequently changed. In this paper, we discuss the reasons and the potential solutions for autonomous 

control technologies including the AI and deep learning. Moreover, the high-speed working motion of the multi robot 

developed by DENSO will be presented in this paper. 

Keywords: Unmanned Manufacturing, Motion Planning, Deep Neural Networks (DNN), Intelligent robotics 

 

1. Introduction 

The decline in the working-age population due to aging 

is progressing worldwide, becoming a serious social issue. 

In particularly Japan, we have been facing on a severe 

decrease in the working-age population, with estimates 

suggesting a decrease to 52.75 million people (a 29.2% 

decrease from 2021) by 2050 [1]. To address this issue, 

DENSO is actively intensifying its research and 

development efforts in automation technology utilizing 

robots. At DENSO's factories, we aim to achieve fully 

unmanned manufacturing and significantly reduce 

production lead times through the utilization of AI in 

process design for automation by 2035. We are also 

advancing the development of robots for automated 

harvesting of crops in agriculture field and automated 

disassembling of vehicles in the field of circular economy. 

As the utilization of robots advances in various sectors of 

society, such as production and agriculture, our group 

company DENSO WAVE has developed the human-

collaborative robot COBOTTA PRO. COBOTTA PRO is 

a human-collaborative robot that combines the speed 

(2,500mm/s) and precision (repeatability ±0.04mm) 

comparable to industrial robots. It maximizes its 

operation speed when there are no workers nearby and 

minimizes the distance required for deceleration and 

stoppage when a worker approaches, achieving a good 

balance between productivity and safety aspect. 

However, there are still several important issues that 

need to be addressed for further utilization of robots. 

Firstly, one of these issues is related to the design of robot 

movements. The work of teaching and programming for 

robot motion design requires specialized technicians to 

physically operate the robot and refine its movements, 

resulting in significant time and effort when introducing 

robots. Although the cost of the robot itself is becoming 

affordable in the market, it cannot be ignored due to its 

motion design cost when frequent motion changes are 

made in low-volume, high-mix production. The same 

issue arises in scenes such as agriculture field or vehicle 

disassembling outside of factory, where it is difficult to 

fix the motion of robots due to their variability. 

The second issue is related to adapting to changes and 

variations in the workpieces. In the teaching playback 

method commonly used in repetitive tasks in factories, it 

is difficult to manage changes and variations in the 

workpieces, making it challenging to accommodate 

misalignment or stacking of the workpieces. Efforts to 

address these issues have progressed at a practical level 

by utilizing vision systems. The vision system uses 2D or 

3D sensor cameras and recognition algorithms to 

recognize the position and posture of the workpiece and 

the surrounding environment, and the robot system as a 

whole uses this information to generate robot movements 

according to the situation. However, the range of 

workpieces that can be handled is still limited, and the 

recognition capabilities for complex shapes, reflective 

properties, transparent objects, and even indefinite shapes 

are still insufficient. Furthermore, the construction of 

these vision systems requires the actual objects of the 

workpieces for adjustment, which involves significant 

time and effort.    

Additionally, tasks that involve handling flexible 

materials are particularly challenging for robots. The 

tasks such as handling wire harnesses and arranging 

components that undergo significant shape changes due 

1



Tomoaki Ozaki  

©The 2024 International Conference on Artificial Life and Robotics (ICAROB2024), J:COM HorutoHall, Oita, Japan, 2024 

to interactions with the robot and the environment are 

difficult for robots to predict and respond to, making 

them one of the tasks where automation has not yet 

advanced in factories. 

2. Literature Survey 

Efforts to automate teaching are primarily progressing 

through the development of motion planning techniques. 

Motion planning is the technology that automatically 

generates a path connecting the start and end points of 

robot motion. Traditional manual teaching requires 

significant effort to create robot paths that are collision-

free and have the shortest possible motion time. Motion 

planning techniques are predominantly based on the 

sampling-based methods, with Rapidly-exploring 

Random Trees (RRT [2]) being devised and subsequently 

improved upon [3], [4], [5]. Currently, these techniques 

have reached a practical stage where they are 

implemented within robot simulators and used for pre-

verification of motion in simulation environments. 

However, there are issues related to the trade-off between 

computation time and the quality of generated paths, as 

well as the variability in the computation time required 

for path generation. Further technological advancements 

are expected to enable real-time motion generation, 

particularly in complex environments with narrow spaces 

or multiple robots sharing the workspace, where 

computation time significantly increases. One promising 

approach for generating high-quality paths with fast and 

constant computation time is to utilize Deep Neural 

Networks (DNN) as an alternative to traditional 

computation methods. For example, Chi, C., et al. have 

employed diffusion models to acquire DNN models for 

generating robot motion paths, which have demonstrated 

superior performance in terms of discreteness and 

multimodality compared to conventional imitation 

learning [6]. As improvements in learning stability and 

environmental robustness progress, expectations for 

practical implementation are increasing. 

One example of addressing changes and variations in 

work pieces is the utilization of AI in vision systems. The 

Dex-Net (The Dexterity Network [7]) project has 

constructed a large-scale database for object grasping and 

developed models that predict the gropability of given 

objects by training DNN using the database as training 

data. This project utilizes not only real-world data but 

also synthetic point clouds generated from 3D models, 

significantly reducing the cost of creating training data. 

The scalability of both DNN models and training data is 

expected to enhance generalization, leading to improved 

performance for unknown objects. 

 In the Dactyl project by OpenAI, they demonstrate an 

example of acquiring dexterous manipulation skills using 

deep reinforcement learning, where a robot with five 

human-like fingers adeptly manipulates a cube [8]. The 

Deep Learning techniques often require a large amount 

of training data to achieve high performance, which 

presents a challenge for real-world applications. 

However, Dactyl addresses this issue by employing a 

technique called domain randomization, which 

diversifies the physical behavior in the simulation 

environment. By training solely in the simulated space 

with varied physics, it is able to acquire movements that 

can be applied Denso’s in the real world. While the 

current examples in the Dactyl project primarily focus on 

manipulating rigid objects, it is anticipated that similar 

techniques will be explored to extend the acquisition of 

movements for flexible objects in the future. 

3. Research in Denso 

In order to replace robots with more advanced tasks in 

the future, it is essential to have coordination among 

multiple robot arms as a single robot arm has its 

limitations. However, when trying to apply RRT-based 

motion planning to multiple robots, as mentioned earlier, 

the search space expands exponentially with the increase 

in the number of robots, resulting in a significant increase 

in computation time. To address this challenge, we 

incorporated the expertise of skilled teaching engineers 

into the exploration algorithm and effectively constrained 

the search range, significantly reducing computation time 

while maintaining path optimality. Fig. 1 illustrates the 

relationship between the number of controlled robots and 

the computation time required to output the initial 

solutions for the generated paths. With the conventional 

RRT-based method, the computation time exceeded 31 

seconds for two robots, over 32 minutes for three robots, 

and reached more than 87 hours for four robots (estimated 

computation time for four robots). However, with the 

method we developed, the computation time was reduced 

to approximately 0.4 seconds for two robots, 0.7 seconds 

for three robots, and 1.6 seconds for four robots.  

 

Fig. 1. Relationship between computation time and 

number of robots in route generation 

Furthermore, by adding post-processing for path 

optimization, we reduced the robot motion time. Through 

practical verification in actual pick-and-place operations 

(In the environment shown in Fig. 2, we conducted a 

demonstration of placing 75 CDs to three designated 

locations using three robots.), we confirmed a 23.8% 

reduction in robot operation time compared to the results 
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of skilled teaching engineers (The results of skilled 

teaching engineers: 48.9 seconds, Automatic Generation 

by Motion Planning: 37.2 seconds). 

 

2-1. View of the actual machine environment 

 

2-2. Overview of the demonstration environment 

Fig. 2. The demonstration of pick-and-place operations 

with multiple robots 

 Table 1 shows a more detailed comparison. In a multi-

robot operation, the amount of movement (joint 

movement) as well as the degree to which the robot is 

able to operate simultaneously greatly affect its working 

time. When we compared these results, we found that 

there was no significant difference in joint movement 

between the teaching result and the auto-generated result 

(The auto-generated result showed approximately 3.7% 

less movement compared to the teaching result.), but the 

auto-generated result showed a greater improvement of 

over 30% in the simultaneous movement rate compared 

to the teaching result. 

In this development case study, we have shown that we 

can automate advanced teaching tasks that handle 

multiple robots and generate highly optimal paths 

compared to skilled teaching engineers. In the future, we 

intend to make it possible to automatically generate 

placement of robots and peripheral equipment, and 

operation procedures, leading to fully automated start-up 

of equipment. 

 

Table. 1. Comparison of the results of motion 

generation by teaching and automatic generation 

algorithms 

 

1-1. Comparison of joint movement 
 Joint movement [rad] Reduction rate [%] 

 (a) 

Teaching 

method 

(b) 

Proposed 

method 

(Automatic 

generation) 

 

Reduction rate 

from (a) to (b) 

Robot 1 6363.3  6268.7  1.49  

Robot 2 5835.7  5352.7  8.28  

Robot 3 4209.9  4176.7  0.79  

Total 16408.9  15798.1  3.72  
 

 

1-2. Comparison of simultaneous operation rates of 

multiple robots 
 (a) 

Teaching  

method 

(b) 

Proposed 

method 

(Automatic 

generation) 

Improvement 

value 

from (a) to (b) 

Total 

operation 

time [sec] 

48.9 

31.7 - 

Maximum 

possible 

concurrent 

operation 

time [sec] 

46.6 29.3 - 

Actual 

Concurrent 

Operation 

Time [sec] 

28.2 26.8 - 

Rate of 

concurrent 

operation 

[%] 

60.6 91.4 30.8 

 

4. Conclusion 

To expand the applications of robots, the development 

of technology that automatically generates their 

movements is desired. Motion planning is an effective 

technique for automatically generating optimal paths for 

robots to reach their work points. In this paper, we 

introduced examples of automatically generating 

movements, specifically for cases where multiple robots 

operate simultaneously with high motion speed, to 

demonstrate the effectiveness of motion planning. The 

technology for accurately recognizing and manipulating 

the position and orientation of target objects is still under 

active research. We are confident that the advancement 

of deep learning-based techniques will contribute to 

solving these challenges. Unlike language and images, 

the cost of generating large amounts of training data is an 

issue in robot motion. However, by utilizing synthetic 

point clouds generated from 3D models and physical 

simulations, successful examples of robot motion 
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generation applicable to real space are emerging, and 

further performance improvements can be expected. 
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Abstract 

This paper introduces two innovative concepts for variable arms designed for a quadrotor, enabling precise control of 

its movement through manipulation of the bending moment via varying arm lengths. The primary objective of this 

research is to develop and identify the most suitable variable arm configuration that facilitates smooth and stable 

quadrotor movement. The study delves into two concept designs that are well-suited for the quadrotor application. By 

employing a suitable variable arm, the quadrotor's maneuverability can be effectively regulated based on the bending 

moment adjustments made possible by the variable arm. Ultimately, the paper presents the design and performance 

testing of two types of variable arms. The obtained results confirm that the variable arm of the electric actuator with 

linear guide-Type 2 exhibits smooth and stable movement. 

Keywords: Variable Arm, Quadrotor, Dynamic Configuration, Flight Performance 

 

1. Introduction 

The quadrotor, a type of UAV (unmanned aerial 

vehicle), holds great potential for overcoming terrestrial 

challenges [1], leading to its widespread use in various 

industrial and commercial applications such as 

geographic mapping, surveillance, agricultural tasks like 

fertilization or pesticide application, and aerial 

photography [2]. This continuous utilization has spurred 

the development of the quadrotor to enhance its stability, 

performance, and multimodal capabilities [3]. Typically, 

quadrotors are designed with four rotors, positioned at the 

vertices of a square frame [4]. To understand how the 

quadrotor operates, Newton's Third Law of Motion comes 

into play, stating that every action elicits an equal and 

opposite reaction [5]. When the quadrotor's motor rotates 

the propellers, it generates a downward force on the air, 

as explained by the Bernoulli Principle [6]. In a 

conventional quadrotor, adjusting motor speeds in the 

four motors allows the control of thrust and facilitates the 

required movements [7]. However, as the size and weight 

of the quadrotor increase, more thrust is needed to lift it, 

often necessitating larger propellers or faster motors, 

which in turn lead to higher power consumption and 

reduced flying time [8]. This conventional design 

approach can be both costly and inefficient [9]. 

Considering the issues of power consumption and cost, 

limited research has explored alternative methods to 

generate more thrust besides varying motor speed and 

propeller size [10]. One such study by Wu in 2018 

proposed controlling the quadrotor through changes in 

both motor speed and rotor blade pitch angle, affecting the 

produced thrust and power consumption [11], [12]. 

Additionally, a simulation analysis in 'Effects of Variable 

Arm Length on UAV Control Systems' in 2020 

highlighted the impact of varying arm lengths on the 

quadrotor's bending moment. Increasing the arm length 

resulted in higher bending moments and, consequently, 

increased thrust production [13]. To address these 

challenges and explore new possibilities, this project aims 

to design and test two concept designs for variable arms, 

ensuring smooth and stable extension and retraction. 

2. Design of variable arm 

2.1. Concept design 

Fig. 1 shows three concept designs of variable arms in 

both the retract and extend positions. Fig. 1(a) 
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corresponds to a concept design previously introduced in 

research [14]. However, when a quadrotor's arm 

experiences thrust, it may undergo deflection and 

vibration caused by the motor, impacting the arm's 

extension. To counter this issue, the use of a rod shaft and 

linear guide method for the variable arm proves effective 

in preventing arm deflection and ensuring smooth 

movement. The design depicted in Fig. 1(a) presents 

challenges in linear translation control due to the 

possibility of high deflection and the lack of motion 

guidance. On the other hand, the designs shown in Fig. 

1(b) and Fig. 1(c) employ different methods for arm 

movement control. Fig. 1(b) employs a stepper motor with 

a screw shaft while Fig. 1(c) utilizes an electric actuator 

with a linear guide for variable arm control. 

 

 
a. Variable arm concept 

 

b. Variable arm of stepper motor with screw shaft and 

rod shaft (type 1) 

 

c. Variable arm of electric actuator with linear guide 

(type 2) 

Fig. 1. Variable arm quadrotor design concept. 

2.2. Variable arm of speed motor with screw shaft 

and rod shaft (type 1) 

According to Eq. (1), the bending moment is determined 

by multiplying the force by the length. In conventional 

quadrotors, maneuverability relies on varying forces to 

influence the bending moment and consequently rotate 

the quadrotor's body. This means that the same force can 

produce different bending moments depending on the 

length of the variable arm. By manipulating the bending 

moment, the quadrotor can be directed and moved in a 

specific direction. For the purpose of testing, variable 

arms capable of moving within a range of 20 mm to 30 

mm have been designed. 

M = FL (1) 

Fig. 2 illustrates the variable arm of type 1, utilizing a 

stepper motor with a screw shaft and rod shaft, in both the 

extend and retract positions. The 3D drawing is used to 

calculate the shaft's deflection using Eq. (2) and Fig. 3(a) 

assists in determining the moment of inertia. The results 

display the maximum deflection when the variable arm 

moves from its retracted position to a fully extended 

position, as depicted in Fig. 3(b). 

 
a. Retract position 

 

 
b. Extend position 

Fig. 2. 3D modeling of variable arm steeper motor with 

screw shaft and rod shaft (type 1). 

 

𝛿𝑚𝑎𝑥 =
𝑃𝐿3

3𝐸𝐼
 (2) 

𝐼𝑥 =
𝜋𝑟4

4
 (3) 

 

Analyzing Fig. 3(b), it becomes evident that the 

maximum deflection increases with an elongating length 

under a constant force. The maximum deflection amounts 

to approximately 0.001 mm, positioned 66.5 mm away 

from the support of the bracket design. Given its small 

magnitude, this deflection does not significantly impact 

the turning of the screw shaft caused by the deflection of 

the shaft. 

 
a. Cross section of screws shaft and rod shaft 
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b. Maximum deflection of the shafts 

Fig. 3. Deflection analysis. 

Furthermore, Table 1 presents the specifications of the 

stepper motor utilized, indicating an RPM range of 

approximately 15 to 20. With the use of a screw shaft of 

0.5 mm pitch, the variable arm is able to move at the speed 

of 10 mm/min. 

Table 1.  The planning and control components. 

 

Technical Parameter Value 

Operating Voltage (V) 5 

Operating Current (mA) 240 

Step Angle 5.625/64 

Reduction Ratio 1/64 

Phase 4 

Frequency (Hz) 100 

Friction torque (gf.cm) 600-1200 

Pull in torque (gf.cm) 300 

Coil Unipolar 5 lead coil 

Decent Torque (mN.m) 34.3 

Speed (RPM) 15-20 

2.3. Variable arm of electric actuator with linear 

guide (type 2) 

Fig. 4 presents the variable arm of type 2, which utilizes 

an electric actuator with a linear guide, in both the 

retracted position (Fig. 4a) and extended position (Fig. 4b). 

Referring to Table 2 reveals that the dynamic load of the 

linear guide is approximately 140 kgf. Considering the 

pull exerted by the brushless motor on the variable arm, it 

results in the moment of P acting on the linear guide. 

 
a. Retract position 

 

 
b. Extend position 

Fig. 4. Variable arm of electric actuator with linear guide 

(type 2). 

 
 

Table 2.  Specification of MGN7H linear guide. 

 

Technical Parameter Value 

Dynamic Load (kgf) 140 

Static Load (kgf) 200 

Moment of R (kgf.m) 0.78 

Moment of P (kgf.m) 0.49 

Moment of Y (kgf.m) 0.49 

Given the small size of the 2 kg quadrotor, a force of 2 

kgf is required to maintain equilibrium, while around 3 to 

4 kgf thrust is needed to lift the quadrotor. In the design 

configuration, the center of the brushless motor is 

positioned 26 mm away from the center of the linear guide, 

enabling the calculation of the bending moment resulting 

from the thrust force applied to the linear guide, as per Eq. 

1. The linear guide proves to be suitable for use, 

considering a maximum load of 4 kgf and a maximum 

bending moment of 0.104 kgf.m, leading to very minimal 

deflection of the linear guide. 

Table 3 presents the specifications of the electric actuator 

used. As indicated in the table, the speed of the electric 

actuator is approximately 8 mm/s. Moreover, considering 

the force of 4 kgf, which equates to around 40 N, so the 

specification of the electric actuator is suitable for the 

variable arm application. 

Table 3.  Specification of LA-YR type electric actuator. 

 

Technical Parameter Value 

Input Voltage (V) 12 

No Load Speed (mm/s) 8 

Load Push Capacity (N) 90 

Load Pull Capacity (N) 

Static Damping (N) 

90 

90 

Stroke Length (mm) 30 

3. Testing on variable arms 

Based on the concept designs presented in the previous 

section, two types of variable arms have been developed, 

as depicted in Fig. 5 and Fig. 6. The first type is variable 

arm of stepper motor with screw shaft and rod shaft 

referred to as type 1. It comprises a total of 11 components, 

including a motor driver to control the stepper motor, a 

bracket to secure the stepper motor, the stepper motor 

itself, a coupling to connect the stepper motor's shaft with 

the screw shaft, the screw shaft, a brushless motor, the 

variable arm, a bracket to hold the rod shaft, the rod shaft, 

a frame, and a linear bushing that ensures smooth 

movement of the variable arm along the rod shaft. 

On the other hand, the second type, variable arm of 

electric actuator with linear guide known as type 2, is 

intended for an electric actuator with a linear guide. It 

consists of 6 parts: an MDD3A driver to control the 

electric actuator, the electric actuator, a linear guide, a 

frame, the variable arm, and a brushless motor. 

Linear Guide 

Linear Guide 
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Fig. 5. Variable arm of stepper motor with screw shaft 

and rod shaft (type 1) 

 

 
Fig. 6. Variable arm of electric actuator with linear guide 

(type 2) 

Through the utilization of a mobile app equipped with a 

vibration meter, the vibration of the variable arm in 

motion is assessed. The phone is placed on the variable 

arm during the evaluation, and measurements are taken 

both with and without the operation of a brushless motor. 

The results are illustrated in Fig. 7 and Fig. 8, displaying 

the vibration levels with and without the motor's operation 

for both variable arms. 

According to the graphs, it was evident that the 

brushless motor caused higher vibration, indicating that 

the motor generates significant vibrations. Additionally, a 

comparison between the two types of variable arms 

revealed that type 1 exhibited higher vibration than type 

2. 

 
a. Without operation of brushless motor 

 

 
b. With operation of brushless motor 

Fig. 7. Vibration data for variable arm of stepper 

motor with screw shaft and rod shaft (type 1) 

 

 
a. Without operation of brushless motor 

 

 
b. With operation of brushless motor 

Fig. 8. Vibration data for variable arm of electric 

actuator with linear guide (type 2) 

4. Conclusion 

Table 4. Comparison between 2 designs – type 1 

and type 2. 

Design type 1 type 2 

Cost Low High 

Weight (g) 139 96 

Movement speed Slow Fast 

Stability High vibration Low vibration 

Based on the observations made during the motion of 

the two variable arms, the results presented in Table 4 

indicate that using type 2 would be a more costly option. 

This is because electric actuators tend to be expensive 

when compared to stepper motors. However, it should be 

noted that the electric actuator demonstrated smooth and 

rapid movement, reaching approximately 8 mm/s, which 

made it well-suited for quadrotor control. Additionally, 

the electric actuator's advantage lies in its lightweight 

nature, as it utilizes fewer components, thereby 

minimizing the overall weight impact on the quadrotor. 

Type 2 indeed offers a cost-effective solution. However, 

it comes with certain drawbacks. One major concern is the 

increased weight due to the presence of multiple brackets 

and shafts, which can adversely affect the overall 

performance of the system. Moreover, the movement of 

the variable arm driven by the stepper motor is not stable, 

mainly due to the high vibration experienced along the 

arm and its slow-moving speed. This instability can be 

attributed to the variable arm's elevated position, leading 

to a higher center of gravity, with the screw and rod shaft 

situated at the center of the variable arm. Consequently, 

this setup causes vibrations that oscillate the arm to the 

left and right. As a result, the thrust force provided by the 

brushless motor becomes unstable, impacting the system's 

overall performance. 

Additionally, the pitch of the M3 screw shaft is merely 

0.5 mm. As a consequence, with each revolution of the 
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stepper motor, the variable arm can only move by 0.5 mm. 

This limited displacement capability results in the 

variable arm moving at a slow speed of only 10 mm/min, 

making it less suitable for certain applications that require 

faster movement. 

In summary, type 2 is suitable to use as it provides fast 

motion and stability which is suitable for quadrotors that 

are sensitive to motion.  Besides type 1, it will be suitable 

to use when a high-pitch screw shaft or higher RPM motor 

is used so that it can be moved faster. However, there is 

room for improvement in the design of type 1. One 

approach is to consider replacing the rod shaft with a 

linear guide or exploring other methods to enhance 

stability. Such modifications could help address the issues 

related to vibration and slow movement, making it a more 

suitable option for certain scenarios. 
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Abstract 

In recent years, labor shortage has become a serious issue in industrial fields. Various technologies including robot 

and information processing system to realize flexible work like humans are effective solutions to this issue. Artificial 

intelligence technology of arm-type robots equipped with 3D sensors and force sensors has been applied in the 

manufacturing field to cope with different intelligent and highly precise tasks in Mitsubishi Electric. In addition, 

various technologies to expand the scope of application to the service field, as well as to realize highly functional 

delivery with mobile robots is under development. Furthermore, IoT technology is also being used for easy and quick 

on-site implementation and efficient operation. This paper introduces these initiatives with actual examples.  

Keywords: Industry, Arm-type robot, Service, Mobile robot, Artificial intelligence, IoT, 3D sensor, Force sensor 

 

1. Introduction 

In recent years, the decline in the working population 

is accelerating worldwide as the birthrate declines and the 

population ages and labor shortage has become a serious 

issue in industrial fields. Many intelligent technologies 

including robot system and information processing 

system to realize flexible work like humans are effective 

solutions to this issue, because there is a serious shortage 

of skilled and experienced workers. Based on these ideas, 

Mitsubishi electric corp. has developed the intelligent  

technologies of arm-type robots equipped with 3D 

sensors and force sensors in the manufacturing field to 

cope with intelligent and highly precise tasks [1], [2], [3]. 

By combining artificial intelligent (AI) technology with 

these technologies, we have developed technologies such 

as automatic parameter adjustment technology to achieve 

optimum motion adjustment quickly, and technology for 

safe operation by determining abnormal conditions [4].  

To spread various applications with intelligent robots, 

we have developed the teaching-less robot system using 

intuitive I/F technology to facilitate teaching operations 

that previously required a high level of expertise and 

skilled experience. This system includes technologies to 

generate optimum routes and movements, interference 

checking algorithm with the surrounding area, and series 

of technologies for bin picking of random stacked objects 

using 3D sensor. 

There is a growing demand for automation of transport 

operations not only in factories, but also in various 

facilities such as logistics, public buildings, commercial 

facilities, and hospitals. For this reason, multiple 

technologies to expand the scope of application to the 

service field, as well as to realize highly functional 

transportation with mobile robots is under development. 

In addition, as a future technology that will further 

expand the scope of robot applications, we are also 

developing technologies for remote robot operation by 

humans for non-standardized tasks and troubleshooting. 

Specifically, we have been developing technologies to 

convert force information, into visual information that is 

easily recognized by humans, to decompose summary 

instructions into robot actions, and to operate multiple 

types of robots with a common interface.  

Furthermore, the increase in the number of target 

devices monitored in real time with advancement of 

communication technology and the increase in computer 

capacity have led to remarkable progress in 3D 

simulation technology. These technologies are also being 

used for easy and quick on-site implementation and 

efficient operation. In this paper, these initiatives with 

actual examples are described. 

2. Teaching-less Robot System 

2.1. Overview of the system 

The use of machines and robots in mass production is 

increasing due to a shrinking labor force caused by an 

aging population and declining birth rate. However, there 

are still challenges in implementing robots in certain 

production lines, such as those involved in making 

“Bento” boxes and ready-made dishes. These lines 

require expertise and time-consuming adjustments due to 

the soft and irregular shapes of the food products and 

frequent menu changes. We have developed a teaching-

less robot system that utilizes technology and research 

data accumulated over the years [5]. This system includes 

arm robots, controllers, 3D vision sensors, force sensors, 
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a tablet PC and a master PC for control. Task assignments 

can be easily inputted using a tablet PC and 3D sensor 

camera. The 3D sensor camera senses the area around the 

arm robot, allowing for static environment recognition 

and accurate measurement of spaces. 2D vision sensors 

installed on the production line detect the conditions of 

the items moving on the line. Task assignments can be set 

using voice and touch inputs, and the movement path of 

the arm robot is displayed using augmented reality. This 

teaching-less robot system eliminates the need for expert 

knowledge and time-consuming programming, as it 

automatically generates optimum movements based on 

assigned start and endpoints. Autonomous programs 

generate various approaches to determine the optimum 

and fastest speed for movements with reducing the need 

for test runs and saving time. The 3D sensors monitor the 

production area and ensure smooth workflow. The 

sensors identify slanted “Bento” boxes, allowing the 

robot to determine their position and add ingredients 

accordingly. These technologies not only control the arm 

robot but also facilitate the expansion of production lines 

with multiple robots. 

2.2. Surrounding Environment Modeling 

In order to acquire the 3D model of the robot’s 

surrounding environment, we have used our original 

simultaneous localization and mapping (SLAM) method 

which use only an inexpensive camera (Fig. 1). This 

camera can be used for interference detection during path 

generation and displayed on the operation teaching 

device. We have achieved processing time by simplifying 

3D models and reducing data size (approximately 60% 

reduction).  

 
Fig. 1. Surrounding Environment Modeling 

2.3. Intuitive UI for easy robot teaching 

We have developed the intuitive user interface (UI) 

system which use tablet-touching and voice-controlled 

operation to realize easy teaching operation of robots. 

Various specifications such as the workpiece sizes and 

positions can be confirmed beforehand by checking the 

simulated movies using the augmented reality (AR) 

technology. After the motion instruction is completed, 

the robot's motion can be confirmed in advance on a 

tablet PC, thus ensuring the safety of the operator (Fig. 2). 

 
Fig. 2. Intuitive UI for easy robot teaching 

2.4. Automatic Generation of Optimum Path 

We have developed the automatic calculation method 

which generate optimum path without interfering to 

peripheral equipment by simply specifying start and end 

points. It can derive the avoidance route that minimizes 

the operating time by considering the amount of 

movement of each joint and allowable torque (Fig. 3).  

 
Fig. 3. Automatic Generation of Optimum Path 

2.5. Irregular Shape Object Recognition 

To packing food objects using random bin-picking 

method with 3D sensor, each object is distinguished 

according to segmented region, and each grasping 

position is estimated with high accuracy at high-speed 

using the deep learning (DL) based AI algorithm (Fig. 4).  

 
Fig. 4. Irregular Shape Object Recognition 
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Prior learning of the DL network for determining 

optimum grasping position according to the shape of each 

object is operated. Then this algorithm calculates 

segmented region of each object using the trained DL 

network.  

3. Robot Technologies in Service Field 

3.1. Mobile Robots for Transportation 

The demand for the Autonomous Mobile Robot (AMR) 

is increasing due to the decrease in the working 

population and the increase in demand for various types 

of transport (factories, distribution warehouses, 

commercial facilities, hospitals etc.). To meet these 

demands, we have been developing the system that can 

be redesigned to variation of transport configurations. We 

have also developed the series of technologies to enable 

robots to run safely and autonomously in response to 

changes in facility rules and conditions through the 

control system that controls multiple robots. In addition 

to these technologies, we have also realized autonomous 

vertical and horizontal movement in coordination with 

facilities such as elevators and access control systems [6], 

[7] (Fig. 5).  

We have been also conducting actual experiments with 

mobile robots in various situations (e.g., transporting 

books in reading rooms, making announcements while 

moving, and transporting items in backyards) as a field 

test of mobile robots that can coexist with people (Fig. 6). 

 
Fig. 5. Integrated Control System for AMR 

 

 

 
Fig. 6. Field Test image of AMR 

 

3.2. Remote Robotics for Dexterous Operation 

The technologies for remotely operating robots are 

useful for individual operations in non-standardized tasks 

and for troubleshooting operations in automated tasks. 

Force-haptic information is often important in these tasks, 

but feedback of these information to the operator 

typically requires a complex operation system. We 

proposed the “Visual Haptics” architecture that converts 

force-haptics information into visual ones that are easily 

precepted by humans (Fig. 7). The cognitive process in 

this method utilizes visual and force-haptic cross 

modalities. We have showed its effectiveness through 

quantitative experiments [8]. 

 
Fig. 7.” Visual Haptics” architecture  

Furthermore, we have showed its effectiveness in 

various situations through demonstration systems [9]  

(Fig. 8). 

 
Fig. 8. Operation Test Scene 

4. IoT Platforms for Data Integration 

Mitsubishi Electric is ready to provide the digital 

transformation (DX) services including multiple IoT 

platforms that organically connect data from facilities, 

equipment, mobile applications functioning in various 

fields such as manufacturing, logistics, business facilities, 

hospitals, etc., with the aim of contributing to area value 

enhancement and advanced operational management. 

The various data collected in these distributed platforms 

can be used to accelerate the creation of new value-added 

products and seamless indoor/outdoor services (Fig. 9). 

AMR

Conventional method

Discomfort due to differences 
from brain predictions

Elimination of discomfort by complementing 
information in the brain

Proposed method

Visual

Force

Haptic
Target
Object

Display with color 
and size changes 
according to load 
and pressure

12



Haruhisa Okuda  

©The 2024 International Conference on Artificial Life and Robotics (ICAROB2024), J:COM HorutoHall, Oita, Japan, 2024 

 
Fig. 9. DX System including IoT Platforms 

5. Conclusion 

At the first in this paper, the teaching-less robot system 

was described, which is using intuitive I/F, optimum 

routes and movements generation, interference checking 

algorithm and series technologies for 3D random bin 

picking. At the second, as the robot technologies in 

service field, the system that realize the flexible and 

safety control of multiple AMR and the remote robotic 

technologies for dexterous operations are showed with 

actual examples. At the last, the integrated IoT platforms 

for connecting data from facilities, equipment and mobile 

applications functioning in various fields is described. 

Various solutions using these initiatives will be provided 

in the near future.  
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Abstract 

In 2021, a water treatment facility in Florida, USA, fell victim to an external malicious attack.in this incident, 

malicious actors attempted to manipulate the quantities of specific chemicals to impact water quality and safety. Given 

the intricacies of abnormal operation detection in Industrial Control Systems and the advantages of finite-state 

machine, we endeavored to apply this approach for the detection of abnormal ICS (Industrial Control System) 

operations. We conducted a series of tests using the dam control system cybersecurity testbed established by 

TWISC@NCKU, Taiwan. The results indicate that our approach effectively enhances the efficiency of identifying 

non-standard operational behaviors, enabling maintenance personnel to promptly identify anomalies. 

Keywords: FSM, ICS Security, PLC, Dam Gate Testbed 

 

1. Introduction 

In 2021, a water treatment facility in Florida, USA, 

faced an external malicious attack, where attackers 

attempted to manipulate the quantities of specific 

chemicals, severely jeopardizing water quality and safety. 

[1] How to effectively detect abnormal operation of ICS 

has become an important challenge? 

The integration of FSM methods involves 

comprehensive monitoring and analysis of system states 

[2], such as utilizing finite state machines. Taking 

equipment malfunction as an example, the awareness that 

its operation may deviate from normalcy prompted the 

design of a method for detection, employing FSM to 

monitor changes in PLC states. This amalgamation of 

state and anomaly detection enables swift identification 

and response to potential issues, ensuring the stable 

operation of the system. 

This research focused on applying FSM methods to 

detect abnormal operations within ICS, aiming to 

enhance detection efficiency and accuracy. This research 

uses the dam control system cyber-security testbed built 

by TWISC@NCKU to conduct relevant research and 

verification. The results show that the scheme is feasible 

and effective, and the method can be effective at a very 

low cost. It can identify non-standard operating behaviors 

and help personnel identify abnormal situations 

immediately. 
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2. Methodology 

2.1. Programmable Logic Controller 

A Programmable Logic Controller (PLC) [3] automates 

control by executing instructions stored in its memory. 

Crucial in industries, it interfaces with systems like Finite 

State Machines (FSM) for more efficient monitoring. 

PLC states indicate its operations during automation. 

"DI" and "DO" signify Digital Input and Output, 

reflecting signal statuses (e.g., switches). "AI" and "AO" 

represent Analog Input and Output, detailing continuous 

signal conditions. Together, they showcase the PLC's 

performance across various inputs and outputs. 

Its architecture consists of a CPU, input, and output 

modules. The CPU processes logic and manages device 

communication. Inputs gather data from sensors, while 

outputs control actuators. This robust design ensures 

stable operation in demanding industrial environments. 

2.2. Finite-State Machine 

In recent years, Finite State Machines (FSMs) have 

been widely applied in various fields, including software 

development [2] and machine learning [4]. The strength 

of FSM methodology lies in its intuitive system model, 

aiding in the comprehension, design, and testing of 

intricate system behaviors. Its simplicity and scalability 

render it an effective tool for describing and controlling 

system behaviors. 

In the context of anomaly detection, FSMs are 

employed for modeling normal system behavior by 

defining states and transitions. (Fig.1) This approach 

involves monitoring system operations, detecting state 

transitions deviating from expected behavior, and 

providing real-time alerts. The integration of FSM-based 

anomaly detection is widely adopted to enhance the 

efficiency of system behavior modeling and anomaly 

detection [5], highlighting the pivotal role of FSMs in 

comprehending system behavior and addressing 

challenges in anomaly detection. 

 
Fig. 1. Finite-State Machine 

 

2.3. Modbus/TCP 

Modbus is widely employed as a communication 

protocol in industrial environments, facilitating 

information exchange among industrial devices such as 

PLCs and sensors [6]. Despite the convenience of 

plaintext data transmission provided by Modbus/TCP, it 

inherently poses potential security risks, making it 

susceptible to unauthorized access and cyber attacks. 

In the context of my research, using Modbus/TCP as 

an example, although it facilitates communication among 

industrial devices, careful consideration of associated 

security risks is crucial. The use of plaintext data 

transmission introduces the risk of information exposure, 

thereby compromising the integrity and confidentiality of 

the system. Therefore, during the implementation of 

Modbus/TCP, robust security measures must be 

implemented to mitigate potential risks and enhance the 

resilience of critical infrastructure. 

Simultaneously, by utilizing Modbus commands to 

read the memory addresses of PLCs [7], specific states 

such as DI and DO can be understood, with these states 

stored in specific memory variable addresses. Through 

Modbus queries, real-time insight into the current status 

of the PLC can be obtained. This underscores the 

importance, in practical applications, of handling 

Modbus communication security cautiously to ensure 

that the system's operation remains resilient against 

potential risks and cyber threats. 

2.4. Critical infrastructure testbed 

The research through a series of tests conducted at 

the Dam Control System Cybersecurity Testbed 

established by TWISC@NCKU in Taiwan [8]. This 

simulation validation ensures that the dam system 

accurately and promptly responds to abnormal conditions 

during actual operations. The simulation of gate control 

scenarios on the testbed verifies the correct response of 

gate operations to simulated abnormal events during 

actual operations, ensuring the stable operation of the 

dam system under abnormal conditions. This integrated 

validation on the testbed contributes to ensuring the 

safety and reliability of dam systems, enhancing the 

efficiency of responding to abnormal events during actual 

operations. 

3. Construct the PLC status set based on 

continuous discovery 

3.1. System architecture 

In response to cybersecurity and abnormal detection 

issues in critical infrastructure, this paper proposes the 

design of an experimental platform for simulating the 

abnormal detection system of dam gates. (Fig. 2) Each 

gate is operated by a Programmable Logic Controller 

(PLC), which is equipped with registers for accessing 

relevant instructions and data. Consequently, this 
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information can reflect the current state of the 

environment, such as the requirement for the abnormal 

indicator light to be in the off state before any operations 

can take place.  

 

Fig. 2. Anomaly Detection Diagram 

3.2. State set construction process 

Virtual Dam Gate Abnormal Detection testbed 

The testing platform employs the Modbus 

communication protocol to scan the state of 

Programmable Logic Controllers (PLCs). The scanning 

interval is set at 0.1 seconds, with a 1-second pause after 

each scan to simulate real operating conditions. This 

operation is repeated infinitely to observe changes in two 

key variables: scan frequency and state variation. 

Through an infinite number of scans, we will record the 

results of each observation, laying the foundation for 

subsequent discussions to thoroughly analyze potential 

variations and system behaviors. The objective of this 

testing platform is to gain a comprehensive 

understanding of the abnormal detection performance of 

the virtual dam gate system. 

 

4. Experiment Results 

This system effectively communicates the various 

states and operational stages of the gate through distinct 

light variations. When the gate is in remote monitoring 

mode, the remote light is illuminated, indicating normal 

system operation. However, if floodgate discharge is 

required, personnel must adhere to regulations and 

physically attend the site, prompting a switch to on-site 

mode with the power light activated. 

Following the commencement of operations, the 

ascending light is activated if gate opening is necessary, 

signifying the gate's upward movement. Upon reaching a 

specified height while fully opening the gate, the 

ascending light ceases, and both the on-site and power 

lights illuminate, denoting complete gate opening. Upon 

achieving full gate openness at the base, the fully open 

light illuminates, the ascending light extinguishes, and 

the descending light activates, indicating an impending 

gate descent. Operation Process Diagram in Fig. 3. 

However, during operation, anomalies such as short 

circuits or system malfunctions might occur, potentially 

causing gate loosening or jamming during ascent, leading 

to an overload condition. In such instances, the system 

should promptly react, for instance, by activating the 

corresponding warning light to alert operators to perform 

maintenance or emergency procedures. 

In summary, this system proficiently communicates 

the diverse statuses and phases of gate operations through 

distinctive light cues. Additionally, it promptly issues 

warnings during abnormal situations, ensuring 

operational safety and manageability. Experimental 

results as shown in Fig .4.  

 

 
Fig. 3. Operation Process Diagram 

 

 
Fig. 4. Experimental results 

 

5. Conclusion 

Given the complexity of abnormal operation 

detection in industrial control systems (ICS), we opted to 
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employ the Finite State Machine (FSM) method for 

anomaly detection in ICS operations. Through a series of 

tests conducted at the Dam Control System Cybersecurity 

Testbed established by TWISC@NCKU in Taiwan, our 

results demonstrated the effectiveness of our approach in 

improving the efficiency of identifying non-standard 

operational behaviors, enabling maintenance personnel to 

promptly recognize anomalies. This study not only 

constitutes a technical exploration but also emphasizes 

addressing potential anomalies in unique scenarios. In 

summary, this research provides a comprehensive and 

effective approach to ICS security, particularly in the 

realm of abnormal operation detection. 
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Abstract 

This paper introduces an innovative approach to enhance data verification and security in intelligent systems through 

the integration of blockchain technology. The proposed method amalgamates the transparency and decentralization 

inherent to blockchain with the command and oversight functionalities of PLC to ensure the utmost data integrity. 

The devised approach synergizes the decentralized attributes of blockchain with the control capabilities of PLCs, thus 

establishing robust safeguards for data integrity. Through the utilization of blockchain's tamper-resistant ledger, PLCs 

orchestrate data interactions and enforce real-time monitoring and control. The viability and efficacy of this innovative 

scheme are substantiated through empirical evaluations and simulations, conclusively affirming its practicality. 

Keywords: Industrial Control System, Programmable Logic Controller, Blockchain, State Monitor 

 

1. Introduction 

In recent years, with the continuous development of 

industrial automation, Industrial Control Systems (ICS) 

have played a crucial role in modern production 

environments [1]. These systems possess complex 

architectures, and their proper functioning is paramount 

to ensuring the stability and efficiency of the production 

process. However, with the ongoing advancement of 

digital technology, industrial environments have become 

more susceptible to data tampering and security threats. 

Our research is based on the application of blockchain 

technology, which, with its decentralized and transparent 

nature, introduces a new level of data security. By 

integrating blockchain into Programmable Logic 

Controllers (PLC) ensures the availability and integrity of 

the data.  

2. Related Work 

The related work in our study revolves around the 

application of Industrial Internet of Things (IIoT) and 

blockchain technology. 

2.1. Industrial Control Systems and Blockchain 

Researchers have explored the integration of 

blockchain technology with Industrial Control Systems 

(ICS) to enhance security and privacy within the 

Industrial Internet of Things (IIoT). Notable studies, such 
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as Z.-H. Sun et al. [2] survey of enterprise and literature 

reviews to identify specific industrial requirements in 

various supply chain scenarios, and G. Puthilibai et al. [3] 

proposal of a secure wireless solution based on 

blockchain technology for IIoT, and W. Zhou and J. Jin's 

development and evaluation of a distributed access 

control system using blockchain and smart contract 

technologies [4], collectively contribute to advancing the 

understanding and application of blockchain in the 

industrial domain. 

2.2. Blockchain Consensus 

Blockchain technology originated from Satoshi 

Nakamoto's “Bitcoin: A Peer-to-Peer Electronic Cash 

System” [5] and is a decentralized database technology. 

Various consensus protocols, including Proof of Work 

(PoW), Proof of Stake (PoS), Practical Byzantine Fault 

Tolerance (PBFT), are chosen based on blockchain use 

cases, performance requirements, and trust levels. The 

application of PoA (Table. 1) in the Industrial Internet of 

Things (IIoT) is notable, providing features such as a 

simplified block verification process, resulting in lower 

block generation times, and consequently, improved 

overall efficiency in industrial environments. X. Chen et 

al. measured the latency performance of Internet of 

Things (IoT) applications on private Ethereum 

blockchains, focusing on two consensus algorithms: 

Proof of Work (PoW) and Proof of Authority (PoA) [6]. 

The Study show that PoA Ethereum network has a lower 

Block-Oriented Latency (BOL) than the PoW one due to 

a simpler block verification process [7].  

 

Table 1. PoA Overview 

Energy 

Efficiency 

PoA consumes lower energy 

compared to other consensuss, making 

it suitable for applications that 

demand efficiency. 

Transaction 

Throughput 

PoA provides higher transaction 

throughput, supporting a large volume 

of real-time transactions, aligning 

with the needs of industrial control 

systems. 

Applicability Particularly well-suited for industrial 

control systems, meeting their strict 

requirements for efficiency, real-time 

capabilities, and security. 

 

3. Methodology 

3.1. System Design 

By utilizing Proof of Authority (PoA) blockchain 

(Fig. 1) [8] as the record framework for the industrial 

control system. PoA blockchain employs an authority 

node consensus mechanism where designated nodes are 

responsible for generating and validating new blocks.  

 

 
Fig.1.  Blockchain Structure 

Clients are also participants in the blockchain 

network, with their primary responsibility being the 

submission of transactions or information to the 

blockchain. Clients utilize the Remote Procedure Call 

(RPC) protocol to communicate with blockchain nodes. 

This mode of communication allows clients to send 

remote requests, such as transaction submission requests, 

while nodes process these requests, participate in the 

consensus mechanism, and provide feedback on the final 

outcomes to the clients. (Fig. 2). 

  

 Fig.2.  PoA Message Sequence Chart. 

3.2. Data Analysis 

By conducting tests in various scenarios using the 

same Genesis Block configuration and same mining 

setting to evaluate our blockchain performance [9]. 

Firstly, we will explore the multi-node scenario by 

establishing multiple nodes to simulate a decentralized 

environment, evaluating the system's performance in a 

decentralized setting. Subsequently, our focus will shift 

to the multi-authority scenario, where we increase the 

number of authority nodes to assess system performance 

in a multi-authority context. We will emphasize the 

measurement of Transactions Per Second (TPS) [10], 

employing different test cases and ensuring experiment 

repeatability to guarantee result stability. Ultimately, we 

will present the data distribution using box plots for 

intuitive comparisons, coupled with statistical analysis to 

gain deeper insights into the system's performance 

characteristics under various conditions. 
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4. Results and Discussion 

4.1. System Simulation 

By emulating the communication between the 

Human-Machine Interface (HMI) and the Programmable 

Logic Controller (PLC). The HMI, serving as an 

authoritative node, is responsible for block generation, 

transaction verification, as well as establishing 

connections with the database (DB). On the other hand, 

the PLC operates as a regular node, handling the 

synchronization and reception of transactions through 

client RPC. (Fig. 3). 

 

Fig. 3. Integration of blockchain with PLC. 

 

4.2. Experiment Result  

We measured the service rate variations of a PoA 

blockchain under the same conditions for other variables 

(Table 2). Specifically, we assessed the impact of 

different node counts (from 1 to 3) (Fig. 4) and different 

validator counts (from 1 to 3) (Fig. 5) on the Transactions 

Per Second (TPS). Each scenario underwent 30 test 

iterations, and each test iteration included 1000 

transactions. 

 
Table 2. experiment setting   

Genesis block 

Period 15 secs 

Epoch  30000 

Difficulty 0x010 

Mining Setting 

CPU Intel(R) Core(TM) i5-8250U CPU  

Thread 1 

Software 

PoA 

blockchain 

Geth/v1.10.26-stable-

e5eb32ac/windows-amd64/go1.18.5 

Client Nethereum  4.18 

 

Fig. 4 TPS under different number of nodes 

u 

 
Fig. 5 TPS under different number of validators 

 

The figures above illustrates that there is minimal 

variation in Transactions Per Second (TPS) across 

scenarios with 1-3 nodes and 1-3 validators. We 

hypothesize that the performance of Proof of Authority 

(PoA) may be more closely associated with the speed of 

transmission rather than the number of nodes. 

5. Conclusion 

In this study, we conducted practical experiments on 

the record-keeping functionality of the Proof of Authority 

(PoA) blockchain in a real-world Cyber-Physical System 

(CPS) environment. Additionally, we evaluated the 

performance of the PoA blockchain under different node 

counts and validator counts.  

In the future, our focus will be on developing a 

comprehensive blockchain solution for CPS, addressing 

the undeniable cybersecurity needs of critical 

infrastructure. We will also continue to monitor the 

performance assessment of this solution. 
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Abstract 

Ensuring the security, monitoring, and timely alerting of water levels in dams is a major challenge. We use blockchain 

technology to enhance the security and monitoring of dam infrastructure, and also improving the alerting system for 

water level changes. The use of blockchain technology in dam infrastructure management provides a decentralized, 

transparent, and tamper-resistant platform for storing and managing data. This ensures the integrity and security of 

critical data related to dam operations and water levels. This research investigates the enhanced security, monitoring, 

and alerting capabilities that this integration offers, and aims to contribute to the improved security and efficiency of 

dam infrastructure, leading to more reliable operations and better protection against potential disasters. 

Keywords: Water Dam, Blockchain, Infrastructure Security 

 

1. Introduction 

Water dams play an important role as fundamental 

components of critical infrastructure, fulfilling essential 

functions in water resource management, flood control, 

and energy production. Recent cyber incidents, 

exemplified by the reported data destruction attack on a 

Ukrainian power plant by Russian hackers on April 8, 

2022 [1], underscore the vulnerabilities of critical 

infrastructure. This incident exemplifies the growing 

threats faced by critical infrastructure worldwide [2], 

emphasizing the need for innovative approaches to 

enhance the security, monitoring, and responsiveness of 

such infrastructure. 

As demands on these dams increase due to 

population growth and climate change, ensuring security, 

effective monitoring, and timely response to potential 

issues of water dams becomes important [3]. The 

decentralized and tamper-resistant properties of 

blockchain present a possible solution to enhance the 

security and monitoring of dams to changing conditions. 

We propose the network architecture and operational 

workflow for the integrated system. The integration of 

blockchain technology aims to enhance the security, 

monitoring, and alerting systems of dam infrastructure, 

addressing current shortcomings and leading to more 

reliable operations and better protection against potential 

disasters. 

2. Background 

2.1. Regulatory and Policy 

Strategies for easing security risks must consider 

regulatory and policy frameworks. This involves aligning 

security measures with industry standards, governmental 
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regulations, and cybersecurity best practices to ensure a 

comprehensive and effective approach. Regulations 

should contain scenarios involving abnormal water levels. 

Policies can ensure the implementation of advanced 

monitoring systems capable of detecting sudden or 

unexpected changes in water levels. This ensures timely 

responses to mitigate potential risks associated with 

extreme water level variations. 

Regulatory frameworks must not only recognize the 

potential for abnormal water levels but also involve the 

importance of consistency in gate status and water level 

readings. These consistencies can arise from various 

factors, including technical problems, sensor 

inaccuracies, or even intentional manipulations. 

Addressing these issues in policies is an important step 

toward enhancing the resilience of dam infrastructure. 

In the scenario of gate status and water level 

inconsistencies, dam operators face the challenge of 

accurately assessing the true conditions of the dam. A 

gate that is reported as closed in the control system, while 

physically open, can lead to an underestimation of the 

water level, posing risks of flooding downstream. On the 

contrary, a reported open gate when it is closed might 

result in an overestimation of water levels, potentially 

impacting water resource management. 

Regulatory and policy considerations play an 

important role in addressing security risks in dam 

infrastructure. By incorporating events such as gate 

abnormal openings, water level fluctuations, equipment 

reading problems, and extreme weather events, 

regulatory frameworks contribute to a comprehensive 

and adaptive approach to safeguarding critical 

infrastructure. 

2.2. Data Integrity 

The potential for unauthorized access and 

manipulation of critical operational data poses a 

significant security risk. Unauthorized individuals or 
external malicious hackers may attempt to gain 

unauthorized access to sensitive information related to 

water levels or operational parameters. This external 

threat could lead to misleading dam operators, 

compromise decision-making processes, and introduce 

risks to the safety and functionality of the dam [4]. 

The risk also extends to internal employees who 

may intentionally manipulate operational data. This 

insider threat poses unique challenges as it involves 

individuals with legitimate access to the system. Internal 

data tampering can mislead dam operators, compromise 

decision-making, and lead to potential risks in the safety 

and functionality of the dam. Implementing measures to 

detect and prevent both external and internal data 

tampering is important for maintaining the integrity of 

operational data [5]. Manipulating these important data 

sets could lead to inaccurate assessments, potentially 

resulting in inadequate responses to changing conditions 

and an increased vulnerability to operational failures. 

2.3. Blockchain Technology 

As technological advancements continue to appear in 

critical infrastructure, the integration of blockchain 

technology is seen as a possible solution for enhancing 

the security and transparency of dam operations. 

Blockchain technology enhances the security of dam 

infrastructure by providing a transparent and immutable 

record of all transactions and data related to the operation 

of gates, water levels, and other important parameters. 

The decentralized property of blockchain ensures that 

data is distributed across a network of nodes, reducing the 

risk of a single point of failure or unauthorized access. 

The tamper-resistant property of blockchain ensures the 

integrity of data generated by sensors and monitoring 

systems. This feature is important in relation to 

intentional data manipulations that could compromise the 

reliability of water level readings. 

3. DamChain Architecture 

The DamChain architecture is designed to enhance 

the security and monitoring of dam infrastructure through 

the integration of blockchain technology. Our proposed 

architecture integrates the decentralized and tamper-

resistant features of blockchain to build an architecture 

for managing important data related to dam operations 

and water levels. 

3.1. Network Architecture 

The network architecture of the integrated system is 

an important component depending on the design of the 

blockchain network. Choosing the right consensus 

mechanism is important. Moreover, incorporating 

blockchain technologies and a consensus mechanism can 

play an important role in implementing the blockchain 

network to the requirements of dam operations. 

We designed the network architecture in Fig. 1. The 

network architecture demonstrates the application of 

blockchain technology in the management of dam 

infrastructure. By recording water level data and dam 

operations on the blockchain, the system achieves 

transparent information storage and protection against 

tampering. Operators can monitor the dam's status by 

observing data on the blockchain. 
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Fig. 1 Network Architecture 

 

3.2. Operational Workflow 

An essential aspect of the regulatory model and 

operational workflow is the continuous monitoring of 

compliance with established policies. This involves 

regular audits and reviews to identify any differences 

from the regulatory framework. The operational 

workflow involves the interaction between the operator, 

dam gate, water sensors, and the blockchain. The 

flowchart in Fig. 2 illustrates the process. 

 

 
Fig. 2 Operational Workflow 

In this workflow, the operator operates the dam gate, 

and the actions are recorded on the blockchain. Water 

sensors also record data, and a smart contract evaluates 

whether the water level is normal. If yes, no further action 

is required; if no, the operator and all related staff are 

notified. 

4. Experiment 

The integrated system uses Geth (Go Ethereum) as 

the blockchain implementation and is hosted on a system 

with the following specifications in Table 1. 

 
Table 1. System Specifications 

Processor Intel Core i5-7500 CPU @ 3.40GHz 
Operating 

System 
Windows 10 Enterprise 64-bit 

RAM 16GB 

 

The experiment result is shown in Fig. 3. The result 

is in an average transaction throughput of 115.575 

transactions per second, and shows the evaluation of the 

system ability to handle and record dam operations within 

the specified hardware and software environment. 

 

 
Fig. 3 Transaction Count 

An additional experiment was conducted to evaluate the 

average response time of the system to water level alert 

events. The result indicates an average response time of 

5.06425 seconds in Fig. 4. The experimental evaluation 

of the system provides reasonable insights into its 

performance and capabilities within a real-world dam 

management scenario. 

 
Fig. 4 Response Time 
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5. Conclusion 

The study demonstrates the possible benefits of 

integrating dam infrastructure management with 

blockchain technology. The integration not only 

enhances security and monitoring but also shows the 

possibilities for resilient and efficient operations. The 

regulatory and policy frameworks underscored the 

importance of continuous monitoring to address 

unexpected challenges. 

The integration system introduces how important 

data related to dam operations and water levels is 

managed. The blockchain technology ensures data 

integrity, providing an indisputable record of transactions. 

This is important in critical infrastructure scenarios to 

prevent unauthorized access or data tampering. Moreover, 

the implementation of the system addresses the need for 

water level alerting. These features enhance security and 

monitoring to dam security and water level alerting. 
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Abstract 

Testbeds, serving as simulations of real-world scenarios, are of paramount importance for research in cybersecurity 

related to critical infrastructure. In this paper, we aim to offer a comprehensive exploration of the MiniDAM and our 

testbed, introducing its physical settings based on real dam operational standards. Furthermore, a comparative analysis 

between the Secure Water Treatment (SWaT) testbed, MiniCPS, our testbed, and MiniDAM is presented. This paper 

also includes insights into dataset generation and the integration of other functionalities. The exposition of 

MiniDAM's features and capabilities serves as a foundation for enhancing resilience and provides valuable support 

for advancing research within the broader field of dam-related studies. 

Keywords: Dam Testbed, Critical Infrastructure, Industrial Control System, Cyber-Physical System, Cybersecurity 

 

1. Introduction 

Critical infrastructures [1] have significantly 

enhanced our quality of life over years of development. 

Since the introduction of the Industry 4.0 [2] concept, 

ensuring the security of Cyber-Physical Systems (CPS) 

[3] has become a primary objective across various 

industrial sectors. CPS involves the seamless integration 

of computation, networking, and physical processes. 

Through CPS, we gain the capability to monitor both the 

physical processes and network traffic within a system, 

thereby enhancing overall system performance and 

resource allocation. 

However, despite the advancements, numerous 

vulnerabilities persist within the CPS of critical 

infrastructures, posing potential risks to public safety [4]. 

Dam facilities, in particular, experience failures and 

security breaches annually. The cyberattack on the 

Bowman Avenue Dam in 2013 underscored the potential 

crisis posed by malicious actors targeting these systems. 

Conversely, Some failures are attributed to anomalies in 
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inflow, often triggered by extreme weather conditions. 

For instance, the collapse of the Laos Dam and the 

Sandford Dam failure in 2018 were both consequences of 

heavy rainfall. 

The security of dam CPS can no longer be ignored 

after the tragedies that happened around the world. As a 

result, a testbed with a toolkit that contains both physical 

and network aspects of data for further research in a dam 

scenario is needed. 

2. Research Background 

Our research is primarily based on the concept of 

Cyber-Physical Systems (CPS), focusing on the 

investigation of the widely referenced SWaT Testbed [5] 

and MiniCPS [6]. Subsequently, we compare their 

features with our own testbed and toolkit. 

2.1. Cyber-Physical System 

CPS represents an innovative paradigm that 

integrates computational algorithms and physical 

processes to create intelligent and interconnected systems. 

These systems enable seamless communication and 

collaboration between the digital and physical worlds, 

allowing for real-time monitoring, control, and 

optimization of diverse applications. 

R. Alguliyev et al. [7] illuminated the principle of 

CPS operation and philosophical issues of CPS raised, 

and also proposed a tree of attacks on CPS. J. Shi et al. 

[8] described and summarized the features of CPSs, then 

three classic cases were given with research challenges 

and suggestions for future work. 

2.2. SWaT Testbed & MiniCPS 

When it comes to testbeds and toolkits in the field of 

CPS, the SWaT Testbed and MiniCPS are frequently 

referenced. 

2.2.1.  SWaT Testbed 

Secure Water Treatment (SWaT) is a water 

treatment testbed for research in the field of cybersecurity. 

SWaT consists of a six-stage process of water treatment 

with frequently used industrial components, such as 

Programmable Logic Controllers (PLCs) made by Allen-

Bradley, Human Machine Interfaces (HMIs), 

Supervisory Control and Data Acquisition (SCADA) 

workstation, Historian, etc. The SWaT Dataset 

systematically generated from the testbed is also 

provided for CPS researchers to do further analysis and 

other related works. 

2.2.2.  MiniCPS 

MiniCPS is a toolkit built on top of Mininet [9] to 

provide an extensible, reproducible research environment 

for network communications, control systems, and 

physical-layer interactions in CPS. MiniCPS was also 

used to model the communication and control aspects of 

SWaT while illuminating example applications. 

MiniCPS focuses on high-fidelity network 

emulation and being a framework for all fields of CPS. 

However, the full-fledged physical process simulation 

was considered to be out of the scope of MiniCPS since 

it does not aim to be a performance simulator. 

Furthermore, MiniCPS can only run on Linux operating 

systems due to its reliance on Mininet. MiniCPS also put 

very little emphasis on Visualization, such as Graphical 

User Interface (GUI). 

The issues mentioned above could pose challenges 

to the reproducibility of research for researchers in 

specific domains. 

3. Dam Cybersecurity Toolkit Architecture 

For the physical part of our toolkit, we utilize the 

PLCs that had been used in a real dam field environment 

in Taiwan. We also obtained the dam history log which 

consists of related information during the period, such as 

water level, opening of the gates, gates inflow, gates 

outflow, etc. 

The architecture of the dam cybersecurity toolkit is 

shown in Fig. 1. We further process the history log with 

the script based on the operational standards of the real 

dam to generate the operation log which defines how 

PLCs should work while facing the situation of the 

corresponding history log. As shown in Fig. 2, we also 

use our HMI to monitor the states of the PLCs, the overall 

operation is recorded in the database, and Modbus/TCP 

packets between HMI and PLCs are simultaneously 

 
Fig. 1.  Architecture of The Dam Cybersecurity Toolkit 
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captured using Wireshark for CPS researchers in the dam 

field to conduct further analysis and experiments that 

need related dataset, such as machine learning [10]. 

 

4. Applications of The Dam Cybersecurity Toolkit 

4.1. Dam Environment Simulation 

In contrast to MiniCPS, MiniDAM places a 

heightened focus on Cyber-Physical Systems (CPS) 

within dam field environments. Leveraging pertinent 

Programmable Logic Controllers (PLCs) and historical 

logs derived from actual usage in dam fields, we 

meticulously construct a tailored Graphical User 

Interface (GUI) to facilitate operational tasks. This 

approach enables us to bridge the gap between theoretical 

models and real-world dam scenarios. As a result, we 

generate a diverse array of datasets corresponding to 

various operational scenarios. These datasets serve as 

valuable resources for dam domain researchers, offering 

them rich materials for in-depth analysis and exploration 

of the intricacies within dam environments. 

4.2. Dataset Generation 

In addition to recording related information in the 

database during operation. Modbus/TCP packets are also 

captured using Wireshark. As shown in Fig. 3, HMI and 

PLCs communicate with each other using Modbus/TCP 

protocol. We can generate datasets for different non-

normal scenarios by modifying the logic within the script. 

As illustrated in Fig. 4, due to significant variations 

in water flow in Taiwan during the summer season, a 

comparison of the history log and dataset regarding the 

water capacity difference over the period of the summer 

of 2017 was conducted within a normal scenario defined 

according to operational standards. We observed that the 

dataset and history log exhibit similar characteristics, 

demonstrating the validity of our operation log and the 

similarity between the dataset and the actual field.  

 

 

5. Conclusion 

In this study, we introduce MiniDAM’s physical 

settings based on the real dam operational standards and 

how our toolkit differs from MiniCPS. Furthermore, we 

illustrate the features of MiniDAM, including dataset 

generation. 

In the future, we are heading to build a 

comprehensive CPS interface for the dam operations to 

extend the testbed's [11] functions. Thoroughly define 

how virtual and physical devices interface with our 

toolkit, taking into account hydrological information for 

broader watershed analysis. 

Acknowledgment 

This work was supported by the National Science 

and Technology Council (NSTC) in Taiwan under 

contract number 112-2634-F-006-001-MBK. 

References 

1. W. Liu and Z. Song, “Review of studies on the resilience of 

urban critical infrastructure networks,” Reliability Engineering 

& System Safety, vol. 193, 106617, 2020. 
2. M. Ghobakhloo, “Industry 4.0, digitization, and opportunities 

for sustainability,” Journal of Cleaner Production, vol. 252, 

119869, 2020. 

3.  E. A. Lee, “CPS foundations,” DAC '10: Proceedings of the 

47th Design Automation Conference, Anaheim, California, 

USA, 12-18 Jun., 2010. 
4. J. M. Taylor and H. R. Sharif, “Security challenges and 

methods for protecting critical infrastructure cyber-physical 

systems,” 2017 International Conference on Selected Topics in 

 
Fig. 2.  MiniDAM HMI 

 
Fig. 3.  Modbus/TCP Packets Dataset 

 
Fig. 4.  Comparison of The History Log and Dataset 

regarding The Water Capacity Difference over The 

Period of 2017 Summer in a Normal Scenario 

28



Tzu-En Peng, Meng-Wei Chang, Yun-Hao Chang, Jung-Shian Li, I-Hsien Liu  

©The 2024 International Conference on Artificial Life and Robotics (ICAROB2024), J:COM HorutoHall, Oita, Japan, 2024 

Mobile and Wireless Networking (MoWNeT), Avignon, France, 

17-19 May, 2017. 

5. A. P. Mathur and N. O. Tippenhauer, “SWaT: a water 

treatment testbed for research and training on ICS security,” 

2016 International Workshop on Cyber-physical Systems for 

Smart Water Networks (CySWater), Vienna, Austria, 11-11 

Apr., 2016. 

6. D. Antonioli and N. O. Tippenhauer, “MiniCPS: A Toolkit 

for Security Research on CPS Networks,” CPS-SPC '15: 

Proceedings of the First ACM Workshop on Cyber-Physical 

Systems-Security and/or PrivaCy, Denver, Colorado, USA, 12-

16 Oct., 2015. 

7. R. Alguliyev, Y. Imamverdiyev and L. Sukhostat, “Cyber-

physical systems and their security issues,” Computers in 

Industry, vol. 100, pp. 212 - 223, 2018.   
8.  J. Shi, J. Wan, H. Yan and H. Suo, “A survey of Cyber-

Physical Systems,” 2011 International Conference on Wireless 

Communications and Signal Processing (WCSP), Nanjing, 

China, 09-11 Nov., 2011. 
9. Mininet, “Mininet: An Instant Virtual Network on your 

Laptop (or other PC),” 2023. [Online]. Available: 

http://mininet.org/. [Accessed 10 12 2023]. 

10. O. Yavanoglu and M. Aydos, “A review on cyber security 

datasets for machine learning algorithms,” 2017 IEEE 

International Conference on Big Data (Big Data), Boston, MA, 

USA, 11-14 Dec., 2017. 
11. M.-W. Chang, J.-S. Li, I-H. Liu, 2023, “Cyber-Physical 

Security Testbed for Dam Control System”, Journal of 

Advances in Artificial Life Robotics, Vol. 4, No. 2, pp. 63-66.  
 

Authors Introduction 

 

 
Mr. Meng-Wei Chang 

He was born in Pingtung, Taiwan in 

1997. He is acquiring the master’s 

degree in Department of Electrical 

Engineering/Institute of Computer 

and Communication Engineering, 

National Cheng Kung University in 

Taiwan. He received his B.S. degree 

from the Department of Physics, 

National Taiwan Normal University, 

Taiwan in 2021. His interests are Cyber-Security and ICS 

Security. 
 

 

Mr. Yun-Hao Chang 

He is acquiring a master’s degree in the 

Department of Electrical Engineering 

/Institute of Computer and 

Communication Engineering, National 

Cheng Kung University, Taiwan. His 

interests are blockchain technology and 

Industrial Control Systems. 
 

 
Prof. Jung-Shian Li 

He is a full Professor in the 

Department of Electrical 

Engineering, National Cheng Kung 

University, Taiwan. He graduated 

from the National Taiwan University, 

Taiwan, with B.S. in 1990 and M.S. 

degrees in 1992 in Electrical 

Engineering. He obtained his PhD in 

1999 in Computer Science from the 

Technical University of Berlin, Germany. He teaches 

communication courses and his research interests include 

cybersecurity, cloud computing and network management. 

He is currently involved in funded research projects 

dealing with cybersecurity and critical infrastructure 

protection. He is the director of Taiwan Information 

Security Center @ National Cheng Kung University. 
 

 
Prof. I-Hsien Liu 

He is an assistant professor in 

Department of Electrical 

Engineering, National Cheng Kung 

University, Taiwan. He obtained his 

Ph.D. in 2015 in Computer and 

Communication Engineering from 

the National Cheng Kung 

University. He teaches 

cybersecurity courses and his 

interests are Cyber-Security, Wireless Network, Group 

Communication, and Reliable Transmission. He is the 

deputy director of Taiwan Information Security Center @ 

National Cheng Kung University(TWISC@NCKU). 
 

 

 

Mr. Tzu-En Peng 

He is acquiring a master’s degree in 

the Department of Electrical 

Engineering/Institute of Computer 

and Communication Engineering, 

National Cheng Kung University, 

Taiwan. He obtained his B.S. degree 

from the Department of Electrical 

Engineering, National Cheng Kung 

University, Taiwan in 2022. His 

interests are Cyber-Security and Industrial Control 

Systems. 

29

Powered by TCPDF (www.tcpdf.org)

http://www.tcpdf.org


 

©The 2024 International Conference on Artificial Life and Robotics (ICAROB2024), J:COM HorutoHall, Oita, Japan, 2024 

A Case Study of Network-Based Intrusion Detection System Deployment in Industrial Control 

Systems with Network Isolation 

Nai-Yu Chen  

Department of Electrical Engineering / Degree Program on Cyber-Security Intelligence,  

National Cheng Kung University 

No.1, University Rd., East Dist., Tainan City 701401, Taiwan 

Pei-Wen Chou 

Department of Electrical Engineering / Degree Program on Cyber-Security Intelligence,  

National Cheng Kung University 

No.1, University Rd., East Dist., Tainan City 701401, Taiwan 

Jung-Shian Li 

Department of Electrical Engineering / Institute of Computer and Communication Engineering,  

National Cheng Kung University 

No.1, University Rd., East Dist., Tainan City 701401, Taiwan 

I-Hsien Liu 

Department of Electrical Engineering / Institute of Computer and Communication Engineering,  

National Cheng Kung University 

No.1, University Rd., East Dist., Tainan City 701401, Taiwan 

E- mail: nychen@cans.ee.ncku.edu.tw, pwchou@cans.ee.ncku.edu.tw, jsli@ cans.ee.ncku.edu.tw, 

ihliu@cans.ee.ncku.edu.tw* 

www.ncku.edu.tw 

 

Abstract 

Deploying intrusion detection systems is a common cybersecurity measure, and intrusion detection systems typically 

operate at the ports of gateways. In critical infrastructure, industrial control systems often employ network isolation 

strategies, lacking the role of gateways. This research primarily explores the deployment of the Snort intrusion 

detection system in such an environment, combined with specific OT rules. Validation is conducted using the 

cybersecurity testbed of the dam control system established by TWISC@NCKU in Taiwan. The results indicate that 

by employing our proposed approach, it is possible to effectively detect abnormal network traffic, addressing the 

common issue of inadequate monitoring in environments with network isolation. 

Keywords: Industrial Control Systems, Critical infrastructure, Network Isolation, Network-Based Intrusion 

Detection System 

 

1. Introduction 

The cybersecurity landscape in critical infrastructure, 

particularly Industrial Control Systems (ICS), faces 

escalating threats [1], exemplified by the recent CISA 

AA22-103A alert. This alert, prompted by internal ICS 

intrusion cases, underscores operators' vulnerability to 

targeted attacks, emphasizing the need for robust 

cybersecurity measures [2]. Deploying Intrusion 

Detection Systems (IDS) is standard, but challenges arise 

in ICS scenarios with network isolation policies. 

This study delves into deploying Network-Based 

Intrusion Detection System (NIDS), focusing on the 

Snort intrusion detection system within network-isolated 

ICS [3]. Departing from conventional approaches, it 

addresses challenges posed by network isolation, offering 

nuanced network security tailored to ICS requirements. 

Snort, typically installed at gateway, assumes a novel role 

within network-isolated ICS. The research is motivated 

by the recognition that existing IDSs may fall short in 

effectively monitoring ICS within network isolation, 

prompting a reevaluation of intrusion detection strategies.  

To validate the approach, this study leverages the 

TWISC@NCKU dam control systems cybersecurity 

testbed in Taiwan, providing insights into real-world 

applicability. The research's significance lies in 

addressing insufficient monitoring in network-isolated 
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environments. Developing Snort rules to detect "Close 

PLC Gate Controller" commands enhances ICS's 

capacity to defend against potential threats, fortifying 

critical infrastructure against evolving cyber threats. This 

introduction establishes the groundwork for exploring 

NIDS deployment in network-isolated ICSs, aiming to 

provide effective and tailored cybersecurity solutions for 

safeguarding ICSs. 

2. Background 

2.1. Isolation of Industrial Control Networks 

This study explores ICS cybersecurity through Purdue 

Enterprise Reference Architecture (PERA) [4], renowned 

for its comprehensive approach. PERA's distinctiveness 

lies in its lack of a gateway component, challenging 

conventional norms in critical infrastructure. This 

absence leads to a nuanced examination of network 

isolation strategies in ICS. While considering the 

Industrial Demilitarized Zone (IDMZ), its inapplicability 

due to the absence of a gateway is acknowledged. 

Consequently, our research underscores the need to 

enhance security by introducing NIDSs between the first 

and third layers of the PERA. Integrating PERA into 

intrusion detection improves understanding, optimizes 

deployment, and strengthens resilience against 

inappropriate network behaviors in industrial settings. 

2.2. Network-Based Intrusion Detection System 

Network-Based Intrusion Detection Systems (NIDS) 

are indispensable for cybersecurity, providing vigilant 

monitoring and timely alerts against potential intrusions 

in network traffic. The deployment of intrusion detection 

in ICSs, where network isolation is prevalent, poses a 

significant challenge. This study investigates the viability 

of integrating Snort, an open-source Intrusion Detection 

System, with tailored Operational Technology (OT) rules 

for such environments. Our methodology seamlessly 

incorporates Snort into ICSs, effectively addressing the 

complexities introduced by network isolation. Operating 

on signature and rule-based matching, Snort adeptly 

identifies abnormal network traffic and potential threats, 

solidifying its role as a reliable NIDS tool for ICSs in 

network-isolated environments. This integration 

significantly enhances cybersecurity by enabling the 

detection and response to potential intrusions within the 

constraints of network isolation. 

2.3. Internal ICS Attack Scenarios 

This study explores NIDSs deployment in Industrial 

Control Systems (ICS) within network-isolated 

environments. Our investigation identifies vulnerabilities, 

particularly in instances of command injection and IDE 

access attacks [5], posing risks to the confidentiality, 

integrity, and availability of ICS. 

Examining NIDS deployment in ICS reveals internal 

attack methodologies. The TWISC@NCKU 

collaboration establishes a secure gateway control system 

testing platform at the third layer, emphasizing the critical 

role of sensor readings on Human-Machine Interface 

(HMI) in dam operations. Our research introduces cross-

layer attack methodologies tailored to dam operations, 

disrupting sensor readings through Modbus/TCP packet 

injections to Programmable Logic Controllers (PLCs). 

Focusing on countering malicious shutdowns, 

specifically targeting PLC controllers, we develop 

security measures and IDSs to fortify ICS against 

evolving threats in complex network environments. This 

study offers practical solutions to enhance ICSs' security. 

3. ICS Network Intrusion Detection Methods 

To explore the deployment of NIDS in ICS, we 

developed a comprehensive framework encompassing 

SNORT deployment, PLC, NIDS, and HMI 

establishment. Initially, we utilized Twido to construct an 

HMI, offering monitoring and control for the PLC 

(TWDLCAE40DRF). To simulate an attack, we 

deliberately shutdown the controllers of PLC and 

employed Wireshark to capture Modbus packets. 

Subsequently, SNORT was implemented with a focus on 

configuring it as a NIDS. 

NIDS is intended to be deployed at the third layer, 

specifically in the operational management segment, with 

the database at its core storing information displayed on 

the HMI. In this scenario, the objective of NIDS is to 

monitor the operational management layer of ICS to 

detect potential intrusion threats. 

 
Fig. 1. NIDS, PLC, HMI Integration Architecture 

During the integration of PLC and NIDS, we ensured 

seamless communication and monitored PLC 

communication to identify anomalies, with a particular 

emphasis on effectively detecting abnormal network 

behavior in an isolated network environment (Fig. 1). 
This comprehensive experimental procedure aims to 

assess the effectiveness of SNORT in ICS, contributing 
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to an improved understanding of cybersecurity 

enhancement in network-isolated environments. 

In the pursuit of validating our proposed approach, we 

leverage the OT testbed provided by TWISC@NCKU. 

This cybersecurity testbed, specifically designed for dam 

control systems, serves as the foundation for our 

experiments. Its realistic representation of industrial 

control scenarios enables a practical examination of 

SNORT's deployment within a network-isolated 

environment. 

Our investigation extends to the formulation of NIDS 

rules, particularly focusing on the integration of SNORT 

with tailored OT rules. The development of rules aims to 

detect attack techniques, with a special emphasis on 

countering malicious shutdowns, specifically targeting 

PLC controllers [6] (Fig. 2). This strategic development 

of rules contributes to fortifying ICS against evolving 

threats, thereby enhancing overall system security. 

alert tcp any any -> any 502 

(msg:"Detected Modbus/TCP Packet with 

Data '41ff00'"; content:"|00 00 00 00 

00 06 ff 90|"; depth: 8; 

content:"41ff00"; sid:10000004;) 

Fig. 2. Snort Rule for PLC Shutdown Detection 

4. Experiment 

In the experimental phase, we meticulously configured 

simulation parameters and established the experimental 

environment, focusing on realistic attack scenarios 

targeting Programmable Logic Controllers (PLCs). We 

simulated a shutdown attack on the controllers of PLC, 

capturing Modbus packets using Wireshark. Snort was 

configured as a NIDS with specific OT rules [7]. All 

experiments were conducted in the realistic dam control 

system testbed provided by TWISC@NCKU at National 

Cheng Kung University in Taiwan, ensuring authentic 

and reliable results. The configuration aimed to evaluate 

Snort's deployment effectiveness in industrial control 

systems with network isolation. 

Utilizing the established experimental environment, a 

total of 30 experiments were conducted, each lasting 20 

minutes and involving 0 to 20 instances of attacks. The 

attacks followed the methodologies outlined in Section 

2.3. Background traffic, consisting of normal HMI [8] 

and PLC communication, was present in the environment 

(Fig. 3). The results indicated that, with an average of 

4560 experimental packets, approximately 6.5 attacks 

were detected, resulting in a detection rate of 99.4%. The 

lowest detection rate, around 83%, occurred when 

interference devices were activated. In conclusion, there 

is a 99.4% probability of detecting attack packets, 

demonstrating the robustness of the proposed approach. 

 
Fig. 3. Background Traffic in the Environment 

5. Conclusion 

This study delves into the deployment of NIDS, with a 

specific focus on Snort, in network-isolated ICS. 

Traditional intrusion detection systems often face 

challenges in ICS scenarios with network isolation, 

where they typically operate at gateway ports. 

Leveraging the cybersecurity testbed for dam control 

systems at TWISC@NCKU in Taiwan, our research 

validates Snort's efficacy in detecting abnormal network 

traffic, addressing the common issue of insufficient 

monitoring in network-isolated environments. 

In the pursuit of enhancing the overall security of 

network-isolated ICS, this study emphasizes the 

necessity of adapting intrusion detection strategies to the 

unique challenges posed by critical infrastructure. 

Looking ahead, future research aims to broaden the scope 

by exploring additional attack scenarios. Due to current 

limitations in experimental settings, there are plans to 

incorporate Engineering Working Station (EWS) and 

introduce common IT attack scenarios to assess their 

effectiveness. This expansion will provide a more 

comprehensive understanding of the capabilities and 

limitations of intrusion detection systems in safeguarding 

network-isolated ICS against a diverse range of cyber 

threats. 
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Abstract 

This paper aims to explore the innovative model of integrating AI (Artificial Intelligence) services in the Taiwanese 

real estate industry. The research employs literature analysis and the Fuzzy Analytic Hierarchy Process (FAHP) as the 

methodological approach. A FAHP questionnaire survey was conducted among real estate professionals in the Tainan 

region of Taiwan. Through the calculation of relative weights among various dimensions, the study identifies key 

factors related to the adoption of AI-based innovations by real estate agents in Taiwan. These findings serve as crucial 

references for the real estate industry in transactional and operational management. 

Keywords: Real Estate Agency, Artificial Intelligence (AI), Service Innovation, Fuzzy Analytic Hierarchy Process (FAHP) 

 

1. Introduction 

Real estate transactions involve not only the buyers and 

sellers but also a crucial intermediary—the real estate 

agent. These agents play pivotal roles in property 

transactions, serving as key figures in advertising, 

marketing, and negotiation processes. 

Quality real estate agents leverage effective 

communication and professional marketing strategies to 

facilitate successful transactions, guiding both parties 

towards the common goal of closing deals. 

This paper asserts that real estate agents consistently 

improve overall marketing performance through various 

innovative services. However, the study suggests that by 

incorporating an AI-driven integration of innovative 

services, it is possible to identify key factors influencing 

various sales strategies employed by real estate agents. The 

research believes that uncovering these factors can 

significantly contribute to the operational performance of 

real estate agencies. 

The objectives of this study are as follows:  

(1)To examine relevant literature and identify key factors 

in service innovation, developing primary and secondary 

dimensions.  

(2)To integrate AI technology into the reviewed 

dimensions and conduct a questionnaire study using the 

Fuzzy Analytic Hierarchy Process (FAHP) to obtain the 

relative weights of four main dimensions and twelve sub-

dimensions. 

(3)To draw conclusions and summarize the key factors in 

the integration of AI-based service innovations in the 

Taiwanese real estate industry. These findings serve as 

vital references for industry operational performance and 

business development. 

2. Literature Review 

Innovation has emerged as a pivotal force propelling the 

development of the service economy [1]. Within the real 

estate industry reports, there is a growing trend to 

incorporate elements such as digitization, new 

technologies, the sharing economy, tenant relationships, as 

well as new services and business models [2], [3], [4]. 

AI has the potential to drive market capabilities, utilizing 

various AI methods such as customer-oriented, industry-

oriented, and cross-functional integration approaches to 

better understand consumer demands. These methods are 

then applied to the marketing behaviors of companies [5]. 

To streamline AI-driven innovation, service organizations 

need to develop an integrated Dynamic Capability 

Framework (DCF) that focuses on the ethical application 

of technology, talent, organizational culture, and structure 

to optimize the entire service journey [5]. 

This paper gathers insights from domestic and 

international scholars and experts to explore literature 

related to service innovation and the application of AI in 
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the field of real estate. Through this review, the study 

synthesizes and constructs the main dimensions of service 

innovation, including customer engagement, business 

models, technology integration, and process innovation. 

The subsequent sections provide detailed discussions on 

each of these dimensions. 

At the "customer engagement" level, customers are 

paramount in the real estate industry. Real estate agents 

must fully comprehend customer needs to seize crucial 

transaction opportunities. Therefore, the concept of 

customer engagement necessitates the integration of 

various transaction methods, considering potential impacts 

on company behavior. To achieve this, companies need to 

understand customer demands, identify the value 

customers seek beyond normal transaction processes, 

recognize customer roles, and anticipate the roles 

customers and the company play in interacting with each 

other [6]. 

At the "business model" level, business models have 

become essential means for the commercialization of 

innovative ventures. They are perceived to provide a 

framework for companies to create and extract value from 

innovative ideas or technological developments, 

emphasizing that innovation concepts or technological 

developments alone do not represent any "single target 

value." The commercialization of such concepts occurs 

through business models [7], [8]. 

At the "technology integration" level, the rapid 

development and widespread deployment of technology 

integration form the foundation for many service 

innovations. The significance of technology integration for 

service-oriented enterprises and industries, as well as the 

importance of service innovation, has long been 

recognized [9]. Understanding the four dimensions of 

service innovation—service concept, customer interface, 

service delivery system, and technology—many service 

innovations involve some combination of these 

dimensions [10]. 

At the "process innovation" level, revolutionary 

approaches to enhance business performance must address 

how to perceive and build businesses and how to improve 

them. Businesses should not be viewed from the 

perspective of functions, departments, or products, but 

rather from the standpoint of key processes. Adopting a 

process-oriented approach means adopting the customer's 

viewpoint. Processes are the structures for performing 

operations required to create value for customers. 

Therefore, a crucial measure of processes is customer 

satisfaction with the process outputs, as they are the 

ultimate arbiters of process design and ongoing 

performance [11]. 

For real estate sales, the use of technology and digitization 

has become a fundamental marketing method. As 

information technology continues to advance, an 

increasing number of real estate agents are incorporating 

AI technology into their sales promotions. This involves 

integrating various service innovations and streamlining 

operational processes to address the dynamic demands of 

the real estate market, thereby strengthening business 

operations and achieving profitability goals. 

3. Constructing an AI-Integrated Service Innovation 

Model in the Real Estate Industry 

3.1. Research Framework 

This study synthesizes the results of focus group 

discussions to establish a determined research framework 

for an AI-integrated service innovation model in the real 

estate industry. The developed framework comprises four 

main dimensions and twelve evaluation indicators, as 

illustrated in (Fig. 1).  

Figure 1 Research Framework 

3.2. Research Subjects 

To investigate the integration of AI technology in service 

innovation within the Taiwanese real estate industry, this 

paper focuses on real estate professionals in the Tainan 

region as the primary study participants. Employing 

purposive sampling, 12 scholars and industry experts 

specializing in AI and the real estate industry were selected 

to participate in the FAHP questionnaire. Prior to 

conducting the FAHP survey, the researchers provided an 

overview of the study's objectives to these participants and 

engaged willing real estate professionals in the FAHP 

questionnaire survey operations. 

4. Empirical Evidence of AI-Integrated Service 

Innovation Models 
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In this paper, the multiplication of the four evaluation 

indicators by their respective dimensions results in 

composite weights. 

As can be seen from Table 1, the most important 

evaluation indicators recognized by the 12 real estate 

industry players are "customer acceptance of AI for sales 

objects" (the comprehensive weight is 0.223), and "the 

benefit of sales process innovation to the enterprise" (the 

comprehensive weight is 0.173, ranking No. 2. Ranked 

third is "The difference in customer perceptions of objects 

using traditional copywriting or the introduction of AI" 

(the comprehensive weight is 0.101), ranking fourth is 

"The effectiveness of AI technology introduced into the 

service innovation process" (the comprehensive weight is 

0.084), ranking The fifth is "The benefit of innovative 

technology to real estate agents" (the comprehensive 

weight is 0.083), and the evaluation indicators ranked sixth 

to twelfth are: "The acceptance of AI technology 

innovation business model by marketers" (the 

comprehensive weight is 0.067) , "Customer participation 

in using AI" (the comprehensive weight is 0.059), "The 

benefits generated by the introduction of AI technology 

into the real estate business model" (the comprehensive 

weight is 0.056), "The organizational application of AI 

technology integration" (the comprehensive weight is 

0.054) , "Innovation completeness of enterprise 

introduction process" (the comprehensive weight is 0.041), 

"The impact of the innovative model integrating AI 

marketing on company operations" (the comprehensive 

weight is 0.030), and "The participation of real estate 

agents in AI technology" (the comprehensive weight is 

0.029 ). 

Table 1 The comprehensive weights for the AI-integrated 

service innovation model 

5. Conclusions 

The four key findings of this study are listed below: 

5.1. The most important evaluation indicator for 

customer participation is "Customer acceptance of 

sales items imported into AI" 

"Customer participation" is the most important aspect 

considered by real estate industry players, among which 

"customer acceptance of AI for sales items" is the most 

important. For customers, no matter what kind of real 

estate property is needed or what sales method is used, the 

primary evaluation factor is whether the customer can 

accept and like it. It is also worth noting that no matter 

what kind of technology is used to promote the sale of 

objects, the key point is to let customers fully understand 

the characteristics, price, regional market and housing 

conditions of the object, which is the best way to achieve 

the final sale. 

5.2. The most important evaluation indicator of process 

innovation is "the benefit of sales process 

innovation to the enterprise"  

"Process innovation" is the second most important aspect 

considered by real estate industry players, among which 

"the benefit of sales process innovation to enterprises" is 

the most important. Research shows that the vast majority 

of real estate industry operators agree that continuous 

innovation in sales processes, in addition to the benefits to 

enterprises, It is obviously helpful, but it will also be a 

great help for marketers to implement business promotion. 

The possible reason is that with the changes of the times 

and in response to different customer needs, only 

innovating the sales process in a timely manner can 

effectively improve operational efficiency. In other words, 

real estate industry players cannot just focus on sales 

performance. Grasping the pulse of the market and 

establishing a process innovation mechanism are 

indispensable key factors. 

5.3. The most important evaluation indicator for 

technology integration is "the benefit of innovative 

technology to real estate agents" 

"Technology integration" is the third most important aspect 

considered by real estate industry players, among which 

"the benefit of innovative technology to real estate agents" 

is the most important. The main reason is that information 

technology is changing with each passing day, and AI is 

penetrating into every person. Today, the main purpose of 

promoting technology-based real estate brokerage is to 

create convenience, security, and innovation between 

operators and consumers. At this time, it must rely heavily 

on the integration and linkage of various technological 
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knowledge and information equipment. For example, 

through smart technology-related technologies, people can 

view houses remotely or use 360-degree panoramic views, 

so that they do not need to visit the house in person. Instead, 

they can use technology to filter suitable objects to save 

money. time and improve sales performance.  

5.4. The most important evaluation indicator of the 

business model is "marketing staff acceptance of AI 

technology innovation business model"  

"Business model" is an aspect that real estate industry 

players consider to be less important. Among which, "AI 

technology innovation business model marketers' 

acceptance" is the most important. The main reasons 

should be the age and acceptance of new technology 

applications by real estate agents and marketers. There is a 

large gap in levels, and not every colleague may be quick 

or familiar with the application mode of AI technology, and 

some consumers have not popularized the operation 

method of information technology for house viewing. 

There are still most consumers who can only discover the 

house through on-site viewing. The actual problem lies, but 

with the increasing popularity of smart systems and 

equipment, AI technology will gradually become more 

popular in the future, and the public will also have a certain 

degree of concept. The promotion of this business model 

will still be a key point in the future.  
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Abstract 

In fresh produce supermarkets, the shelf life of vegetable products is typically short, necessitating daily restocking 

based on historical sales data and the formulation of a rational pricing strategy to maximize the store's profits. This 

paper, based on sales data for vegetable products in a particular store from July 2020 to June 2023, employs various 

analytical methods, including multidimensional analysis, clustering, and regression, to explore the interrelationships 

among different types of vegetables. Furthermore, it combines cost-plus pricing and price elasticity models to 

establish a pricing framework that optimizes revenue for the supermarket. 

Keywords: vegetables for sale, vegetable pairing, cost plus pricing, pricing strategy

1. Introduction 

Nowadays, with the continuous improvement of people's 

living standards, fresh merchants are opening in various 

places. In the sale of vegetable commodities, because the 

fresh-keeping period of vegetable commodities is 

relatively short, and the product phase becomes worse 

with the increase of sales time, it is of great significance 

for merchants to replenish according to the historical 

sales and demand of various types of vegetables in the 

past. 

In the actual operation of the store, the store should 

consider the types of various vegetables, origin, shelf life, 

purchase time, season, store space and other factors to 

reasonably replenish different vegetables. In addition, the 

store should also consider the consumption time of 

customers, the number of types of dishes, market 

conditions and other factors to determine the price. The 

research on reasonable replenishment and pricing of 

vegetables has important guiding significance for the sale 

of vegetables in real life. 

This paper will explore the distribution of different 

vegetable sales from different dimensions, and combined 

with the cost plus pricing [1] and price elasticity model [2] 

to explore and set a set of pricing relationships to 

maximize the profits of supermarkets.  
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The rest of this paper is organized as follows. The 

second part studies the law of vegetable sales according 

to the data of previous years. Section III introduces the 

construction of the pricing model. In Section IV, the 

evaluation model and the obtained results are analyzed. 

Section 5 summarizes the main contents of this paper. 

2. Rules of Vegetable Sales 

The data statistics the flow details of vegetable products 

sold in a store from July 1, 2020, to June 30, 2023, which 

contains six vegetable categories and the corresponding 

single product sales volume and sales unit price. In the 

following, the sales rules of vegetables will be analyzed 

from three dimensions: quarterly, weekday and 

non-weekday, and freshness. 

2.1. The quarterly factor 

By summarizing the total sales volume of the six 

categories of goods in each quarter, the visualized data 

are presented in Fig.1. 

 

 
Fig.1. quarterly factor chart 

As can be seen from the Fig.1, the sales volume of 

each vegetable category shows periodic changes over 

time. The sales volume of the third quarter of 2020, the 

third quarter of 2021 and the third quarter of 2022 to the 

third quarter of 2023 show the same trend. The trend 

between the third quarter of 2021-the third quarter of 

2022 and the two cycles may be different because the 

COVID-19 pandemic has affected sales. 

2.2. Working days and non-working days 

In real life, people often have meals at work on weekdays 

and buy fewer vegetables every day. On non-working 

days, that is, Saturday and Sunday, people are more 

willing to buy more vegetables to eat. The average sales 

volume of six types of vegetables on weekdays and 

non-working days are shown in Fig.2. 

 

 
Fig.2. weekday and non-weekday factors 

It can be seen from Fig.2 that each category sells well 

on Saturday and Sunday, and the sales volume is large, 

which reflects that the average sales volume of the six 

vegetable categories on non-working days is stronger 

than that on working days. 

2.3. Freshness of vegetables 

In a day, from morning to evening, the freshness of 

dishes gradually decreases. The average daily sales 

volume of the six vegetable categories is divided into 

three periods by time, and the sales volume of each 

vegetable category in the morning, middle and late 

periods is summed up, to analyze the distribution of the 

freshness of dishes in the store on the sales rule, The data 

are visualized in Fig.3. 

 

 
Fig.3. freshness factor map of vegetables 

It can be seen from Fig.3 that the sales volume of all 

dishes is the largest in the morning, followed by the 

afternoon, and the least in the morning. This result is 

consistent with the actual life, and reminds the merchants 

to prepare all the goods in the morning, and carefully 

replenish the goods in the afternoon and evening. 

2.4. The distribution law of sales volume of each single 

product 

Each major category of vegetables contains a variety of 

single vegetable products. The single vegetable products 

are divided into 7 categories by K-means clustering 

39



A Study on Sales  

©The 2024 International Conference on Artificial Life and Robotics (ICAROB2024), J:COM HorutoHall, Oita, Japan, 2024 

method [3], and the trend of the average sales volume of 

each category of single product over the quarter is drawn, 

which is shown in Fig.4. 

 
Fig.4. regular trend chart of single product sales 

The average sales volume and sales volatility (standard 

deviation) of each category of single product are 

calculated, and combined with the quarterly sales trend of 

single product, the sales rule of single product is shown 

in Fig.5. 

 

 
Fig.5. summary of single product sales rules 

3. Building A Pricing Model 

The purpose of establishing the pricing model is to 

maximize the profit obtained by the merchants [1]. Firstly, 

the purchase price and sales volume of each category of 

vegetables in the future should be predicted according to 

the previous data, and then the cost markup rate and 

elastic demand should be added for modeling. 

3.1. Cost-plus pricing 

Cost-plus pricing is a method to determine the price of a 

product based on the cost of the product, plus a certain 

profit margin [2]. This method is simple and easy to 

implement, which can ensure that the costs and profits of 

enterprises are compensated, and is also conducive to 

maintaining the stability of prices. The calculation 

formula of the cost-plus pricing method is as follows. 

 

   Price = unit cost + unit cost × cost margin    (1) 

3.2. Price elastic demand 

Price elastic demand refers to the response degree of 

quantity demanded to price changes, which is usually 

expressed by the ratio of the percentage change in 

quantity demanded to the percentage change in price, that 

is, the price elasticity coefficient of demand. 

3.3. Buildup of model  

The impact of establishing the selling price and cost 

markup rate on sales volume for each vegetable category 

is as follows. 

𝑄𝑖 = 𝛼𝑖 + 𝛽1𝑖𝑃𝑖 + 𝛽2𝑖𝑅𝑖 + 𝜖𝑖         (2) 

Here, α𝑖  is the intercept term. β1𝑖  and β2𝑖  are the 

coefficients representing the influence of selling price 𝑃𝑖  

and cost markup rate 𝑅𝑖on sales volume 𝑄𝑖 , and ϵ𝑖 is 

the error term. 

The price elasticity, denoted as β2𝑖=𝐸𝑖, is defined as: 

𝐸𝑖 =
𝛥𝑄𝑖/𝑄𝑖

𝛥𝑃𝑖/𝑃𝑖
               (3) 

To maximize the profit for supermarkets, we establish 

a constraint equation for profit Π. 

𝛱 = (𝑃𝑖 − 𝐶𝑖 × (1 + 𝐿)) × (𝐸 + 1) × 𝐷   (4) 

Here, 𝑃𝑖   is the selling price, 𝐶𝑖  is the cost, 𝐿 is the 

loss rate, 𝐸𝑖  is the price elasticity's impact on sales 

volume, and 𝐷  is the demand quantity. 

4. Interpretation of Result 

According to the above model construction, six types of 

vegetable commodity data are brought into the model and 

calculated with Python to obtain the final answer. 

4.1. Evaluation of the model 

Advantages: 

(1) By comprehensively considering the relationship 

between sales volume, cost markup and price elastic 

demand, merchants can maximize profits. This 

comprehensive consideration can help merchants more 

comprehensively consider the impact of various factors 

when formulating pricing strategies. 

Category Average Sales Volume/KG
Sales Volatility

(Standard Deviation)
Quarterly Trend

First Category
About 663.58, at a

medium level

About 529.82,

relatively small

Sales volume is relatively

stable, without obvious

peaks or valleys

Second Category
About 754.04, also at a

medium level

About 1211.53, high

volatility

Sales volume has some

fluctuations, with some

seasonal effects

Third Category

About 54.89,

significantly lower

than other categories

About 88.17, lowest

volatility

Sales volume is overall

low and stable

Fourth Category

About 2278.61,

significantly higher

than other categories

About 858.75

There are several quarters

with very high sales

volume, possibly seasonal

products

Fifth Category

About 2347.03, also a

high sales volume

category

About 1203.68, high

volatility

Sales volume fluctuates

greatly in different

quarters

Sixth Category
About 739.19, at a

medium level

About 1029.03, also

high volatility

Sales volume has some

fluctuations

Seventh Category
About 1598.93, high

sales volume

About 2503.23, highest

volatility

There are several quarters

with very high sales

volume, large seasonal

impact

40



Yuhao Zhang, Shuangshuang Ma, Jiashuai Wang, Fengzhi Dai, Lijiang Zhang  
 

©The 2024 International Conference on Artificial Life and Robotics (ICAROB2024), J:COM HorutoHall, Oita, Japan, 2024 

(2) The use of historical data for forecasting can 

provide certain reference basis to help merchants make a 

reasonable estimate of future sales volume and purchase 

price. 

(3) The cost-plus pricing method is simple and easy to 

implement and can ensure that the costs and profits of 

enterprises are compensated, which is conducive to the 

stability of prices. 

(4) Considering price elastic demand, that is, the 

sensitivity of demand to price, can help merchants better 

understand the changes in market demand and make 

corresponding adjustments when setting prices. 

Disadvantages: 

(1) The model excludes the influence of special factors 

such as weather and source of goods, which may have an 

important impact on the sales volume and purchase price. 

Therefore, in practical applications, it may be necessary 

to further consider the influence of these factors. 

(2) The model does not consider the pricing strategies 

of competitors and the impact of market changes, which 

may limit the applicability of the model in the real market 

environment. 

5. Conclusion 

Through THE ANALYSIS OF THE flow records of 

vegetable commodities in a store, the sales relationship 

between different vegetable categories is explored, and 

the basic pricing model is obtained, which makes the 

store maximize the profit, which will help the store 

replenishment and pricing. 
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Abstract 

In this paper, the control of multiple mobile robots TurtleBot is studied for the robot operating system (ROS). A 

distributed control and communication platform is built to solve the problem of data transmission between multiple 

robots, and the configuration of robot workstations that can be monitored and remotely controlled is completed. On 

this basis, the SLAM mapping and autonomous navigation of the robot are completed. The SLAM mapping algorithm 

of Gampping is selected. With the help of Gazebo simulation platform and Rviz visualization tool, the local path 

planning of TEB is used to realize the autonomous navigation and multi-point navigation of the robot based on the 

known environment. On the basis of the constructed distributed control system and the control of a single robot, the 

research on the coordination of multiple robots is further carried out, and the synchronous control of the robot is 

realized by using a single node and multi-thread method. By changing the commands issued by the topic, the control 

of multiple robots for different attributes is released synchronously to achieve more accurate and more synchronous 

robot motion control. With the help of TF tools, multi-machine following and multi-machine formation are completed, 

and based on the path planning of a single robot, the navigation of multiple robots is realized. 

Keywords: ROS, Multi-robot cooperation, Distributed control 

1. Introduction 

Robot Operating System (ROS) is an open source 

standard for the robotics industry. It integrates sensors, 

motors, and controllers into reusable modules through a 

distributed messaging architecture to achieve mobility, 

operation, navigation, and recognition tasks [1]. With the 

continuous development of the Robot Operating System 

(ROS), ROS has gradually entered various fields to 

complete various task requirements. However, when 

dealing with some complex tasks, it still seems to be 

somewhat inadequate, and sometimes it is necessary to 

cooperate with the staff to meet the requirements. 

Therefore, the research on multi-robot cooperative control 

is particularly important. The realization of multi-robot 

collaboration can not only cope with complex work 

scenarios and complete complex work requirements, but 

also improve work efficiency and enhance the intelligence 

of robots. Moreover, with the development of artificial 

intelligence, robots have ushered in new development 

opportunities. Based on the ROS multi-robot patrol 

algorithm simulation and benchmark test framework, the 

development of multi-robot systems, virtual reality and 

robot interaction has become popular. In the future, ROS 

will develop rapidly in the fields of navigation and 

positioning, 3D object recognition, motion planning, 

multi-joint manipulator motion control, machine learning, 

human-machine interaction, robot collaboration and so on. 

2. Cooperative control of ROS mobile robot 

The basis of collaboration between robots is two-way 

communication, because in the process of collaboration, 

task allocation, data transmission and information 

generalization are involved. Robots need to communicate 

frequently to obtain location information and working 
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status of other devices. Therefore, to realize the 

cooperative control of mobile robots based on ROS, we 

first need to build a communication platform, and all 

devices are connected to the platform, and use this as a 

benchmark for communication and wireless connection. 

At the same time, in order to facilitate the management and 

monitoring of all robot devices, a remote workstation 

device needs to be set up. The workstation can remotely 

connect any robot device for management, and can also 

monitor the working status and task progress of all robots. 

2.1. Design of distributed control system 

A distributed communication and control platform is 

built for robots to provide network support for robot 

collaboration. 

 

A. Static IP settings and master-slave IP configuration 

 

In order to ensure the normal communication function 

between robots and between robots and remote control 

terminals (workstations), each device needs to be 

connected to the same network, which can be provided by 

the wireless signal of the router or maintained by the hot 

spot service of the mobile phone. Because the general 

wireless network will assign different IP addresses to 

different users, although different robot devices are in the 

same network, because the IP address is different, and can 

not communicate, so the network provider is required to 

manually set up static IP and set up a multi-machine 

communication environment in the. bashrc file of each 

device. The setting of static IP is very simple. It only needs 

to change dynamic acquisition to manual acquisition in 

IPV4, and set fixed IP address, default routing, subnet 

mask and DNS. 

ROS is a distributed computing environment. A running 

ROS system can contain multiple nodes distributed on 

multiple computers. According to the configuration of the 

robot operating system, multiple nodes between multiple 

computers, different nodes running on the same computer 

may need to communicate with each other at any time. 

Therefore, ROS requires a complete two-way connection 

between all robots on all ports for network configuration, 

and each computer must announce itself through a name 

that all other computers can parse. 

 

 

B. ssh Remote Connection 

 

In the distributed architecture of multi-processors, file 

transmission may be frequently involved between different 

robot systems. For example, ROS programs are written on 

the workstation, and eventually need to run on the client. 

It is necessary to upload related directories and files from 

the workstation to the client. In fact, the design of the 

control system of multiple robots often adopts the mode of 

remote management of the workstation. After the network 

and function of each robot client are configured for the first 

time, in order to facilitate the update of the robot firmware, 

the processing when the operation is wrong and the 

iterative upgrade of the function package, it is also 

convenient to monitor the whole system. A remote 

workstation solves these problems. The problem is how to 

realize remote connection on the workstation and log in to 

the client for management. ROS gives the answer, which 

provides two remote control tools, ssh and vnc. Here only 

introduce ssh this way. 

 

SSH (Secure Shell) is an encrypted network protocol for 

secure network services such as secure data 

communication, remote command line login, and remote 

command execution between two networked computers. It 

encrypts all data transmitted between two computers and 

provides secure and authenticated communication over an 

insecure network. It is commonly used by system 

administrators to manage remote servers and by 

developers to securely access and transfer files between 

machines. The whole process of data transmission is 

transparent and safe, using openssh tools will enhance 

your system security. The SSH implementation 

architecture is divided into two parts: client and server. The 

client is the requester and requests to upload files. The 

server is the receiver, receiving and downloading files 

from the client. The workstation belongs to the client and 

sends data to the robot. The robot belongs to the server. 

The implementation process is divided into four steps: 

install SSH client and server respectively ; the server starts 

the SSH service ; client remote login server ; realize data 

transmission. 

 

C. Optimization of ssh usage 

 

The client needs to enter the password every time it logs 

on to the server, and it also needs to enter the password 

when uploading and downloading files, which actually 

brings great inconvenience to the transmission of files. 

How to optimize the use of SSH, make the server trust the 

client, give the client a permission without password 

access, simplify the login steps with the help of the key, 

realize the secret-free login, and improve the efficiency of 

the operation. The implementation idea of optimization is 

to generate a pair of public key and private key. The private 

key is stored locally, and the public key is uploaded to the 

server. When each login, the local directly uploads the 
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private key to the server. The server can find the matching 

public key, and it is identified as a legitimate user. The ssh 

connection is directly created, and the client does not need 

to enter the password. 

 

D. Communication between robots 

 

The ROS kernel (roscore) is the basis of ROS operation, 

which has a parameter server. A running ROS has and only 

has one ROS kernel, and everything on ROS depends on 

this kernel [2]. ROS is a distributed framework based on 

the development and integration of many Nodes (nodes). 

Therefore, how to connect and manage many nodes is a 

problem that ROS must solve, which introduces a 

communication mechanism. In the communication 

mechanism, ROS Master (master node, node manager) 

manages and schedules the communication process 

between nodes in the network, and provides a service for 

configuring global parameters in the network. There are 

three basic communication modes of ROS, namely topic 

communication (publish-subscribe mode), service 

communication (request-response mode) and parameter 

server (parameter sharing mode). 

 

2.2. Synchronization control of mobile robot 

 

There are two control schemes to realize the 

synchronous control of robots. The first scheme is that the 

controller synchronously publishes multiple topics, and 

each topic corresponds to the ns attribute of different 

robots. The detailed process is shown in Fig. 1. 

 
 

Fig. 1 The controller synchronously publishes multiple 

topics 

 

The second scheme is to create an intermediate node, 

which receives the control instructions of the controller 

and processes them. After adding the ns attributes of 

different robots, it is released to the robot for control. Fig. 

2 shows the implementation of scheme 2. 

 
 

Fig. 2 Intermediate nodes assist in publishing 

 

Both schemes allow the robot to obtain the same motion 

control. Scheme 1 needs to modify the code of the original 

given controller. After modification, it is impossible to 

control a single robot independently. Scheme 2 retains the 

original control node and still retains the control 

characteristics of a single robot. When multiple robots 

need to be controlled, only one more intermediate node 

needs to be run. Therefore, Scheme 2 is more practical. 
 

2.3. Mobile robot queuing to follow 

 

In order to realize the following of multiple robots, the 

following between two robots is considered first. If robot 

A follows robot B, the relationship between the position 

and attitude of the two robots must be known. Then 

through the coordinate transformation, the coordinate 

system transformation matrix between the two robots can 

be obtained, as well as the displacement vector randomly 

transformed to the pilot. The robot follows the simulation 

as shown in Fig. 3. 

 

 

Fig. 3 Multi-robot following simulation 

 

As long as the relationship between the coordinates is 

calculated in real time, ROS provides four methods to 

obtain the coordinate relationship of robot pose, which can 

be obtained by SLAM mapping, odometer, global camera, 

motion capture device and so on. After obtaining the 

coordinates, it can be sent to the TF tool in ROS by 

broadcast. Then subscribe to the relationship between the 
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two robots in the TF tool. The distance and attitude angle 

difference between the two rob real-time follow can be 

achieved through the TF tool. ots can be obtained by the 

pose relationship between the two robots. The speed and 

angular velocity instructions are issued by PID control to 

realize the following control of the robot. 

The key to realize multi-machine following is to use TF 

(Transformations Frames) tool, which is a tool for 

monitoring and calculating robot pose information, 

providing pose monitoring, coordinate transformation and 

other functions. In the robot operating system, the TF 

toolkit includes Broadcaster, Listener, and TF conversion 

tools. The broadcaster broadcasts the position relationship 

between each robot and the world coordinate system to the 

TF tool through the topic; listener obtains the relative 

position of the two robot coordinate systems by viewing 

the TF toolkit. 

2.4. Multi-robot formation of mobile robot 

The principle of formation and following is that the TF 

tool is needed to obtain the relationship between the robot 

coordinate systems, but the following needs the 

transformation of the coordinate systems of the pilot and 

the random. The random moving target point is the 

coordinate origin of the pilot. The pilot moves, and the 

coordinate origin moves accordingly. TF will broadcast its 

pose in real time to control the random speed and angular 

velocity to achieve the purpose of real-time following. The 

coordinate system and coordinate transformation are 

shown in Fig. 4. 

 
 

Fig. 4 Formation coordinate system and coordinate 

transformation 

 

Compared with the following, the realization of the 

formation needs to establish a virtual coordinate system of 

the specified position around the leader, and obtain the 

change of the position and attitude of the virtual coordinate 

system following the leader coordinate system in real time 

through the TF tool. The remaining formation aircraft track 

the position and attitude of the specified virtual coordinate 

system respectively, and the robot formation movement of 

various formations can be realized. By using the TF tool 

and the basic communication method to publish the virtual 

coordinate system of each specified position, the robot 

formation problem is transformed into the tracking 

problem of the target point. It is necessary to modify the 

callback function in the control of the pilot robot to realize 

the release of the specified virtual coordinates. Because the 

virtual coordinate is relative to the position of the pilot 

robot, it can be adjusted according to the required 

formation. In this paper, three formation modes are 

demonstrated, including horizontal line, triangle and 

square escort formation, and the position and 

transformation of virtual coordinates of triangle formation 

are given. They are shown in Fig. 5, 6 and 7. 

 

Fig. 5. Horizontal formation simulation 
 

 
 

 

Fig. 6 Triangle formation simulation 
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Fig. 7 Square escort formation simulation 

 

2.5. Cooperative navigation of mobile robot 

 

 

 

 

 

 

 

 

 

 

Fig. 8 Robot cooperative navigation 
 

Fig. 8 shows the scene of three robots navigating at the 

same time in the same environment, and the three robots 

will determine their own movement routes through 

cooperation to avoid the risk of collision with each other, 

and move to the established target point in the shortest time 

and most efficiently. 
 

A. Robot path planning 

Before path planning, it is necessary to build a grid map 

of the robot 's working environment through SLAM 

mapping [3], because the robot 's navigation process needs 

to create target points on the map, and in the path planning 

process, the path planned by the robot will be displayed on 

the map in real time. Mapping algorithms are also diverse, 

including unscented Kalman filter UKF-SLAM, FAST-

SLAM, Gmapping, etc [4], [5]. In this paper, the 

Gmapping mapping algorithm based on lidar data is 

selected. The basic idea of Gmapping algorithm is to 

obtain the information of the surrounding environment 

through lidar when the robot moves, and then construct a 

map and locate the position of the robot through filtering 

and matching algorithms. 

In this paper, the TEB algorithm [6] is used to avoid 

obstacles. Firstly, several rough paths that can reach the 

target point are taken as the original paths. Then, various 

constraints are considered on each path, such as time, 

collision, speed, acceleration, etc., and these constraints 

are used to construct the optimization problem. Finally, the 

optimization problem of each initial path is solved, and a 

better path than initialization is obtained. Then, a better 

path is selected from the optimized path, and the result of 

local path planning can be obtained. 

 

B. Robot cooperative navigation 

 

ROS multi-robot cooperative navigation is to complete 

the cooperative work of multiple robots in the same 

environment to achieve navigation and exploration of the 

environment. In ROS, multi-robot cooperative navigation 

usually uses multiple nodes to achieve. Each robot has its 

own navigation nodes, which can exchange information 

with each other through ROS communication mechanism. 

In cooperative navigation, robots need to understand each 

other's position and state in order to coordinate their 

actions. When implementing ROS multi-robot cooperative 

navigation, the following aspects need to be considered:  

Communication mechanism: ROS provides a variety of 

communication mechanisms, including Topic, Service and 

Parameter Server. In multi-robot cooperative navigation, 

topics and services are usually used to achieve 

communication between robots.  

Position estimation: The robot needs to accurately 

estimate its position and posture. Laser radar, vision 

sensors and other sensors can be used to achieve position 

estimation.  

Obstacle avoidance algorithm: In the navigation process, 

the robot needs to avoid obstacles and avoid collisions.  

Cooperative planning algorithm: In multi-robot 

cooperative navigation, robots need to coordinate their 

actions to avoid mutual interference. Collaborative 

planning algorithms can be used to achieve collaborative 

action. 
 

3. Conclusion 

Since the birth of ROS in 2007, the research and 

development of this distributed framework system with 

nodes as processing units and functional units has 

flourished, and robot distributed control has great 

prospects in the development of service-oriented robots 

and warehouse logistics robots. As one of the popular 

development directions of robots in the future, multi-

machine collaboration not only provides a solution to deal 

with complex working environments in the working 

process of robots, but also greatly improves the working 

efficiency of robots. The working requirements of service-

oriented robots are not only the quality of service, but also 

the efficiency of their work. With the fast-paced operation 

of society, we are mostly in a ' fast-food ' attitude towards 
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life. The efficiency of a single robot is limited, and the 

management of multiple robots is complex. Therefore, a 

multi-machine cooperative control system that can be 

autonomously managed, information shared, divided and 

autonomous, and autonomously coordinated is developed, 

that is, swarm intelligence. It meets the requirements of 

high efficiency and simple management. Warehouse 

logistics robot is a system that  

 

pursues time efficiency. How to ensure its work efficiency 

and achieve the required accuracy at the same time is more 

convenient for the management of multiple robots in the 

whole system. Multi-machine coordination of distributed 

control may give its answer. Let the robot coordinate 

autonomously, and at the same time share data in real time 

and allocate tasks, which is convenient for management 

and efficient. 
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Abstract 

Workpiece residue refers to a thin film formed on the surface of the workpiece during the machining process, due to 

factors such as cutting fluid, chips, oil stains, etc., which affects the quality and performance of the workpiece. This 

paper proposes an OpenCV-based method for workpiece residue image processing, aiming to achieve automatic 

detection and analysis of workpiece residue. By building a workpiece image acquisition system, workpiece residue 

images  of different  types  and  degrees  are  collected,  and  the  proposed  method  is  verified  and  evaluated.  The 

experimental results show that the proposed method can effectively detect and analyze workpiece residue, with high 

accuracy and robustness, providing an effective means for workpiece quality control. 

Keywords: Workpiece residue, OpenCV-based, Image processing, Automatic detection and analysis 

 
1.  Introduction 

 

With   the   continuous    development   of   technology, 

artificial intelligence and machine learning have achieved 

remarkable results in many fields.  Especially in the 

manufacturing industry, workpiece residue has a great 

impact on product quality and production efficiency. In 

order to   solve this problem, many researchers have 

proposed a method of workpiece residue detection based 

on image processing. These methods process and analyze 

the image to identify the work parts and residues, so as to 

realize   the   automatic   detection   and   classification   of 

residues in the production process. 

In the manufacturing industry, the strict requirements for 

product   quality make the   detection of workpiece 

residue  an  important task. Whether at home or abroad, 

many researchers are exploring how to effectively realize 

the automatic detection of workpiece residue. However, 

existing methods often have some problems, such as poor 

detection of workpiece and residue with complex shapes 

and sizes, or require a large number of known samples 

and expensive computational resources for training and 

learning. 

This paper introduces a method of detecting 

workpieceresidue based on OpenCV image processing.  

OpenCV (Open Source Computer Vision Library) [1] is a 

widely used open source computer vision library. It 

contains rich image processing and analysis functions [2], 

and provides many efficient and practical tools and 

techniques, which are widely used in various image 

processing fields. Firstly, the    image    is    preprocessed, 

including grayscale, binarization, noise removal and 

smoothing, to extract the features of the workpiece and 

residue. OpenCV's object detection algorithm and deep 

learning model are then used to identify areas where 

residue is likely to exist. Finally, geometric shape 

model and machine learning algorithm are used for 

post-processing to determine the location and size of 

the residue. This method can analyze the image in the 

production process and automatically identify the 

workpiece and residue.  The experimental results 

show that the method can detect the workpiece residue 

effectively and improve the production efficiency and 

product quality. 

 

2.  Methodology 

 
2.1.  Image preprocessing 

The image is read and preprocessed using OpenCV 

library.     The     pre-processing     includes     gray-scale, 

binarization, noise removal, smoothing, etc.[3], [4],  in 

order to   extract the features better.   Grayscale is the 

conversion of color images to grayscale images in order 

to reduce computation and improve processing speed. 

Binarization is the conversion of a grayscale image into a 

binary image to highlight the differences in the object and 

background in the image. Noise removal and smoothing 

are designed to reduce noise and detail in images to 

improve     the     accuracy     and     stability     of     target 

detection. Some of the core code is shown in Fig.1. 

 

 

Fig. 1 Preprocessing phase code 
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2.2.   Feature extraction 

 

In   the   pre-processed   image, the   features   of   the 

workpiece and residue are extracted. These features may 

include   color, shape, texture, etc.   OpenCV's   feature 

extraction algorithms (such as SIFT, SURF, ORB, etc.) 

[5] are used to extract these features. These algorithms 

can automatically identify key points and feature 

descriptors in images, thus improving the accuracy and 

robustness of target detection. At  the   same  time,  edge  

detection  is carried out to extract and draw the contour 

[4]. Some of the core code is shown in Fig. 2. 

 

 

 

Fig.2 Feature extraction phase code 

 

2.3.  Target detection 

 

Use OpenCV's object detection algorithms, such as 

Haar cascades [5] or deep learning models [6], to 

identify areas where residue may be present. Haar 

cascade is an object detection algorithm based on feature 

classification, which identifies objects in an image by 

combining a series of simple features together. Deep 

learning model is a kind of object detection algorithm 

based on neural network. By training and learning a large 

amount of data, a classifier can be used to classify and 

identify new samples.  Some of the core code is shown in 

F i g .  3 .  
 

 

Fig.3 Target detection phase code 

 

2.4.   Post-processing 

 

After   possible   residue   areas   are   detected, some post-

processing is performed to determine if these areas are 

indeed residue. For example, a geometric shape model is 

used to identify areas that do not match the shape of the 

workpiece, or a machine learning algorithm is used to 

classify and identify areas. Finally, the detected residue is 

marked out and the detection result is output.  Some of the 

core code is shown in Fig. 4. 

 

 
 

 

Fig.4 Post-processing phase code 

 

2.5.  Result display and output 

 

Finally, the detected workpiece and residue are marked 

on the image, and the detection result is output. The 

qualified workpiece is marked with green "YES", and the 

image   of  the   unqualified  workpiece  with  residue   is 

marked with red "NO". 

3.  Experimental Results and Analysis 

3.1.  Related work 

 

In the field of image processing, many researchers have 
proposed    various    methods    of    workpiece    residue 

Detection [7]. Among them, the method based on 

template matching is a simple and commonly used method.  

By matching the image to be detected with the standard 

template, the method finds the matching area with the 

template, and then identifies the workpiece and residue. 

However, this   method   is poor   for   the   detection   of 

workpiece and residue with complex shapes and sizes. To 

solve this problem, some researchers have proposed an 

approach based on machine learning [7], [8]. By training 

and learning a large number of known samples, a 

classifier is obtained, which can be used to classify and 

recognize new samples.  However, this method requires   a 

large number of known samples, and the training process 

of the classifier consumes a lot of time and computational 

resources. 

In order to verify the validity of the proposed method, 

we conducted a series of experiments. The experimental 

results show that the method can detect the residue 

effectively and improve the production efficiency and 

product quality. 

 

3.2.  Experiment settings 

 

We   used   a   set   of   real   artifact   images   as   the 

experimental data set.  The images include artifacts of 

various   shapes   and   sizes   as   well   as   residues.   The 

proposed method is verified by experiments, and the 

results are compared with traditional template matching 

methods and machine learning methods. 

 

3.3.  Experimental result 

 

We use metrics such as accuracy, recall, and F1 scores to 

evaluate the performance of the approach presented in 

this paper. Accuracy refers to the proportion of correctly 

classified samples to the total number of samples; The 

recall rate refers to the proportion of the samples recalled 
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in the correctly classified samples to the total number of 

real samples.  The F1 score is a harmonic average of 

accuracy and recall.   Specific experimental results   are 

shown in the following Table 1. 

 

Table 1. Performance comparison of different methods 

 

Method        accuracy    recall rate       F1 score 
 

Template  

Matching      0.82           0.76                  0.79 

 

 

 
 
 
 
 

3.4.  Advantages 

 

1.  Real-time:  The method can detect the workpiece 

residue in the   image in real time, so as to find the 

problems in the production process in time, improve 

production efficiency and product quality. 

2.   High   efficiency:   The method   can   automatically 

identify the workpiece and residue in the image, avoiding 

the   tedious    and   time-consuming   traditional   manual 

detection, and improving the detection efficiency. 

3.   Accuracy:   The   method   adopts   advanced   image 

processing and machine learning technology, which can 

accurately detect the workpiece and residue, avoiding the 

situation of missing and false detection. 

4. Versatility: The method can be applied to different 

types and shapes of workpieces and residues, with strong 

versatility, can be widely used in various production 

fields. 

5.  Scalability:  The method can improve the accuracy 

and efficiency of detection through continuous learning 

and training, and   can   also   expand   its   function   and 

application scope by adding new features and algorithms. 

In short, the method of detecting workpiece residue 

based   on    OpenCV   image   processing    can   improve 

production    efficiency    and    product    quality, reduce 

production cost   and risk, and has important practical 

significance and application value. 

 

4 .   Conclusion 

 

An Opencv-based Method      for 

 

accurately identified and classified.  Compared with the 

traditional manual detection method, this method has 

higher   detection    efficiency   and    accuracy, and    can 

effectively improve production efficiency and product 

quality.   At   the   same   time, the   method   has    good 

universality and expansibility, and can be widely used in 

various production fields. 
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Abstract 

Discrete event systems, as an important kind of cyber-physical systems, have been widely used in engineering field. 

In this paper, we first express the dynamics of a controlled nondeterministic discrete-event system (acronym is DES) 

as an algebraic state-space representation using the semi-tensor product (STP) theory. And then, we discuss the 

problems of state-based nonblockingness verification and enforcement of nondeterministic DESs. Specifically, we 

obtain a criterion of verifying whether a given controlled nondeterministic DES is nonblocking. Further, we develop 

an efficient matrix-based approach to enforce state-based nonblockingness. We illustrate the applications of the 

proposed theoretical results using an example. 

Keywords: Discrete event systems, nondeterministic, nonblockingness, semi-tensor product theory 

 

1. Introduction 

With the development of information and network 

technologies, discrete event systems (DESs) have 

received considerable attention in information physics 

systems for many years, synthesizing multidisciplinary 

methods such as automatic control and computer science, 

see, e.g., [1], [2]. Verification and synthesis are two main 

research issues in the field of DESs. We refer the readers 

to the recent survey papers [3] for more details. 

In the above-mentioned literature, the DESs of interest, 

in general, are deterministic DESs. The case of 

nondeterministic DESs has not been considered widely 

so far since they have more complex dynamic evolution 

behaviors than deterministic DESs. It should be pointed 

out that, however, there are many realistic plants that 

need to be modeled as nondeterministic DESs. Therefore, 

how to model and analyze effectively the dynamics of 

controlled nondeterministic DESs are still an interesting 

topic for both computer and control researchers.  

In classical DESs, the nonblockingness is a basic and 

important problem in the study of DESs. Also, some 

efficient approaches have been proposed. For instance, in 

[4], the authors studied the problem of blocking detection 

of DESs by means of language-based approach. In this 

paper, we develop a new methodology to investigate how 

to model controlled nondeterministic DESs by using the 

STP of matrices. Based the proposed new model, we 

further study the property verification and enforcement of 

nonblockingness. 

The rest of this article is organized as follows. The 

second section presents some basic notations, concepts 

and a matrix-based expression needed in this paper. In the 

third part, we formulate the state-based nonblockingness 

property verification problem, and we show how the 

proposed approach can be to applied to enforce 

nonblockingness. In the fourth section, an example is 

presented to illustrate the application of the proposed 

approach. The fifth part summarizes the main content of 

this paper.  

2. Preliminaries 

2.1. Notations 

In this subsection, we introduce some notations, which 

will be used in the sequel. n is the set of all vectors of 

dimension n ; X is the cardinality of set X ; m nM is the 

set of m n matrices;
( , )i jM is the ( , )i j element of matrix

M ; ( )jCol M is the j -th column of matrix M ; ( )Col M

is the set of all columns of matrix M ;  0 : 0,0, ,0n

n

= ;

 1 : 1,1, ,1n

n

= ;  0 : 0,0, ,0
T

n

n

 = ; : ( )k

n k nCol I = ,

1 k n  ;  1 2: , , , n

n n n n   = ;  0 1: , , , n

n n n n   = ; 

m nL M is a logical matrix (resp., generalised logical 

matrix) if ( ) mCol L  (resp., ( ) mCol L   ). We denote 

the set of m n logical matrices (resp., generalised 

logical matrix) by m nL (resp.,
m nL ); If matrix

m nL L , 
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then it can be expressed as 1 2, , , nii i

m m mL      and it is 

briefly denoted as  1 2, , ,m nL i i i , where

 0,1, ,ki m ,1 k n  . 

2.2. Semi-tensor product (STP) of matrices 

In this subsection, we recall the notions of STP and 

swap matrix. We refer the readers to [5] and/or [6] for 

more details on them.  

Definition 2.1 ([5]): Let m nA M ,
p qB M . The STP 

of A and B is defined as  

/ /( )( ),t n t pA B A I B I=  ・                 (1) 

where t denotes the least common multiple of n and p , 

i.e., ( , )t lcm n p= ; is the Kronecker product. 

Definition 2.2 ([5]): A swap matrix
 ,m n

W is a mn mn  

logical matrix, which is defined as 

 ,
[1, 1,2 1, ,( 1) 1,

                 2, + 2,2 + 2, ,( -1) + 2,

                 , ,2 ,3 , , ].

mnm n
W m m n m

m m n m

m m m nm

= + + − +

       (2) 

Lemma 2.1([5]): Let mX  and nY  be two 

column vectors. Then 

 ,m n
W XY YX= , 

 ,n m
W YX XY= .             (3) 

2.3. System model 

In this subsection we recall the formalism used in the 

paper. More details on DESs can be found in [2]. 

A DES is modeled as a nondeterministic finite 

automaton (NFA) 0( , , , , )mG X X X=  , where X is the 

finite set of states,   is the finite set of events called 

alphabet or input symbols, 0X X is the set of initial 

states, mX X is the set of marked states (or accepted 

states), : 2XX → is the partial transition 

function( 2X
denotes the power set of X ), which 

describes the system dynamics: given states ,x y X and 

an event   , ( , )y x  means the execution of 

from state x takes the system to state y . Note that ( , )x 

is undefined when the event σ cannot be executed from 

the state x . ( , )!x  denotes ( , )x  is well-defined. 

Obviously, the transition function can be extended to
*: 2XX  → in terms of

1 2
( , ) : ( ( ( ( , ), ) ), )j j jtx e x e e e    = , 

where
1 2

*

tj j je e e e=  ， * denotes the set of finite 

strings on the alphabet  , including the empty string・ . 

The objective of this paper is to investigate the controlled 

nondeterministic DESs. In this regard, the event set  can 

be partitioned into two disjoint subsets, i.e., c uc =  , 

where c denotes the set of controllable events, uc

denotes the set of uncontrollable events. We here assume 

that all events in  are observable. 

In general, we wish to adjoin a supervisor or a 

controller S to interact with G in a feedback manner. 

More precisely, the transition function of G can be 

controlled by S in the sense that the controllable events 

of G can be dynamically enabled or disabled by S after 

each transition. Formally, a state-feedback supervisor, 

denoted by S , is a function : 2 cS X → that determines 

the set of events ( ) cS x  to be disabled at each state

x X , while events not belonging to the set ( )S x remain 

enabled at state x . The controlled system (or called 

supervised system) consisting of G and S , denoted by

/S G , is another nondeterministic finite automation 

given as 

0/ ( , , , , ),S mS G X X X=                  (4) 

where X , , 0X and mX are as defined above, S is the 

partial transition function of /S G , i.e.,  

( , ),    ( )
( , )

undefined,  otherwise.               
S

x if x and S x
x

  ( ) 
  = 


  (5) 

We use the notation ( )xH to denote the set of feasible 

events of G at state x . Thus supervisor S is called 

permissible if for all x X , ( ) ( ) cS x x H . Note that 

it is not difficult to see that nondeterministic DESs can be 

viewed as special case of controlled nondeterministic 

DESs with ( )S x = for all x X . The controlled 

nondeterministic DES /S G is depicted in Fig.1. 

 

Fig. 1. The controlled nondeterministic DES /S G  

3. Nonblockingness of Controlled Nondeterministic 

DESs 

3.1. Matrix-based expression of controlled 

nondeterministic DESs 

In order to obtain the matrix expression of the 

dynamics of controlled nondeterministic DESs, let us 

first give an equivalent description of the controlled 

system (4). For the nondeterministic DES G , we define a 

control pattern as a Boolean function: : {0,1}c  → and 
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we use the notation {0,1} c = to denote the set of all 

Boolean functions on c .   is interpreted as follows: 

for any c , ( ) 1  = means that the control pattern 

allows  to happen, while ( ) 0  = means that the control 

pattern  refuse to happen. Note that it is convenient to 

extend each   to a function : {0,1} → by defining

( ) 1  = for each uncontrollable event uc . Further, 

we define a partial function of the form :f X → , called 

the state-feedback control function or state-feedback for 

short, that maps each state x in X into control pattern  , 

i.e. ( ) ( )( )f x  =  . Thus the controlled nondeterministic 

DES consisting of the state-feedback f , control pattern

 and nondeterministic DES G is described as 

0( , , , , ),f f

mG X X X =                       (6) 

where X , , 0X and mX are as defined above; f

 denotes 

the partial transition function of fG ,which is defined as 

( , ),  if ( , )! and ( )( ) 1
( , )

undefined, otherwise.                  

f
x x f x

x

     =
  = 


   (7) 

For event (1 )je j m  , we define a n n matrix
jF as  

( , )

1,  if ( , )

,  if ( , )

0,  otherwise,                                 

s f t j j

n n m m j uc

s t j j

j s t tj n n m m j c

e

F r e


      


=      



     (8) 

where
jF is called transition structure matrix w.r.t. event

je . Thus, the transition structure matrix (TSM) of 

controlled nondeterministic DES (6) is defined as  

 1 2, , , ,mF F F F=                           (9) 

where F is a n nm symbol matrix. 

Theorem 3.1: Given a controlled nondeterministic 

DES (6), the dynamics of (6) can be equivalently 

described as 

( 1) ( ) ( ),x t Fu t x t+ =                        (10) 

where F  is the TSM of system (6), which is defined in 

(9); 
1 2( ) ( ( ), ( ), , ( ))T

nx t x t x t x t=  is the vector form of 

state at step t , ( )ix t  denotes the number of different 

paths from the set of initial states to the state i

i nx =   with 

a feasible event string of length 1t − ; ( ) mu t   is vector 

form of event at step t . 

Proof: We here omit this proof. 

Remark 3.1: When the state-feedback f is known, the 

dynamics of (6) can be equivalently described by the 

following equation 

( 1) ( ) ( ),cx t F u t x t+ =                       (11) 

where ( )x t and ( )u t have the same interpretation as in 

Theorem 3.1; cF is the TSM of (6), which is represented 

as 

1 2, , , ,c c c

c m n mnF F F F 
 =   L                (12) 

where the n n matrix c

jF is defined as  

( , )

1,   if ( , )

0,   otherwise.           

s f t j
c n n m
j s tF 

    
= 


              (13) 

3.2. Nonblockingness verification of controlled 

nondeterministic DESs 

In classical DESs, the problem of nonblockingness 

verification is a basic and important topic. A controlled 

deterministic DES, also denoted by /S G is said to be 

nonblocking if and only if ( / ) ( / )mS G S G=L L , where

( / )S GL and ( / )m S GL stand for the language generated 

and language marked by /S G , respectively. See, e.g., [2] 

for more details. As a generalization of deterministic 

model, we now investigate the nonblockingness of 

controlled nondeterministic DESs. We for simplicity use 

a state-based description to present the notion of 

nonblockingness. We call it state-based nonblockingness, 

while the nonblockingness defined in [2] is called the 

language-based nonblockingness. Actually, these two 

concepts are equivalent. 

Definition 3.1: Given a controlled nondeterministic 

DES (6), a state x X is called a nonblocking state if it is 

reachable from initial state set 0X and it can reach a 

marked state from mX . (6) is called nonblocking if its 

each state is nonblocking. 

Remark 3.2: 1) By Definition 3.1, we know that a state 

of (6) is a blocking state if and only if it is not reachable 

from the set of initial states, or it can not reach any 

marked state.2) For the controlled nondeterministic DES 

(6), there exist two forms of blocking state, i.e., deadlock 

state and livelock state. More specifically, x X is a 

deadlock state of (6) if it is an unmarked reachable state 

and ( )x =H ; x X is a livelock state of (6) if it can not 

reach any marked state and ( )x H . 

In what follows, we give a matrix-based criterion to 

verify the nonblockingness of controlled 

nondeterministic DES (6). Consider the controlled 

nondeterministic DES (6) with the matrix-based 

expression (11), from the definition of the TSM cF

presented in (13) and the viewpoint of graph theory, we 

readily know that the matrix
1

m
c

j

j

F
=

 stands for the 

adjacency matrix of the directed graph representation of 

the controlled nondeterministic DES (6). Thus, state
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q

q nx =  is reachable from p

p nx =  in t steps if and only if

( , )

1

( ) 0
m

c t

j q p

j

F
=

 . In this regard, we define a matrix

1 1

: ( )
n m

c

j

j

M F 

 = =

=   , called reachability matrix of 

controlled nondeterministic DES (6), where n X= ,

m =  . Using it, we have the following result.  

Proposition 3.1: Given a controlled nondeterministic 

DES (6) with the matrix-based expression (11), then  

1) The set of states reachable from the set of initial 

states 0X is 

0 ( , ) 0( ) { | 0, ,1 },k p

n k p nX M X k n=      R    (14) 

where
1 1

( )
n m

c

j

j

M F 

= =

=  is the reachability matrix of (6). 

2) The set of states that can reach mX  is 

( , )( ) { | 0, ,1 },k q

m n q k n mX M X k n=      R    (15) 

where M is as defined above. 

Proof: We here omit this proof. 

Remark 3.3: By convention, we assume that

0 0( )X XR and ( )m mX X R hereinafter. Using 

Definition 3.1 and Proposition 3.1, the following main 

result on the verification of nonblockingness for the 

controlled nondeterministic DES (6) is very 

straightforward.  

Theorem 3.2: Given a controlled nondeterministic 

DES (6) with the matrix-based expression (11), then (6) 

is nonblocking if and only if the following condition 

holds: 

0( ) ( ) ,mX X X= =R R                      (16) 

where 0( )XR and ( )mXR have the same interpretation as 

in (14) and (15), respectively. 

Notice that, from Theorem 3.2, it is not difficult to see 

that using our approach to verify nonblockingness of 

controlled nondeterministic DESs is very efficient and 

straightforward in comparison to the existing ones in the 

sense that it involves only some basic matrix 

manipulations that are completed via polynomial time. 

3.3. Nonblockingness enforcement of controlled 

nondeterministic DESs 

We know that, for uncontrolled DESs, the trimness 

property is closely related to the concept of 

nonblockingness. For instance, when a given original 

system does not satisfy the nonblockingness property, we 

can to enforce it via trim operation to restrict the system’s 

behavior, see, e.g.,[2]. It is also meaningful for the case 

of controlled nondeterministic DESs, since a controlled 

nondeterministic DES, denoted by S/G, has a generated 

language and a marked language associated it. In this 

subsection, we present a matrix-based approach to 

enforcing nonblockingness property called 

nonblockingness enforcement hereinafter. 

Consider the controlled nondeterministic DES (6) with 

the matrix-based expression (11), and we assume that, 

without loss of generality, system (6) is blocking. Using 

Lemma 2.1, equation (11) can be rewritten as 

( 1) ( ) ( ),cx t F x t u t+ =                       (17) 

where  ,c c n mnn m
F F W = M , called the dual TSM of (6). 

Partition matrix
cF into

1 2[ , , , ]c c c

c nF F F F= , where

c

i n mF M ,1 i n  . Also, construct matrix: 

1 2[  ,    , ,   ],trim trim trim trim

nF F F F=              (18) 

where  

0,  if ( ) ( )

0 ,  otherwise.                 

c i
trim i n m

i

n m

F X X
F



  
= 


R R
       (19) 

Based on the above-constructed matrix (18), we have 

the following result.  

Theorem 3.3: Given a controlled nondeterministic 

DES (6) with the matrix-based expression (11), then the 

controlled nondeterministic DES described by the 

following equation is nonblocking. 

( 1) ( ) ( ),trimx t F u t x t+ =                      (20) 

where [ , ]

trim trim

m nF F W= ,
trimF is defined in (18). 

Proof: we here omit the proof of Theorem 3.3. 

Remark 3.4: From Theorem 3.3, we can obtain that, 

when the DES (6) is blocking, the computational 

complexity of enforcing the nonblockingness property by 

using the proposed approach is also polynomial time, i.e., 
2( )o n m , where n and m are the numbers of state nodes 

and event nodes, respectively. An example concerning 

the supervisory control of a submarine guard system is 

presented (see Example 4.1 below) to illustrate the 

effectiveness and application of the proposed results. 

4. Illustrative Example 

In this section, we give an example to illustrate the 

proposed results. 

Example 4.1: Let us consider the supervisory control 

of a submarine guard system. A sea region is divided into 

several sections in terms of the shape of the seabed and it 

is depicted in Fig. 2. Two submarines, namely, and, 

cruise and guard the sea region. has its own separate 

repair port and home harbor, i.e., section No. 5 and No. 2, 
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respectively. has repair and home harbor in section No. 4. 

Due to the seabed form and the sea underwater streams, 

as well as different size of the submarines, possible and 

controllable transitions of the submarines between these 

sections are also shown in Fig. 2. 

 
Fig. 2. Space guarded by the submarines. 

At the beginning of inspection, A is in section No. 5 

and B in section No. 4. It is required that each submarine 

can return its home harbor. Additionally, meeting of 

submarines A  and B in any section of the sea region 

must be prohibited for safety reasons. The task of the 

supervisory control is how to synthesize the cruise 

trajectory of A and B to prevent the violation of the 

requirements described above.  

Now we use the proposed approach to solve it.  

According to Fig. 2, the dynamics of submarines A

and B can be modeled by two finite-state automata 

shown in Fig. 3(a) and Fig 3(b), respectively. That is,
1 1

1 1 1 1 0( , , , )mG X x X=   with the initial state 1

0 5x = , and the 

marked state 1 {2}mX = ,while 2 2

2 2 2 2 0( , , , )mG X x X=   with 

the initial state 2

0 4x = and the marked state 2 {4}mX = . 

 
Fig. 3. (a) represents a DFA model of the submarine A

cruise; (b) represents a DFA model of the submarine B

cruise. 

For the automation 1G , identifying 1

55  , 2

52  ,

3

50  , 4

53  , 5

51  ; 1 10 (1 6)j

ja j−    . While for 2G , 

identifying 1

34  , 2

33  , 3

30  ; 7

10 (1 3)k

kb k+   . 

According to lemma in reference [7], the dynamics of

1 2G G (called the parallel composition of 1G and 2G ) can 

be described by the following algebraic form 

( 1) ( ) ( ),x t Fu t x t+ =                       (21) 

where 1 2 9 10 15 150[ , , , , ]F F F F F = L , i.e., 

15 0,0,0,1,2,3,0,0,0,0,0,0,0,0,0,4,5,6,0,0,0,0,

            0,0,0,0,0,0,0,0,0,0,0,7,8,9, 0,0,0,0,0,0,0,0,

            0,0,0,0,0,0,0,10,11,12,0,0,0,0,0,0,0,0,0,0,0,

            0,0,0,0,13,14,15,0,0,0,0,

[F = 

.

0,0,0,0,0,0,0,0,0,0,

            0,10,11,12,0,0,0,0,0,0,0,0,0,0,0,0,4,5,6,2,0,

            0,5,0,0,8,0,0,11,0,0,14,0,0,0,3,0,0,6,0,0,9,0,

            0,12,0,0,15,0,0,0,1,0,0,4,0,0,7,0,0,10,0,0 13],

 

Using Lemma 2.1, system (21) can be rewritten as 

( 1) ( ) ( ),x t Fx t u t+ =                       (22) 

where [15,10] 15 150F FW = L . 

Partitioning
1 2 15[ , , , ]F F F F= , where 15 10kF L ,

1 15k  . Since states 3 3 9

5 3 15  = 00 and

4 2 11

5 3 15  = 33  are forbidden states2, all events attached 

to 9

15 and 11

15 should be deleted and each state that can 

reach 9

15 or 11

15 in 1 step by an uncontrollable event is also 

forbidden state. To this end, by applying Proposition 3.1, 

the sets of states reachable from 9

15 and 11

15 in 1 step are

7 12

15 15{ , }  and 12 14

15 15{ , }  , respectively. The sets of states 

that can reach 9

15 and 11

15 in 1 step are 6 8

15 15{ , }  and 

8 10 14

15 15 15{ , , }   , respectively. According to the conclusion 

of reachability analysis in reference[8], we have 
10
10

9 7

15 15



 → ,

4
10

9 12

15 15



 → ,

3
10

6 9

15 15



 → ,

9
10

8 9

15 15



 → ;

9
10

11 12

15 15



 → , 
5
10

11 14

15 15



 → ,

4
10

8 11

15 15



 → ,

8
10

10 11

15 15



 → ,

6
10

14 11

15 15



 → . Thus, state 14

15

is also forbidden state. Analogous to 9

15  and 11

15 , we 

have

7
10

14 5

15 15



 → ,

9
10

14 15

15 15



 → ,

8
10

13 14

15 15



 → . 

Based on the above analysis, we construct matrix  

1 1 1

1 1 2 15[ , , , ]c c c

cF F F F= ,                   (23) 

where 

1 15 100 ,  9,11,14

,  otherwise.

c

i

i

i
F

F

 =
= 


                 (24) 

Consequently, system (22) becomes 

1
( 1) ( ) ( )cx t F x t u t+ = ,                      (25) 

The next step to preserve nonblockingness of the 

controlled DES (25). Using Proposition 3.1, we can 

obtain easily that 1 1 2 3 4 5 6 7 8 10 13

15 15 15 15 15 15 15 15 15 15 15( ) { , , , , , , , , , } =          R ,

4 1 2 3 4 5 6 7 10 12 13 15

15 15 15 15 15 15 15 15 15 15 15 15( ) { , , , , , , , , , , }R  =            . We know that 

states 8

15 , 12

15  and 15

15  are forbidden states. Thus, let 

2 2 2

2 1 2 15[ , , , ]c c c

cF F F F= ,                   (26) 
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where  

2

1

15 100 ,   8,12,15

,   otherwise.

c

i c

i

i
F

F

 =
= 


                 (27) 

Hence, the controlled system (25) becomes 

2
( 1) ( ) ( )cx t F x t u t+ = ,                      (28) 

Again, using Lemma 2.1, we rewrite system (28) is 

3
( 1) ( ) ( )cx t F u t x t+ = ,                      (29) 

where
3 2 [10,15]c cF F W= , specifically, 

2 15 0,0,0,1,2,3,0,0,0,0,0,0,0,0,0,4,5,6,0,0,0,0,

              0,0,0,0,0,0,0,0,0,0,0,7,0,0,0,0,0,0,0,0,0,0,

              0,0,0,0,0,0,0,10,0,0,0,0,0,0,0,0,0,0,0,0,0,

              0,0,0,0,13,0,0,0,0

[cF = 

.

,0,0,0,0,0,0,0,0,0,0,0,0,

              0,10,0,0,0,0,0,0,0,0,0,0,0,0,0,0,4,0,0,2,0,

              0,5,0,0,0,0,0,0,0,0,0,0,0,0,3,0,0,6,0,0,0,0,

              0,0,0,0,0,0,0,0,1,0,0,4,0,0,0,0,0,0,0, ,0]0

 

It is readily verified that the controlled DES (29) 

satisfies the requirements described above. Consequently, 

the cruise trajectory of submarines A and B, by resorting 

to the algebraic representation (29), is depicted in Fig. 4. 

 

Fig. 4. The cruise trajectory of submarines A and B in 

the submarine system. 

5. Conclusion 

In this paper, we used matrix-based form to model the 

dynamics of controlled nondeterministic DESs. Using it, 

we investigated the verification of nonblockingness 

property of controlled nondeterministic DESs. Also, the 

criteria of verifying nonblockingness was presented in 

terms of the methodology described in this paper. 

Furthermore, the proposed approach can be applied to 

enforce nonblockingness of controlled nondeterministic 

DESs. 

We hope that our work can establish the foundation for 

a new theory of supervisory control of controlled 

nondeterministic DESs. Future work will investigate the 

problem of synthesizing property-enforcing supervisor 

for controlled nondeterministic DESs by means of the 

proposed theoretical framework. 
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Abstract 

In this paper, we investigate the modeling and state reachability of controlled nondeterministic finite-state automata 

(NFA). The key feature of a controlled NFA is to admit a controller (also called a supervisor) to intervene the 

behavior of an original system. We first express the dynamics of a controlled NFA as an algebraic state-space 

representation in the framework of the semi-tensor product (STP) of matrices. Then, the necessary and sufficient 

condition for verifying state reachability of controlled NFA is presented. An explicit formula for calculating all 

paths of any two states is derived. Finally, we use an example to illustrate the application of the proposed theoretical 

results.  

Keywords: Discrete event systems, nondeterministic finite-state automata, reachability, semi-tensor product of 

matrices 

 

1. Introduction 

Discrete event systems (DESs), also called plants, have 

received considerable attention within the automatic 

control and computer science communities for many 

years, see, e.g., [1], [2]. 

Nondeterministic plants can be viewed as a 

generalization of deterministic plants. It is useful when 

designing a system at a higher-level of abstraction so that 

lower-level details of system are omitted to obtain 

higher-level models that may be nondeterministic. It is 

well-known that controlled DESs modeled by controlled 

finite automata have more complex structures and 

dynamics than uncontrolled DESs. Therefore, how to 

model and analyze effectively the dynamics of controlled 

nondeterministic DESs are still an interesting topic. 

In classical DESs, the reachability is a basic and 

important problem in the study of DESs. For instance, [3] 

studied the matrix expression and reachability verification 

of finite automata (including deterministic and 

nondeterministic). The approach in these two papers are 

based on algebraic state-space representation. In this 

paper, we develop a new methodology to investigate how 

to model controlled nondeterministic finite-state automata 

(NFA) using the STP of matrices.  

The rest of this article is organized as follows. The 

second section presents some basic notations and 

concepts needed in this paper. In the third part, we 

present a matrix-based expression for the dynamics of 

controlled NFA. In the fourth section, we give a 

methodology of verifying state reachability of controlled 

NFA, and an explicit formula of finding all paths of any 

two states is also provided, if exists. In the fifth section, 

an example is presented to illustrate the application of the 

proposed approach. The sixth part summarizes the main 

content of this paper. 

2. Preliminaries 

2.1. Notations 

In this subsection, we introduce some notations, which 

will be used in the sequel. n  is the set of all vectors of 

dimension n ; X  is the cardinality of set X ; 
m nM  is 

the set of m n matrices; 
( , )i jM  is the ( , )i j  element of 

matrix M ; ( )jCol M  is the j -th column of matrix

M ; ( )Col M  is the set of all columns of matrix M ; 

 0 : 0,0, ,0n

n

= ;  1 : 1,1, ,1n

n

= ;  0 : 0,0, ,0
T

n

n

 = ; 

: ( )k

n k nCol I = , 1 k n  ;  1 2: , , , n

n n n n   = ; 

 0 1: , , , n

n n n n   = ; 
m nL M  is a logical matrix 

(resp., generalised logical matrix) if ( ) mCol L  (resp., 

( ) mCol L   ). We denote the set of m n logical 

matrices (resp., generalised logical matrix) by 
m nL (resp., 

m nL ); If matrix 
m nL L , then it can be expressed as 

1 2, , , nii i

m m mL       and it is briefly denoted as 

 1 2, , ,m nL i i i , where  0,1, ,ki m , 1 k n  . 

2.2. Semi-tensor product (STP) of matrices 

In this subsection, we give some necessary basic 

knowledge of the STP of matrices used in the paper. 

Definition 2.1 ([4]): Let 
m nA M , 

p qB M . The 

STP of A  and B  is defined as  

/ /( )( ),t n t pA B A I B I=  ・           (1) 
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where t  denotes the least common multiple of n  and 

p , i.e., ( , )t lcm n p= ;  is the Kronecker product. 

Remark 2.1: When n p= ， A B AB=・ . Hence, the 

STP is a generalization of the standard matrix product. 

Throughout this paper the matrix product is assumed to 

be the STP. We mostly omit the symbol “・ ”hereinafter. 

Definition 2.2 ([4]): A swap matrix  ,m n
W  is a 

mn mn  logical matrix, which is defined as 

 ,
[1, 1,2 1, ,( 1) 1,

                 2, + 2,2 + 2, ,( -1) + 2,

                 , ,2 ,3 , , ].

mnm n
W m m n m

m m n m

m m m nm

= + + − +

     (2) 

Lemma 2.1([4]): Let mX  and nY  be two 

column vectors. Then 

 ,m n
W XY YX= ,  ,n m

W YX XY= .        (3) 

2.3. System model 

In this subsection we recall the formalism used in the 

paper.  

A nondeterministic DES is modeled as a NFA 

0( , , , , )mG X X X=  , where X  is the finite set of states, 

  is the finite set of events called alphabet or input 

symbols,
0X X is the set of initial states,

mX X is the 

set of marked states (or accepted states), : 2XX →

is the partial transition function( 2X
 denotes the power 

set of X ), which describes the system dynamics: given 

states ,x y X  and an event   , ( , )y x  means 

the execution of   from state x  takes the system to 

state y . Note that ( , )x  is undefined when the event σ 

cannot be executed from the state x . ( , )!x  denotes 

( , )x   is well-defined. Obviously, the transition 

function can be extended to *: 2XX  → in terms of

1 2
( , ) : ( ( ( ( , ), ) ), )j j jtx e x e e e    = ,where

1 2

*

tj j je e e e=  ,

* denotes the set of finite strings on the alphabet  , 

including the empty string・ . The objective of this paper 

is to investigate the controlled NFA. In this regard, the 

event set   can be partitioned into two disjoint subsets, 

i.e.,
c uc =  , where

c denotes the set of controllable 

events, 
uc  denotes the set of uncontrollable events. We 

here assume that all events in Σ are observable.  

In general, we wish to adjoin a supervisor or a 

controller S  to interact with G  in a feedback manner. 

More precisely, the transition function of G  can be 

controlled by S  in the sense that the controllable events 

of G  can be dynamically enabled or disabled by S  

after each transition. Formally, a state-feedback 

supervisor, denoted by S , is a function : 2 cS X →  

that determines the set of events ( ) cS x  to be disabled 

at each state x X , while events not belonging to the set 

( )S x  remain enabled at state x . The controlled system 

(or called supervised system) consisting of G  and S , 

denoted by /S G , is another nondeterministic finite 

automation given as 

0/ ( , , , , ),S mS G X X X=            (4) 

where X ,  , 
0X  and 

mX  are as defined above, 
S  

is the partial transition function of /S G , i.e.,  

( , ),    ( )
( , )

undefined,  otherwise               
S

x if x and S x
x

  ( ) 
  = 


 (5) 

We use the notation ( )xH  to denote the set of feasible 

events of G  at state x . Thus supervisor S  is called 

permissible if for all x X , ( ) ( ) cS x x H . Note 

that it is not difficult to see that NFA can be viewed as 

special case of controlled NFA with ( )S x =  for all

x X . The controlled NFA /S G  is depicted in Fig. 1. 

 

Fig. 1. The controlled NFA /S G  

3. Matrix-Based Expression of Controlled NFA 

In order to obtain the matrix expression of the 

dynamics of controlled NFA, let us first give an 

equivalent description of the controlled system (4). For 

the NFA G , we define a control pattern as a Boolean 

function: : {0,1}c  →  and we use the notation 

{0,1} c =  to denote the set of all Boolean functions on 

c .   is interpreted as follows: for any 
c , 

( ) 1  = means that the control pattern   allows σ to 

happen, while ( ) 0  =  means that the control pattern 

  refuse   to happen. Note that it is convenient to 

extend each    to a function : {0,1} →  by 

defining ( ) 1  =  for each uncontrollable event
uc . 

Further, we define a partial function of the form 

:f X → , called the state-feedback control function or 

state-feedback for short, that maps each state x  in X  

into control pattern  , i.e., ( ) ( )( )f x  =  .Thus the 

controlled NFA consisting of the state-feedback f , 

control pattern   and NFA G  is described as 

0( , , , , ),f f

mG X X X =             (6) 
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where X ,  ,
0X and

mX are as defined above; f

 denotes 

the partial transition function of fG ,which is defined as 

( , ),  if ( , )! and ( )( ) 1
( , )

undefined, otherwise.                   

f
x x f x

x

     =
  = 


  (7) 

Similarly, the state-feedback f is called permissible if 

for all x X , ( ) ucx H , we have ( )( ) 1f x  = . 

There is a bijective correspondence between the 

state-feedback f  and the state-feedback supervisor S , 

i.e., x X   and ( ) cx H , ( )( ) 1f x  =  (resp., 

( )( ) 0f x  = ) if and only if ( )S x (resp., ( )S x ). In 

this regard, we will use for simplicity the controlled 

system (6) instead of system (4) to present our results. 

Our objective, in this section, is to model the controlled 

NFA in the framework of the STP of matrices. 

Let us consider the controlled NFA(6), we assume 

that the set of states is  1 2, , , nX x x x= , and the set of 

events is  1 2, , , me e e = .To obtain the dynamics of (6), 

identifying (1 )i

i nx i n   , (1 )j

j me j m   , we call 

i

n and j

m  the vector forms of 
ix  and 

je , respectively. 

Thus the state set X  and event set   can be identified 

with
n and

m , respectively, where  1 2, , , n

n n n n =     

and  1 2, , , m

m m m m =    . Therefore, ( , )f

s c t jx x e  can 

be expressed equivalently as ( )s f t j

n c n m    , where f

c  

represents the partial transition function of fG  defined 

in (7). For brevity, we use the notation 
ijr  to denote the 

state-feedback ( )( )i jf x e , i.e., ( )( )ij i jr f x e= where 

ix X  and 
j ce   are the state and controllable event 

of controlled NFA(6), respectively. 

For event (1 )je j m  , we define a n n matrix
jF as 

( , )

 1,  if ( , )

,  if ( , )

0,  otherwise                                 

s f t j j

n n m m j uc

s t j j

j s t tj n n m m j c

e

F r e


      


=      

 ，

  (8) 

where 
jF  is called transition structure matrix w.r.t. 

event 
je . Thus, the transition structure matrix (TSM) of 

controlled NFA (6) is defined as  

 1 2, , , mF F F F= ,             (9) 

where F  is a n × mn symbol matrix. 

Based on the above representations and the STP of 

matrices, we can obtain the following result on the matrix 

expression of dynamics of controlled NFA (6).  

Theorem 3.1: Given a controlled NFA (6), the 

dynamics of (6) can be equivalently described as 

( 1) ( ) ( )x t Fu t x t+ = ,           (10) 

where F is the TSM of system (6), which is defined in (9); 

1 2( ) ( ( ), ( ), , ( ))T

nx t x t x t x t= is the vector form of state at 

step t , ( )ix t denotes the number of different paths from 

the set of initial states to the state i

i nx =   with a feasible 

event string of length 1t − ; ( ) mu t   is vector form of 

event at step t . 

Let us assume (10) holds when 1t p= − , i.e., 

( ) ( 1) ( 1)x p Fu p x p= − − . And let ( ) k

mu p =   for any 

1 k m  . Then 

1

(1, ) ( , )

1 1

( ) ( ) ( ( ), , ( ))

                  ( ( ), , ( )) .

T

k n

n n
T

k i i k n i i

i i

Fu p x p F x p x p

F x p F x p
= =

=

=  
 

Using (8), one has  

( , ) ( , )

1

( )= ( ),1 ,
j

n

k j i i k j i i

i i

F x p F x p j n
= 

    

where { |1 , ( , )}j f i k

j n n mi i n  =       .From the above 

assumption, we know that ( )ix p  stands for the number 

of different paths from the initial state 0(1) i

nx =   to state 

i

n  with a feasible string of length 1p− , then 

( , ) ( )
j

k j i i

i

F x p


  represents the sum of the number of 

different paths by which the initial state set 
1

(1)
l

i

nx 

=

=   

can reach state i

n  with a feasible string of length 1p− , 

and i

n  can reach j

n  with the event ( ) k

mu p =  . 

Consequently, we define 
( , )( 1) : ( )

j

j k j i i

i

x p F x p


+ = , 

which implies ( 1) ( ) ( )x p Fu p x p+ = . By mathematical 

induction, the proof is completed. 

By Theorem 3.1, we know readily that verifying 

whether or not any two states of controlled NFA (6) are 

reachable can be determined by both the transition 

function   defined in G  and the state-feedback f . 

In particular, when the state-feedback f  is known, the 

matrix F  becomes a constant matrix. More concretely, 
F  is a generalised logical matrix. In this case, we 

replace F  with cF . Therefore, by Theorem 3.1, we 

have the following result. 

Corollary 3.1: Given a controlled NFA (6) in which 

the state-feedback f is known, the dynamics of (6) can be  

equivalently described by the following equation 

( 1) ( ) ( )cx t F u t x t+ = ,          (11) 

where ( )x t  and ( )u t  have the same interpretation 

as in Theorem 3.1; cF  is the TSM of (6), which is 

represented as 
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1 2, , , ,c c c

c m n mnF F F F 
 =   L       (12) 

where the n n  matrix c

jF  is defined as  

( , )

1,   if ( , )

0,   otherwise.          

s f t j
c n n m
j s tF 

    
= 


        (13) 

Remark 3.1: It should be pointed out that our approach 

are also suitable for the controlled deterministic DESs in 

the sense that deterministic DESs can be viewed as 

special case of nondeterministic DESs. In particular, 

when the controlled DES (6) is deterministic, i.e., 

0 1X =  and ( , ) 1x    for all x X  and  , 

the state that is reachable from initial state with a feasible 

event string 
1

*

1

t

jk

k

e e
−

=

=   is unique, which means that 

there exists only one 1 i n   such that ( ) 1ix t =  in 

(11). Namely, ( ) nx t  . In contrast, if there is no a state 

that is reachable from initial state with 
1

*

1

t

jk

k

e e
−

=

=  , 

then we have 0( ) nx t =  . 

4. Reachability of Controlled NFA 

4.1. Reachability verification 

We, in this subsection, verify the reachability property 

of controlled NFA (6) by means of equation (11). We first 

give the following lemma, which is crucial to find all 

paths from the set of initial states to any target state for 

the controlled NFA (6). 

Lemma 4.1 ([5]): Let 
1 21

i

i t

jt l

i m m m m=  = ・ , then the 

formulas 
1 2i t

ij

m i

l

m m mS  = ・ , 1,2, ,i t= hold, where 

1 2

2 3 2 3

2

1 1

2 1

2

1

2

1

1 ,

[ 1 , , 1 ],

                   

[ 1 , , 1 ],

[ , , ].

t

t t

t t t t

t

t t

t

m m m

m m m m m m

m

t m m m m

m m

t m m

m m

S I

S I I

S I I

S I I

− −

−

 

   

−

 

 

= 


=  





=  



=



       (14) 

To present the main results on reachability of the 

controlled NFA (6), we for brevity need to introduce the 

following notation: let 
1 2( , , , )T

na a a =  be a 

nonnegative column vector of dimension n , we define 

( ) : { | 0,1 }k

n ka k n =     . For instance, let 

(1,2,0,3)T = , then 1 2 4

4 4 4( ) { } =    . 

Theorem 4.1: Given a controlled NFA (6) with its 

dynamics (11), let 1 2

0 { , , , }lii i

n n nX =     and * q

nx =   be 

the set of initial states and target state of (6), respectively. 

Then 

1) * q

nx =   is reachable from 0X  in t  steps if and 

only if there exists a positive integer (1 )tk k m   such 

that 

 ,
( (( ) (1))),q t

n k c n m
Col F W x        (15) 

where (1)x  represents the vector form of the initial state 

set 0X , i.e., 
1

(1)
l

i

nx 

=

=  . 

2) Assume that 
0( )q

tL X  denotes the set consisting of 

all event strings of length t  by which the initial state set 

0X  can reach * q

nx =   in t  steps, then 

1 1

1 1

*

0( ) { there is  of satisfying

                (15) such that },    

t

t
t

q

t k k k

k

k k km

L X e e e e k

e e e

= = 

 =
(16) 

where the feasible event string of 
1 1 tk k ke e e e=  can be  

easily obtained from the formula 
1 1

t
t

k

k k km
e e e =  in 

terms of Lemma 4.1. 

Proof: we here omit the proof of Lemma 4.1. 

From (11), we have 

 

 

 

 

,

2

,

, 1

,

( 1) ( ) ( )

           ( ) ( )

           (

.

) ( 1) ( 1) ( )

            

           ( ) (1) (1) (2) ( )

           (( ) (1) ( ))

c

c n m

c n m

t

c n m

t

c j

t

n m

x t F u t x t

F W

u

x t u t

F W x t u t u t

F W x u u

j

u t

F W x =

+ =

=

= − −

=

= ・

    (17) 

Note that the following corollary gives a criterion to 

verify whether any two states of a controlled NFA are 

reachable or not. Also, an effective approach of finding 

all paths of any two reachable states is provided. 

Corollary 4.1: Given a controlled NFA (6) with its 

dynamics (11), let p

p nx =   and q q

nx =   be any two 

states of (6). Then 

1) q q

nx =   is reachable from p

p nx =   in t  steps if 

and only if there exists a positive integer (1 )tk k m   

such that  

 ,
( (( ) ))q t p

n k c nn m
Col F W   .         (18) 

2) Let ( )q

tL p  be the set consisting of all event strings 

of length t  by which p

p nx =   can reach q q

nx =   in t  

steps, then  
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1 1

1 1

*( ) { | there exist  of satisfying 

              (18) such that },               (19)

t

t
t

q

t k k k

k

k k km

L p e e e e k

e e e

= = 

 =

where the event string 
1 1 tk k ke e e e=  can be obtained 

from 
1 1

t
t

k

k k km
e e e =  in terms of Lemma 4.1.  

Proof: Obviously, here we omit its proof. 

Remark 4.1: From Corollary 4.1, we readily know that 

if the controlled NFA (6) is deterministic, then the 

number of different paths from state p

p nx =   to q q

nx =   

in t  steps coincide with the number of k  satisfying 

(18). In contrast, when the controlled NFA (6) is 

nondeterministic, we for convenience assume that 

 ,
1

1 2, , ,( ) : (( ) )

tm
T t p

j c nn m
j

n Col FW  
=

 = =  . Then the 

number of different paths from p

p nx =   to q q

nx =   in 

t  steps is equal to 
q . 

4.2. Comparison with the existing approaches 

There are several papers addressing modeling and 

reachability analysis in DESs in terms of the algebraic 

state-space approaches, see, e.g., [3] and [6]. Among 

them, [3] investigated matrix expression and reachability 

verification of finite automata in which all events are 

controllable and the cardinality of the set of initial states 

equals 1. We know that the controlled DESs have more 

complex structures and dynamics than the uncontrolled 

DESs as an external control input is allowed to intervene 

the behaviors of original systems. Again, they did not 

consider to adjoin a supervisor to interact with an original 

system. These restrictions significantly simplify the 

behavior of the system. Obviously, their approaches are 

different completely from the approach using in this 

paper since we do not make the above-mentioned these 

restrictions.  

[6] is most closely related to our work, but there are 

some fatal errors therein. Concretely, the authors asserted 

that they presented a sufficient and necessary condition to 

verify whether or not any two states of a controlled DES 

are reachable (see, e.g., Theorem 2 in [6]). Also, an 

algorithm was designed to find all paths from one state to 

another one if they are reachable (see, e.g., Algorithm 1). 

These results were obtained from Corollary 1 in [6]. It 

should be pointed out that, however, Corollary 1 

addressed the problem of which states are reachable from 

a given state and a given input string of length t for a 

controlled DES, which means a contradiction with the 

previous assertion. Furthermore, the state-feedback 

control specification was defined as :f X →  in [6]. In 

this regard, 1( )( )( )t

j j

i

nr F u jf +=  粐 is undefined in 

(11) of [6] since ( )i

n

tF u j粐  is not necessarily the 

vector form of a state for a controlled nondeterministic 

system, which means that equation (11) in [6] is incorrect. 

We refer the reader to [6] for the interpretations of these 

notations. As a part of our work, these errors presented in 

[6] were corrected and the interesting issues mentioned in 

[6] were discussed systematically in a more generalized 

DES.  

5. Illustrative Example 

In this section, we use an example to illustrate the 

proposed results. 

Example 5.1 : Let us consider the uncontrolled NFA,

0( , , , , )mG X X X=    depicted in Fig. 2, where 

2 3{ , }c e e = , 1 4{ , }uc e e = , 0 1 4{ , }X e e= , 5{ }mX x= . 

The state-feedback supervisor S  is given as 

3 2 3( ) { , }S x e e= . 

 
Fig. 2. An uncontrolled NFA. 

We now verify the state reachability of the controlled 

system /S G  consisting of the uncontrolled NFA G  

shown in Fig.2 and the state-feedback supervisor S .  

By Corollary 3.1, the dynamics of the uncontrolled 

system /S G  can be expressed as 

( 1) ( ) ( ),cx t F u t x t+ =           (20) 

where 
1,4

(1) j

n

j

x
=

=  , 

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

   0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 1 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 1 0

cF

 
 

=  
 
 

. 

When 1t = , we have 

1 [5,4]( (1)) (0,1,0,0,0) ,T

cCol FW x =  

4 [5,4]( (1)) (0,0,0,0,1) ,T

cCol FW x =  

[5,4]( (1)) (0,0,0,0,0) , 2,3.T

j cCol FW x j= =  

By applying Theorem 4.1, states 2x  and 5x  are 

reachable from the set of initial states 0X  in 1 step, and 

the corresponding event strings of length 1 are 1e e=  

and 4e e= , respectively. Specifically, we have 
1

1 2

e

x x→ ; 

4

4 5

e

x x→ . 
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When 2t = , we have 
2

2 [5,4](( ) (1)) (0,0,1,1,0) ,T

cCol FW x =  

2

3 [5,4](( ) (1)) (0,0,0,1,0) ,T

cCol FW x =  

2

14 [5,4](( ) (1)) (0,0,0,0,1) .T

cCol FW x =  

with all the other columns equal to 
0

5 . By Theorem 4.1, 

states 3x , 4x  and 5x  are reachable from 0X  in 2 

steps, and the corresponding event string of length 2 are 
2 1 2

16 4 4e =  =   , 
2 1 2

16 4 4e =  =    or 
3 1 3

16 4 4e =  =   , and 

14 4 2

16 4 4e =  =   , respectively. Specifically, we have 

1 2

1 2 3

e e

x x x→ → ; 
1 2

1 2 4

e e

x x x→ →  or 
31

1 2 4

ee

x x x→ → ; and 

4 2

4 5 5

e e

x x x→ → . 

When 3t = , we have 
3

5 [5,4](( ) (1)) (0,0,0,1,0) ,T

cCol FW x =  

3

8 [5,4](( ) (1)) (0,0,0,0,2) ,T

cCol FW x =  

3

12 [5,4](( ) (1)) (0,0,0,0,1) ,T

cCol FW x =  

3

54 [5,4](( ) (1)) (0,0,0,0,1)T

cCol FW x =  

with all the other columns equal to 
0

5 . Using Theorem 

4.1, states 4x  and 5x  are reachable from 0X  in 3 

steps, and the corresponding event string of length 3 are 
5 1 2 1

64 4 4 4e =  =    , 
8 1 2 4

64 4 4 4e =  =     or 
12 1 3 4

64 4 4 4e =  =    , 

and 
54 4 2 2

64 4 4 4e =  =    , respectively. Specifically, we have 

1 2 1

1 2 3 4

e e e

x x x x→ → → ; 
1 2 1

1 2 3 5

e e e

x x x x→ → → ; 

1 2 4

1 2 4 5

e e e

x x x x→ → → , 
31 4

1 2 4 5

ee e

x x x x→ → → ; 

4 2 2

4 5 5 5

e e e

x x x x→ → → . 

The cases of 4t   are similar to 1,2,3t = , the details 

are omitted here for space limitations. 

6. Conclusion 

In this paper, we proposed a new framework that is 

matrix-based form to model the dynamics of controlled 

NFA. Using it, we investigated the verifications of 

reachability property of controlled NFA. Also, the criteria 

of verifying this property was presented in terms of the 

methodology described in this paper.  

Future work will concentrate on investigating the 

problem of synthesizing property-enforcing supervisor for 

controlled nondeterministic DESs by means of the 

proposed theoretical framework. 
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Abstract 

To better apply object detection and identification techniques from deep learning to the field of agricultural 

automation, this paper focuses on the growth process of daylilies. It employs the state-of-the-art YOLOv8 model to 

achieve accurate assessment of daylily maturity. The backbone network of YOLOv8 draws inspiration from the 

CSPDarkNet network structure to extract image features. The introduction of cross-stage connections in the middle 

layers of the network enhances the efficiency of feature propagation. The neck section adopts the PAFPN 

bidirectional channel network to further process the features extracted by the backbone network, facilitating the 

smooth transmission of information from the bottom to the top layers. The Head section utilizes the Decoupled-Head 

structure to generate the output for object detection. The trained model had a mAP which reached up to 94%, an 

accuracy rate up to 95.6%, a recall rate up to 90.5%. Moreover, the identification speed is significantly improved. 

 

Keywords: Deep Learning, Object Detection, YOLOv8, Daylily

1. Introduction 

With the gradual maturity of AI technology, the focus of 

agricultural harvesting is gradually shifting to automation. 

The agricultural sector has been continuously exploring 

how to leverage modern computer vision technology to 

enhance crop production efficiency and quality. In the 

production and management of agricultural products, 

understanding the maturity of plants is crucial for 

achieving optimal harvesting and resource utilization. As 

an important edible plant, the timely monitoring and 

accurate assessment of the maturity of daylilies are 

essential for agricultural production [1]. Traditional 

harvesting of daylilies typically relies on manual 

inspection and experiential judgment, which poses 

challenges in terms of high labor costs and low efficiency. 

With the rapid development of computer vision and deep 

learning technologies, object detection techniques have 

gradually become an effective means to address this issue. 

For instance, Song [2] constructed and trained a Faster R-

CNN model implemented by VGG16, which demonstrated 

good detection performance for fruit images under 

different time and lighting conditions. Liang [3] proposed 

improvements on the SSD network based on VGG16 and 

ZFNet for real-time mango detection. The enhanced 

algorithm achieved higher accuracy compared to Faster R-

CNN, although the deep network structure led to slower 

computation speed. Zhen [4] introduced a vegetable image 

classification method, utilizing the Caffe open-source deep 

learning framework. They improved the VGG network by 

adding a Batch Normalization layer to the VGG-M 

network, enhancing the convergence speed and accuracy 

of the network (VGG-M-BN) with a vegetable 

classification recognition accuracy of up to 96.5%. Xue 

[5] aimed to improve the accuracy of immature mango 

detection in orchard scenes. They modified the YOLO V2 

algorithm, developing a tiny-yolo network structure by 

combining multiple feature layers. This addressed the 

challenging issue of detecting overlapping and occluded 

parts of mangoes, achieving a detection accuracy of 
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97.02%. Zhao [6] proposed an apple localization method 

based on the YOLOv3 deep convolutional neural network. 

This method ensures the detection of apples in complex 

environments while balancing efficiency and accuracy. 

The main contributions of this paper include the 

construction of a large-scale daylily image dataset, 

detailed annotation of daylily features at different growth 

stages, and the design of an architecture and training 

methodology based on the YOLOv8 model. Through 

experiments, the proposed approach has been 

demonstrated to exhibit high accuracy and practicality in 

the automatic detection and identification of daylily 

maturity. 

2. Data Acquisition and Annotation 

2.1. Data acquisition 

 The datasets for this experiment are all derived from 

manual field shooting with an f/1.6 wide-angle camera. 

Image categories encompass immature daylilies, mature 

daylilies, and overly mature daylilies. The dataset includes 

single and multiple targets, unobstructed and clustered 

daylily samples, captured under different weather 

conditions (sunny and cloudy) and at various time intervals. 

After acquiring a sufficient amount of video footage, the 

videos were decomposed frame by frame and converted 

into static image data. To curate the dataset, images with 

minimal variations in daylily features within the same 

second or in close proximity were excluded, as well as 

those that lacked specific images of daylily maturity 

flowers. The initial dataset was then refined by retaining 

images with distinct characteristics and clearly identifiable 

daylily buds. In order to expand the diversity of data, this 

paper uses the ACE image enhancement algorithm and 

histogram equalization algorithm to enhance the daylily 

dataset. In the end, we obtained a dataset of 2060 daylily 

images. 

2.2. Images annotation and dataset production 

To ensure the accuracy of training data, prior to 

experimentation, the daylily dataset was meticulously 

annotated, defining precise labels for optimal training 

outcomes. The Labelme annotation software was 

uniformly used for annotating daylily images. Based on 

characteristics such as color and shape of daylily flowers, 

the images were categorized into three classes: immature 

daylily, mature daylily, and overmature daylily. Immature 

daylilies, characterized by unopened flower buds, exhibit 

deep green or green coloration. These buds are relatively 

small and not ready for harvesting. Harvestable daylilies 

have bright yellow-green buds, larger in size, and fully 

developed, ready for picking. Overly mature daylilies have 

either opened or wilted buds, displaying bright yellow or 

dark yellow coloration with petal-like structures. The 

annotation process is shown in Fig. 1. The marked data is 

a JSON file, which is converted to a txt file . The dataset 

was split into 80% for training and 20% for testing and 

validation collectively. The testing set was utilized to 

assess the model's generalization capabilities post-training, 

while the validation set was employed for fine-tuning 

hyperparameters and conducting preliminary assessments 

of the model's performance. 

Fig. 1 Dataset labels 

3. Methodology 

This study selected YOLOv8n as the foundational 

framework for research. YOLOv8, being at the forefront 

of object detection technology, is recognized for its 

efficient detection speed and accuracy across various 

object detection tasks. The algorithm takes the input image 

and resizes it to a fixed size, dividing the resized image 

into a grid of cells. Each cell is responsible for predicting 

objects that fall within its boundaries. For each cell, the 

algorithm predicts B bounding boxes and the probability C 

for each category, each containing 5 values: (x, y, w, h, c). 

These (x, y) values represent the center of the bounding 

box relative to the cell boundary, and (w, h) represent the 

width and height of the bounding box. This C value 

indicates the confidence of the algorithm in the prediction. 

Non-maximal suppression (NMS) is applied to remove 

redundant bounding box predictions. NMS compares the 

overlap of the predicted bounding box, leaving only the 
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one with the highest confidence, and IoU evaluates the 

accuracy of the bounding box prediction from 0 to 1, with 

higher values indicating better overlap between the 

predicted bounding box and the true bounding box. The 

final output is the detection result, including the category 

label, bounding box coordinates, and confidence score. 

 

Leveraging its capabilities, the study applies YOLOv8 to 

the detection of daylily maturity,

offering an innovative and intelligent solution for 

agriculture.  

The YOLOv8 model comprises three main components: 

the backbone, neck, and head network.CSPDarknet53 

serves as the backbone network for YOLOv8, primarily 

responsible for extracting high-level features from input 

images. It extracts features at multiple levels and outputs 

feature maps at different scales. These feature maps 

possess varying receptive fields and semantic information, 

aiding the model in better handling targets of different 

sizes and complexities. In contrast to earlier versions of 

YOLOv5, YOLOv8 eliminates the less user-friendly 

Focus module, and the initial network layers are directly 

accomplished by straightforward and conventional 

convolutions. CSPDarknet53 is an improvement upon 

Darknet53, introducing the CSPNet (Cross Stage Partial 

Network) structure. This structure involves cross-stage 

partial connections, enhancing information propagation 

efficiency. It divides feature maps into two parts, with one 

part directly passed to the next stage, and the other part 

subjected to further processing. This contributes to 

strengthening information propagation and feature fusion 

within the network. 

The neck still employs the PaFPN (Path Aggregation 

Feature Pyramid Network) structure to construct the 

YOLO feature pyramid, facilitating comprehensive fusion 

of multi-scale information. In comparison to YOLOv5, the 

only difference lies in the reduction of a 1x1 convolutional 

layer in the upsampling operation during the top-down 

process. Additionally, the C3 module has been replaced 

with the C2f module. Notably, the channel numbers 

returned from the three scales are kept equal to the channel 

numbers output by the backbone for the three scales. 

The Head section adopts a decoupled structure, 

separating the classification and detection heads. Two 

parallel branches independently extract category and 

position features, followed by a 1×1 convolution layer for 

each to perform classification and localization tasks. 

Simultaneously, the use of anchor boxes is discarded. 

The loss calculation process comprises two main 

components: positive and negative sample assignment 

strategy and loss computation. Considering the superior 

performance of dynamic assignment strategies, YOLOv8 

algorithm directly incorporates TOOD's Task Aligned 

Assigner. It selects positive samples based on the weighted 

scores of classification and regression. Loss computation 

includes classification and regression. Binary Cross 

Entropy (BCE) Loss is still employed for classification. 

For the regression branch, it is bound to the integral 

representation introduced in Distribution Focal Loss, thus 

utilizing Distribution Focal Loss and CIoU Loss. The three 

losses are weighted using a certain proportion. The final 

training results are generated accordingly. 

4. Experiments 

4.1. Experimental environment 

To ensure the rigor of the experiments, both the training 

and testing processes in this paper were conducted on the 

same experimental platform. The experimental 

environment was built and configured based on Ubuntu 

18.04, with a NVIDIA GeForce GTX 1070 graphics card, 

Intel Core i5-9400F CPU, and programming platform 

Anaconda 2022.05. The CUDA version used was 11.2, and 

the deep learning framework employed was PyTorch 1.10 

+CUDA11.1 support. The programming language used 

was Python 3.7.  

4.2.  Model training and evaluation 

Through multiple experiments in the early stage, the 

maximum convergence of daylily target detection model 

training was obtained. The optimal number of iterations 

was 400 times, and 400 iterations were used for model 

training to ensure the consistency of experimental 

parameters. The basic parameters of the model are set to 

epoch=400 and batch size=16, and the initial learning rate 

is set to 0.01 using the SGD optimizer. 

In this paper, an objective criterion was used to evaluate 

the daylily identification line. we use precision (P), recall 

(R), and mAP (mean average precision) to evaluate the 

model trained in this paper. As shown in Equation (1). 
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( )

P

1
( )

N

k i

TP

TP FP

TP
R

TP FN

mAP P k R k
C =

=
+

=
+

= 

     (1)        

where TP is the true number of positive samples and FP 

is the false number of positive samples, FN is the number 

of spurious negative samples, C is the number of 

categories, and N is the reference threshold. The number 

of values, k is the threshold, P(k) is the accuracy, and R(k) 

is the recall. 

5. Result 

The results of different species of daylily tested on this 

model are shown in Fig. 2. The P-R curve and R curve of 

the model are shown in Fig. 3. 

 

 

 

(a) P-R Curve                                             (b) R-Curve 

 

                                     Fig. 2 Detection result of the algorithm 

 

Fig. 3 Performance parameters 

 

6. Conclusion 

After completing the model training, we conducted 

validation on daylilies at different growth stages. 

Experimental results indicate that the proposed method 

exhibits high accuracy and robustness in detecting and 

identifying the maturity of daylilies. The accuracy 

achieved is above 95.6%, with a recall rate of 90.5% and a 

mean Average Precision (mAP) of 0.94. Furthermore, our 

model demonstrates stability under varying lighting 

conditions and significant detection performance across 

daylilies with different shapes and colors. 
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Our model not only provides a reliable solution for the 

intelligent cultivation of daylilies but also offers effective 

support for agricultural decision-making. The stability of 

performance in diverse lighting conditions and its ability 

to detect daylilies of varying shapes and colors make it a 

valuable tool for farmers. This research lays the foundation 

for agricultural intelligence, enhancing the productivity 

and decision-making capabilities of farmers. 
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Abstract 

In this paper, by using nonlinear feedback control, chaos synchronization is achieved between the Chen system and 

the Lü system with different initial values, and the error curves and state synchronization curves of the 

corresponding states in the response Lü system and the drive Chen system are plotted. Finally, the simulation circuit 

model of the synchronization system of the drive Chen system and the response Lü system is designed by Multisim 

circuit simulation software. Comparing the output curves with the curves obtained by MATLAB simulation 

software, it can be found that the two curves achieve a good qualitative agreement. It prove that the circuit model of 

the synchronization system is correct and the synchronization of the drive Chen system and the response Lü system 

is accomplished. 

Keywords: Chaos; Chaos synchronization of different systems; Nonlinear feedback control; Chaotic circuit 

1. Introduction 

In 1999, Professor Guanrong Chen of the University of 

Houston discovered a new chaotic attractor, the Chen 

system, using engineering feedback control [1]. which is 

similar to the Lorenz system but not topologically 

equivalent, with a more complex structure and more 

diverse dynamic behavior.In 2001, Jinhu Lü and 

Guanrong Chen discovered a new chaotic system, the Lü 

system, that system links the Lorenz system and the Chen 

system and represents a continuous evolution between the 

two systems [2]. 

In this paper, the above two systems are taken as the 

research objects to analyze their chaotic properties, and 

based on this, the two systems are synchronized to chaos 

by using the method of nonlinear feedback [3], and then 

numerical simulation is carried out by using the 

MATLAB software, and the simulated circuits are 

designed, and the circuit simulation is carried out in 

Multisim, which is designed to provide sufficient 

theoretical support for the future application of the 

heterostructured chaos synchronization of the Chen 

system and the Lü system to be successfully applied in 

the field of confidential communication. 

2. Chaos Synchronization and Circuit Design of 

Chen System and Lü System with Different 

Structures 

2.1. Modeling of the Drive Chen system 

{

�̇�1 = 𝑎1(𝑦1 − 𝑥1)

�̇�1 = (𝑐1 − 𝑎1)𝑥1 − 𝑥1𝑧1 + 𝑐1𝑦1
�̇�1 = 𝑥1𝑦1 − 𝑏1𝑧1

     

 (1) 

Where, x1，y1，z1 ∈ R  is the state variable of the 

system and a1 = 35，b1 = 3，c1 = 28  is the typical 

parameter of Lü system. 
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2.2. Modeling of Response Lü Systems 

{
�̇�2 = 𝑎2(𝑦2 − 𝑥2) + 𝑢𝑐1
𝑦2̇ = −𝑥2𝑧2 + 𝑐2𝑦2 + 𝑢𝑐2
�̇�2 = 𝑥2𝑦2 − 𝑏2𝑧2 + 𝑢𝑐3

     

     (2) 

Where, 𝑥2，𝑦2，𝑧2 ∈ 𝑅  is the state variable of the 

system and 𝑎2 = 36，𝑏2 = 3，𝑐2 = 20  is the typical 

parameter of Lü system. 𝑢𝑐 = [𝑢𝑐1 𝑢𝑐2 𝑢𝑐3]
𝑇  is the 

required synchronization controller, through which the 

synchronization of two chaotic attractors with very 

different structures can be realized. 

2.3. Design of Synchronization Controller 

Subtracting the corresponding terms in the mathematical 

model Eq. (1) of the driving Chen system from the terms 

in the mathematical model Eq. (2) of the response Lü 

system, the error system model is shown as Eq. (3) 

below: 

{
 
 
 
 

 
 
 
 
�̇�1 = �̇�2 − �̇�1                                                    

= 𝑎2(𝑦2 − 𝑥2) − a1(𝑦1 − 𝑥1) + 𝑢c1
�̇�2 = �̇�2 − �̇�1                                                     
= −𝑥2𝑧2 + c2𝑦2                                     

−[(𝑐1 − a1)𝑥1 − 𝑥1𝑧1 + 𝑐1𝑦1] + 𝑢c2
�̇�3 = �̇�2 − �̇�1                                                       
= 𝑥2𝑦2 − b2𝑧2                                         

−(𝑥1𝑦1 − b1𝑧1) + 𝑢c3                          

 

(3) 

Where 𝑒 = [𝑒1 𝑒2 𝑒3]𝑇 =

[𝑥2 − 𝑥1 𝑦2 − 𝑦1 𝑧2 − 𝑧1]𝑇 ,𝑒1，𝑒2，𝑒3  is the state 

variable of the error system. The synchronization 

controller is designed as: 

{
 
 

 
 

𝑢𝑐1 = (𝑎1 − 𝑎2)(𝑦1 − 𝑥1) − 𝑘1𝑒1    

𝑢𝑐2 = 𝑥2𝑧2 − 𝑥1𝑧1 + (𝑐1 − 𝑐2)𝑦1     

+(𝑐1 − 𝑎1)𝑥2 − 𝑘2𝑒2             

𝑢𝑐3 = −𝑥2𝑦2 + 𝑥1𝑦1 + (𝑏2 − 𝑏1)𝑧1 

−𝑘3𝑒3                                        

  

(4) 

Where 𝑘1，𝑘2，𝑘3 ≥ 0, Eq. (4) is substituted into Eq. 

(3), and the mathematical model of the error system is 

obtained as shown in Eq. (5). 

{
 
 

 
 

�̇�1 = �̇�2 − �̇�1                                       

= 𝑎2(𝑒2 − 𝑒1) − 𝑘1𝑒1            

�̇�2 = �̇�2 − �̇�1                                        

= 𝑐2𝑒2 + (𝑐1 − 𝑎1)𝑒1 − 𝑘2𝑒2
�̇�3 = �̇�2 − �̇�1 = −𝑏2𝑒3 − 𝑘3𝑒3          

     

(5) 

The error system is then written in the form of �̇� =

𝑓(𝑒, 𝑡). If the equilibrium state of error system at the 

origin is uniformly asymptotic and stable in a large range, 

it indicates that the chaos synchronization of different 

structure has been realized between Chen system and Lü 

system. 

The value of the synchronization controller parameter 

𝑘 = [𝑘1 𝑘2 𝑘3]
𝑇  is determined by the Lyapunov 

second method. 

According to Lyapunov's second method, firstly take 

the positive definite Lyapunov function 𝑉(�̃�) =

1/2[(𝑎1 − 𝑐1)𝑒1
2/𝑎2 + 𝑒2

2 + 𝑒3
2] , and then take its 

derivative: 

             

V(�̃�)̇ =
𝑎1 − 𝑐1
𝑎2

𝑒1𝑒1̇ + 𝑒2𝑒2̇ + 𝑒3𝑒3̇            

= (𝑎1 − 𝑐1)𝑒1𝑒2 − (𝑎1 − 𝑐1)𝑒1
2

 

−
𝑘1(𝑎1 − 𝑐1)

𝑎2
𝑒1
2  + 𝑐2𝑒2

2              

+(𝑐1 − 𝑎1)𝑒1𝑒2 − 𝑘2𝑒2
2                

−𝑏2𝑒3
2 − 𝑘3𝑒3

2                                  

= − [
𝑘1(𝑎1 − 𝑐1)

𝑎2
+ (𝑎1 − 𝑐1)] 𝑒1

2 

−(𝑘2 − 𝑐2)𝑒2
2 − (𝑘3 + 𝑏2)𝑒3

2         
 

 (6) 

According to Lyapunov's second method, if 𝑉(�̃�) is 

positively definite and �̇�(�̃�) is negatively definite, then 

the error system is uniformly asymptotically stable in a 

large range at the origin. At this time, the variable 

coefficients of the error system should satisfy: 

{

−[
𝑘1(𝑎1−𝑐1)

𝑎2
+ (𝑎1 − 𝑐1)] < 0

−(𝑘2 − 𝑐2) < 0

−(𝑘3 + 𝑏2) < 0

     

 (7) 

Solved: 

{

𝑘1 > −𝑎2 = −36
𝑘2 > 𝑐2 = 20
𝑘3 > −𝑏2 = −3

            

(8) 

If (𝑘1, 𝑘2, 𝑘3) = (0,25,0), the synchronous controller 

𝑢𝑐 is as follows: 

{
 

 
𝑢cl = −(𝑦1 − 𝑥1)                

𝑢𝑐2 = 𝑥2𝑧2 − 𝑥1𝑧1 + 33𝑦1
−7𝑥2 − 25𝑦2         

𝑢𝑐3 = −𝑥2𝑦2 + 𝑥1𝑦1              

    

(9) 

So far the synchronization controller has been 

designed. 
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The numerical simulation diagram of the chaotic 

synchronization controller of Chen system and Lü system 

with different structures built in Simulink is shown in Fig. 

1. 

After setting up the simulation environment, click the 

run button, and the corresponding state error curve is 

shown in Fig. 2. 

The corresponding state synchronization curve is 

shown in Fig. 3. 

Through careful observation of the images, it can be 

seen that the controller makes the corresponding state 

error curve gradually converge to zero with the passage of 

time, and the corresponding state synchronization curve 

follows the running trajectory of Chen driving system. 

This is enough to indicate that all the above derivations of 

all equations on the different structure chaos 

synchronization of Chen system and Lü system are 

correct, and Chen system and Lü system can achieve 

different structure chaos synchronization. 

 

Fig. 1 Numerical simulation of chaos synchronization of Chen system and Lü system with different structure 

 

 

Fig. 2 State error curve: (a) e1; (b) e2; (c) e3 
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Fig. 3 State synchronization curve: （a）x1-x2；（b）y1-y2；（c）z1-z2 

2.4. Design and construction of an analog circuit 

model for heterostructure chaotic synchronous 

control 

The circuit model of the synchronous controller is 

designed and constructed, and the circuit of the 

synchronous controller is designed by the method of 

improved modular circuit design. 

The state expression of the control circuit is shown in 

Eq. (10). 
 𝜏0𝑢c1 = 𝜏0[−(𝑦1 − 𝑥1)]                                   

 = −𝜏0𝑦1 − 𝜏0(−𝑥1)                    

 = −
1

R14C4
𝑦1 −

1

R15C4
(−𝑥1)    

 𝜏0𝑢𝑐2 = 𝜏0[10𝑥2𝑧2 − 10𝑥1𝑧1                          

 +33𝑦1 − 7𝑥2 − 25𝑦2]               

 = −10𝜏0(−𝑥2𝑧2) − 10𝜏0𝑥1𝑧1 

 −33𝜏0(−𝑦1)  − 7𝜏0𝑥2 − 25𝜏0𝑦2

            = −
1

10R16𝐶5
(−𝑥2𝑧2)                 

 −
1

10R17𝐶5
𝑥1𝑧1 −

1

R13𝐶5
(−𝑦1)

 −
1

R19𝐶5
𝑥2 −

1

R20𝐶5
𝑦2                  

 𝜏0𝑢𝑐3 = 𝜏0(−10𝑥2𝑦2 + 10𝑥1𝑦1)                       

 = −10𝜏0𝑥2𝑦2 − 10𝜏0(−𝑥1𝑦1)    

 = −
1

10R21C6
𝑥2𝑦2                             

 −
1

10R22C6
(−𝑥1𝑦1)                          

       (10) 

Substitute 𝜏0 = 100  into Eq. (10) and take 𝐶4 =

𝐶5 = 𝐶6 = 10nF, and the calculation is as follows: 

R14 = R15 =
1

𝜏0𝐶4
=

1

100 × 10 × 10−9

= 1MΩ                                            

R18 =
1

33𝜏0𝐶5
=

1

33 × 100 × 10 × 10−9

= 30.3kΩ                                         

R19 =
1

7𝜏0𝐶5
=

1

7 × 100 × 10 × 10−9
     

= 142.8kΩ                                        

R20 =
1

25𝜏0𝐶5
=

1

25 × 100 × 10 × 10−9
 

= 40kΩ                                               

R16 = 𝑅17 = 𝑅21 = 𝑅22 =
1

100𝜏0𝐶5
           

=
1

100 × 100 × 10 × 10−9
= 10kΩ

                      (11) 

The analog circuit for the synchronous control of Chen 

system and Lü system is shown in Fig. 4. 

Build the analog circuit shown in the above figure in 

Multisim software. Wait for the oscilloscope to display 

the waveform, observe the corresponding waveform, and 

obtain the corresponding synchronization curve shown in 

Fig. 5 and the corresponding error curve shown in Fig. 6. 
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Fig. 4 Analog Circuit for Synchronous Control of Chen System and Lü System 

 

 

 

Fig. 5 Synchronization state curve:（a）x1-x2；（b）y1-y2；

（c）z1-z2 

 

 

Fig. 6 Error curve:（a）e1；（b）e2；（c）e3 

3. Conclusion 

In this paper, the driving Chen system and the responding 

Lü system are first mathematically modeled separately, 
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and then the synchronous controllers are designed to 

achieve the purpose of removing all nonlinear terms. The 

parameters of the controller are solved according to 

Lyapunov's second method. The controller allows the 

numerical simulation of the system in MATLAB to show 

that the corresponding state error curves gradually 

converge to zero over time and the corresponding state 

synchronization curves follow the trajectory of the Chen 

drive system. 

The simulation circuit model of the Chen chaotic 

system and the Lü chaotic system with heterostructure 

chaotic synchronization is designed and constructed with 

the help of Multisim software using a modified modular 

approach. The installation of separate switches for the 

structural compensator and the controller to ensure 

individual control is a critical step in the design of the 

system, and the observation of the oscilloscope showing 

the corresponding error curves reveals that the curves 

quickly converge to 0 after the switches are closed, and 

the whole experiment shows that the designed 

synchronization controllers perform the control role. The 

heterostructured chaotic synchronization control of Chen 

system with L ü  system and its circuit design are 

implemented. 
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Abstract 

In recent years, the number of cars in the city has been increasing, leading to an increasingly prominent issue of 

urban parking space. Consequently, the automatic identification method for parking spaces has emerged as a 

crucial research direction. This paper presents a design and implementation scheme for recognizing the status of 

parking spaces in urban areas based on digital image processing and other technologies. In this paper, the real-time 

pictures of multiple parking Spaces are collected to identify the parking space, so as to determine the use of the 

parking space. The experimental results demonstrate the feasibility and effectiveness of the proposed method, 

which holds practical significance in addressing parking space detection problems through digital image 

processing.  

Keywords: OpenCV, parking spot detection, convolutional neural network, intelligent transportation 

 

1. Introduction 

In recent years, with the popularity of family cars, urban 

road traffic and urban parking space management 

problems become increasingly prominent. 

In the new intelligent parking management system, the 

method of identification of parking space status is also 

improved with the progress of technology. At first, all 

kinds of sensors are used to recognize and judge the 

status of parking Spaces, but these methods have 

disadvantages: ultrasonic recognition method makes the 

error of the sensor larger because there are multiple 

echoes. The method of infrared identification of parking 

space status is affected by the change of ambient light 

source and heat source, resulting in high misjudgment 

rate. Geomagnetic detection is extremely inconvenient to 

install. 

In response to the above problems, experts in related 

fields began to look for new solutions. A new research 

hotspot has been formed. According to the research 

findings, it has certain advantages to use digital image 

technology for real-time monitoring of parking lots and to 

analyze and judge the use of parking Spaces within the 

scope of video surveillance through image algorithms. 

Therefore, this paper studies the parking space 

recognition method based on digital image technology. 

This paper is divided into four parts. The first part is the 

background. The second part is an introduction to the 

development environment, briefly introducing Python, 

OpenCV and CNN. The third part introduces the system 

process, including pre-processing, parking space division, 

CNN model construction and parking space detection. 

The fourth part summarizes the main content of this 

paper. 

 

2. Introduction to development environment 

 

2.1. Introduction to Python 

 

Python was designed in the early 1990s by Guido van 

Rosum of the National Center for Mathematical and 

Computer Science Research in the Netherlands as a 

replacement for a language called ABC. Python provides 

efficient high-level data structures, as well as easy and 

effective object-oriented programming. Python's syntax 

and dynamic typing, as well as the nature of the 

interpreted language, make it a programming language 

for scripting and rapid application development on most 

platforms, as versions are updated and new features of the 

language are added, it is gradually used for independent, 

large-scale project development [1]. Python is one of the 

most popular programming languages for beginners, and 

the Python interpreter is easy to extend with new 

functions and data types in C, C++, or other languages 

that can be called through C. Python can also be used as 

an extension language in customizable software. Python's 

rich standard library provides source code or machine 

code for every major system platform. 

2.2. Introduction to OpenCV 

OpenCV is an open-source library for machine vision 

and machine learning, based on Apache2.0. It boasts 

excellent compatibility and can be deployed across 

multiple operating systems including Linux, Windows, 

Android, and Mac OS. Comprising both C and C++ 

languages as a whole, it also provides interfaces for 

Python, Ruby, MATLAB, and other programming 

languages to facilitate development work in various 

language preferences. OpenCV incorporates a vast array 

of general algorithms in the fields of image processing 
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and computer vision. Its functionalities encompass object 

recognition, face recognition, action recognition, motion 

tracking among others. As such, it stands as a pivotal 

software library within the realm of image processing and 

machine vision [2], [3]. 

 

2.3. Introduction to CNN 

 

The human visual system is processed hierarchically in 

the visual cortex of the brain, and the working process of 

the brain's processing of visual information is a 

continuous iterative and abstract process. Starting with 

the original image of pupil intake, some cells in the 

cerebral cortex find the edge and direction of the object. 

Then, the brain determines the general shape of the object 

in front of the eyes and abstracts. Then the big brain 

further determines the class of the object. Finally, through 

the analysis of the information, the conclusion is drawn. 

CNN network, full name Convolutional neural network, 

is a deep learning model inspired by the human visual 

nervous system. It can be divided into convolution layer, 

pooling layer and fully connected layer. Convolution 

layer is used to extract local features in image. Pooling 

layer is used to greatly reduce the magnitude of 

parameters. The fully connected layer is used to output 

the result. Convolutional neural network (CNN) is a 

classic algorithm of deep learning, which is widely used 

in computer vision, natural language processing and other 

fields, and can better process data information with stable 

effects such as pixels and audio and video without 

additional feature engineering requirements. 

3. Methodology 

The system design process can be roughly divided 

into pre-processing, parking space division, CNN 

model construction and training, parking space 

recognition and other stages. In the pre-processing 

stage, the information will be processed and only the 

effective information will be retained. Parking Spaces 

are extracted and stored as samples in the stage of 

parking space division. In the model training stage, 

the two-classification model will be trained to 

recognize whether there is a car in the parking space. 

Finally, the images are monitored in real time and the 

gaps are marked. 

 

3.1. pretreatment 

 

Due to the influence of various natural factors, the 

difference between the target object in the picture and the 

backscene image is not high, the available information is 

weak, and the parking space can not be recognized 

directly. Therefore, a variety of processing of the original 

image is required. For example, removing noise and 

enhancing image detail to distinguish the target object 

from the background image. 

In order to facilitate post-processing, background 

filtering should first be carried out to filter out irrelevant 

background information in the image and facilitate 

subsequent recognition. The method is to define the mask, 

set the maximum and minimum thresholds, and convert 

information outside the threshold interval into zero value 

information. 

The second step is binary processing, which converts 

the image into grayscale. This is because the grayscale 

image only retains the brightness information and omits a 

lot of irrelevant information, which effectively reduces 

the amount of calculation in the later stage. 

The third step is Canny edge detection, which is divided 

into four steps: Gaussian filtering, calculating gradient 

value and gradient direction, filtering non-maximum 

value, double threshold detection method. It can 

effectively determine real and potential edges, and can 

better detect most of the required boundaries [4]. 

The original image is shown in Fig. 1. and the 

pre-processed image is shown in Fig. 2. 

 
Fig. 1 Original image 
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Fig. 2 Pretreatment result 

 

3.2. Parking space division 

 

Through observation, it can be found that the parking 

lot is composed of different straight lines, which can be 

further divided by detecting these straight lines. The 

method is to use Hough transform, a feature detection 

algorithm widely used in computer vision, to find out 

some features in graphics. Hough transform obtains more 

accurate results by giving the type of shapes to be 

identified, and then determining the shape of the object 

through voting mechanism in the parameter space, and 

filtering out objects with too large or too small intervals. 

Some cracks or other line segments in the image may be 

mistaken for parking space lines, and the parking space 

lines are basically vertical or horizontal. The irregular line 

segments can be further eliminated by calculating the 

slope of the line segments to improve the accuracy. 

 

3.3. CNN network training 

 

After the parking space image is obtained, it is divided 

into training set and test set according to the proportion of 

70% and 30%, and then divided into occupied set and 

non-occupied set according to whether or not the vehicle 

occupies the parking space, which is used for subsequent 

model training. 

This model training uses VGG16 network, VGGNet is a 

neural network jointly developed by Oxford University 

and Google DeepMind in 2014, which is composed of 13 

convolutional layers +3 fully connected layers. The 

convolutional layer is the core of the convolutional neural 

network. The essence of the convolutional process is 

based on a small moment matrix, that is, the 

convolutional kernel. The pixel matrix of each layer of 

the image is continuously scanned by step size, and the 

scanned value is multiplied by the number of the 

convolution check position, and then added and summed. 

Convolution kernel is equivalent to a filter, used to extract 

image features, convolution kernel generally has 3*3 and 

5*5 sizes, usually used is 3*3 size, training effect is better. 

The fully connected layer refers to the connection 

between each node of the N-1 layer and the n layer, that is, 

the activation function input of the node of the n layer is 

the weight of all the nodes of the N-1 layer, which is used 

to synthesize the features extracted from the previous side. 

It plays the role of "classifier" in the whole convolutional 

neural network. 

Due to the small size of the data set, in order to get a 

better model, the third step is to carry out data 

enhancement operations. Data enhancement can be 

divided into online enhancement and offline enhancement 

according to the use method. Offline enhancement is 

suitable for small data sets and can effectively increase 

their size. The multiplier of enhancement depends on the 

number of images converted, such as rotating all images 

to double the data set. There are two types of commonly 

used data enhancement, supervised and unsupervised. 

The commonly used one is supervised data enhancement, 

which is based on the existing data set and expands the 

existing data by analyzing the completeness of the data 

and adopting certain rules. Supervised data enhancement 

can be subdivided into single sample data enhancement 

and multi-sample data enhancement. In practice, single 

sample data enhancement is more used. 

Finally, the data of the training set is imported into the 

model for training. The accuracy of the test set obtained 

after the completion of all programs is 91.4%, and the 

accuracy rate is consistent with the prediction period. 

Later, VCC16 can be changed to ResNet50 to further 

improve the accuracy, but the training speed of ResNet50 

is slower than that of VCC16, so from the perspective of 

efficiency, VCC16 is finally chosen.  

The results of parking space detection are shown in Fig. 

3. 
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Fig. 3 Parking test results 

4. Conclusion 

The program will process and detect the picture in real 

time, and the vacant parking Spaces in the picture are 

marked green, and the occupied parking Spaces are not 

marked. Some areas in some pictures are incorrectly 

marked, such as the guiding line area of the parking lot is 

marked as empty parking space, which can be further 

improved by modifying the CNN model. The detection 

and statistics of the remaining areas are basically in line 

with expectations, and the processing and detection of 

parking space information is realized. 

Through OpenCV and convolutional neural network, 

real-time monitoring of parking space occupancy is 

realized, which can be applied to urban parking lots for 

convenient management. In addition, the system can be 

further optimized to increase speed and adapt to more 

complex scenarios, thus providing more efficient and 

timely data for parking lot management. 
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Abstract 

At present, manual logistics handling is inefficient and limited, manual operation is not only difficult to manage and 

maintain, but also has certain security risks in the handling process. This paper presents a logistics handling robot 

based on AT89C52 single chip microcomputer. The integration of the power module, sensor, and drive motor module 

enables automatic obstacle avoidance and information collection. The incorporation of an ultrasonic obstacle 

avoidance module and an infrared tracking module enhances the capability for obstacle avoidance and path searching, 

and can easily cope with different workplace. Handling robot arm structure reference Yaskawa MPL manipulator,the 

Yaskawa MPL manipulator is highly suitable for high-speed and high-precision palletizing, picking, packaging, and 

other industries. 

Keywords: logistics handling; robot; MCU; modularization; obstacle avoidance 

1. Introduction 

With the rapid development and application of 

technology in the 21st century, the logistics transportation 

and handling industry has also ushered in great changes 

and development. Manual handling in the logistics 

production line has many years of history, however, the 

traditional manual handling has many shortcomings, such 

as large physical consumption, low degree of automation, 

low efficiency, environmental impact and so on. 

Nowadays, many domestic logistics enterprises still use a 

lot of physical handling and manual operation in the daily 

logistics handling operation. This situation in the current 

logistics industry can no longer adapt to the development 

needs of the market. 

Although manual logistics handling still plays an 

important role in reality, it also faces some status quo and 

drawbacks, including human resource dependence, the 

influence of human factors, low efficiency and rising 

labor costs. Therefore, the use of handling robots can 

improve the efficiency of logistics handling, reduce costs, 

improve safety, and provide greater flexibility and 

adaptability. With the continuous development of 

technology, handling robots will play an increasingly 

important role in the logistics industry. 

However, the current handling robot still has some 

shortcomings and still faces certain difficulties in the 

complex and dynamic environment. For example, objects 

of different shapes and sizes, different types of ground, 

and the presence of people and other robots can have an 

impact on the robot's operation and navigation. The 

accuracy and flexibility of handling robots still need to be 

improved. This paper proposes the design of logistics 

handling robot based on AT89C52 single chip 

microcomputer, and optimizes the current handling robot 

on the system to realize the autonomous tracking of the 

handling robot, avoid obstacles and complete the 

automatic picking of objects by the robot arm, so as to 

achieve the purpose of more efficient and safe logistics 

handling. 

The rest of this article is organized as follows.The 

second part of the design of the robot, first introduces the 

system design of the robot, and then introduces the design 

of the drive module and the robot arm according to the 

system design. The third part is hardware design, which 

introduces the main hardware used by the robot. The 

fourth part of the module test, mainly ultrasonic obstacle 

avoidance module and infrared tracking module for 

testing, data analysis. The fifth part summarizes the main 

content of this paper. 
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2. Design of Handling Robot 

 

2.1. Robot system design 

 

The design of this paper is based on the modular design 

of AT89C52 microcontroller. The functions of the whole 

design system are divided into power module, motor 

drive module, ultrasonic obstacle avoidance module, 

infrared tracking module and robot arm module. The 

control of the robot arm is achieved through a vision 

sensor, through which information about the desired 

object is obtained [1]. The System composition diagram 

is shown in Fig. 1. 

Fig.1 The system composition diagram 

 

2.2. Drive module design 

 

The whole work flow of the handling robot starts from 

the designated starting work area and gets the route 

information through the road condition feedback, so as to 

reach the designated area in accordance with the set route 

to complete the corresponding work. Therefore, the 

design of the driving module of the robot in this paper 

needs an automatic tracking system to realize. The 

automatic tracking system flow is shown in Fig. 2. 

 

Fig. 2 The automatic tracking system flow 

 

The infrared tracking module uses the TCRT5000 

infrared sensor as the path detection sensor to realize the 

detection of the road track route [2]. 

 

 

 

2.3. Robot arm design 

 

Mechanical arm structure reference Yaskawa MPL series 

mechanical arm, Yaskawa MPL series mechanical arm 

structure is simple, fewer parts, parts of low failure rate, 

reliable performance, simple maintenance and 

maintenance, less inventory parts required. The MPL 

structure has high control performance and precision, can 

meet the complex motion control needs, and can be 

flexibly configured and expanded to adapt to different 

application scenarios and requirements. 

The Yaskawa MPL manipulator has a modular design, 

and individual joints and components can be installed and 

replaced independently. This design makes repair and 

maintenance easier and faster, reducing downtime and 

repair costs. The Yaskawa MPL0100 robot arm model 

and fixture model is shown in Fig. 3. 

 

Fig.3 Yaskawa MPL0100 robot arm model and fixture 

model 
3. Hardware Design  

 

3.1. Main control chip 

 

The main controller of the control system uses AT89C52 

microcontroller, AT89C52 microcontroller has powerful 

functions and flexibility, suitable for a variety of 

embedded systems and control applications, belongs to 

CMOS8-bit microcontroller. Its advantages are mainly 

reflected in low power consumption, high performance, 

and flash memory [3], [4]. Receive the input signal 

collected by the sensor, and output the control signal to 

the driver chip, so as to control the robot to walk along 

the specified route and stop to the specified destination. 

 

3.2. Power supply 

 

In the whole system design, AT89C52 MCU is the control 
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center, and it is powered by 2 3.7V power modules. 

Information acquisition through the sensor, its operating 

voltage requirement is 5V, the use of AMS1117 regulator 

to achieve voltage regulation, AMS1117 is a 

cost-effective regulator, relatively low price, stable and 

reliable performance, At the same time, the AMS1117 

regulator has the advantages of simple and easy to use, 

stable and reliable, low power consumption, overload 

protection, multiple output voltages and high cost 

efficiency. The operating voltage of the motor drive 

module in the device is 5 V, if the voltage is greater than 

5 V, it is directly supplied by the power module. 

 

3.3. Drive motor 

 

The robot is usually driven by DC reducer motor, which 

can output large torque through the deceleration of the 

gear box [5]. After comparison and selection, the model 

JGB37-550 DC gear motor is selected. The JGB37-550 

DC gear motor has the advantages of high torque, good 

stability, wide speed regulation range, high energy 

efficiency, high reliability and easy installation, which 

makes it widely used in many industrial and commercial 

applications. 

 

3.4. Controls the robotic arm chip 

 

In order to identify the grasping material workpiece, the 

color and shape of the material workpiece are used to 

identify the target. The recognition sensor adopts 

OpenMV3 vision module with MCU interface. There is a 

camera on the OpenMV3 module for taking images of 

objects, and the images taken are processed by AT89C52 

microcontroller. 

 

4. Module Testing 

 

4.1. Ultrasonic obstacle avoidance module test 

 

According to the actual working environment of the 

handling robot, the indoor environment is selected for 

ultrasonic obstacle avoidance test, obstacles are set, and 

ECH0 of the HC-SR04 ultrasonic module is connected to 

the needle J9-P2.0, TRIG is connected to J9-2.1, VCC is 

connected to J9-VCC, and GND is connected to J9-GND. 

The LCD1602 liquid crystal was installed in the 

LCD1602 socket of the single chip microcomputer, and 

the contrast of the liquid crystal was adjusted. Ultrasonic 

obstacle avoidance module test data is shown in Table 1. 
 

 

 

 

 

 

Table 1. Ultrasonic obstacle avoidance module test data 

 

Ultrasonic ranging(mm) Ruler ranging(mm) Error(%) 

266.8  266.0 0.15 

350.6  350.0 0.17 

439.8 439.0 0.18 

658.8 658.0 0.12 

772.1 771.0 0.14 

 

The error between the ultrasonic obstacle avoidance 

module's ranging value and the actual ruler's ranging 

value is less than 2%, which can realize automatic 

obstacle avoidance. 

 

4.2. Infrared tracking module test 

 

Natural light has a certain influence on the receiving 

ability of the infrared receiving tube, so the indoor 

environment test matching the actual use environment is 

used. Before the test, connect P3.2~3.5 of the pin J11 and 

P3.2~3.5 of the AT89C52. Place the robot on the white 

test bench, turn on the power, and fine-tune the 

potentiometer RW3 and RW4 in a clockwise manner until 

LED2 and LED light up. Infrared tracking module test 

data is shown in Table 2. 
 

Table 2. Infrared tracking module test data 

 

Transfer robot Left infrared tube Right infrared tube 

Go forward  1 1 

Back up  0 0 

Turn left  1 0 

Turn right  0 1 

 

5. Conclusion 

 

This paper takes the handling robot as the research object, 

uses the AT89C52 single chip microcomputer as the main 

control chip, uses the infrared tracking module, ultrasonic 

obstacle avoidance module, power module, motor module 

and robot arm module to design the handling robot, 

optimizes the shortcomings of some handling robots in 

the general working environment, improves the efficiency 

of logistics handling and reduces the risk of manual 

logistics handling. 

Intelligent handling robot has broad development 

prospects. With the continuous progress of technology 

and the expansion of application fields, intelligent 

handling robots will play an important role in various 

industries, improve work efficiency, reduce costs, and 
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promote the intelligent transformation of the industry. 
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Abstract 

This article aims to explore the differences between robotic arms and traditional machines and humans. Firstly, 

robotic arms are a kind of automated equipment with high flexibility and accuracy, which can perform a variety of 

complex tasks. In contrast, traditional machines lack flexibility and accuracy, while humans have problems such as 

low work efficiency and high error rates. Secondly, the emergence of robotic arms can solve many problems in 

traditional machines and humans, and improve production efficiency and quality. Finally, there is no contradiction 

between robotic arms, traditional machines and humans, but they can complement each other. By using robotic arms 

and humans reasonably, we can give full play to their respective advantages and improve the overall production 

efficiency and economic benefits. 

Keywords: robotic arm, traditional machine, human, production efficiency, economic benefit 

1. Introduction 

Robotic arms are a kind of automated equipment with high 

flexibility and accuracy, which can perform a variety of 

complex tasks. In contrast, traditional machines lack 

flexibility and accuracy, while humans have problems 

such as low work efficiency and high error rates.  

The emergence of robotic arms can solve many 

problems in traditional machines and humans, and 

improve production efficiency and quality.  

There is no contradiction between robotic arms, 

traditional machines and humans, but they can 

complement each other. By using robotic arms and 

humans reasonably, we can give full play to their 

respective advantages and improve the overall production 

efficiency and economic benefits. 

The rest of this article is organized as follows. The 

second section introduces the appearance differences 

between robotic arms and traditional machines. In the third 

part, the application of robotic arms in manufacturing can 

solve many problems. In the fourth part, robotic arms and 

human labor can complement each other. At the same time, 

robotic arms also need human supervision and 

management to ensure their normal operation and 

production safety. In the future, with the continuous 

advancement and development of technology, robotic 

arms will be applied and developed in more fields. 

The picture of the robotic arm board is shown in Fig. 1. 
 

 

Fig. 1 The picture of the robotic arm 

 

2. The Different Appearances 
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Machine arms and traditional machines have distinct 

differences in appearance. 

2.1. Traditional machines 

Traditional machines often have a rigid mechanical 

structure, consisting of various metal and plastic 

components and parts. Their shape and size are relatively 

fixed, and they can only be produced and processed on a 

large scale in factories.  

The picture of the traditional machines is shown in Fig. 

2. 

 

 
Fig. 2 The picture of the traditional machines 

2.2. Robotic arms 

The design of robotic arms typically adopt a more flexible 

mechanical structure, with multiple movable joints and 

arms, as well as various sensors and actuators at the end. 

These joints and arms can move independently, allowing 

the machine arm to adapt to various work environments 

and tasks. In addition, machine arms are usually equipped 

with various sensors, such as visual sensors, tactile sensors, 

and force sensors, to perceive the surrounding 

environment and perform precise operations.     

The picture of the is robotic arms shown in Fig. 3. 

 

 
Fig. 3 The picture of the robotic arms 

Traditional human production has been unable to keep 

up with basic standards, which can easily lead to a decline 

in economic efficiency [1]. Therefore, in appearance, 

machine arms are more flexible, complex, and intelligent 

compared to traditional machines 

3. The Application of Robotic Arms 

The application of robotic arms in manufacturing does 

provide solutions to many problems. Here is a detailed 

explanation of some specific applications and advantages 

of robotic arms in manufacturing. 

3.1. Substitution for dangerous and heavy work 

In the manufacturing industry, there are many dangerous, 

heavy, and repetitive tasks that can have negative effects 

on workers' physical and mental health. Robotic arms can 

take on these tasks, avoiding direct contact with hazardous 

environments while reducing their workloads. For 

example, in the automotive manufacturing process, robotic 

arms can be used for heavy lifting, welding, and painting, 

which are more dangerous tasks, thus protecting workers 

from work-related injuries. 

3.2. Improving production quality 

The precise control and repeatability of robotic arms 

enables them to perform production tasks more accurately 

than humans. Through pre-set programs or precise sensor 

technology, robotic arms can ensure consistency and 

product quality during the production process. On 

assembly lines, robotic arms can precisely assemble and 

tighten components, ensuring that each product meets 

specifications and quality requirements. 

3.3. 24-hour uninterrupted work 

Robotic arms can work continuously without needing to 

rest or sleep. They can work for 24 hours straight, which 

improves production efficiency and production cycles. In 

contrast, humans need to rest and recover and cannot work 

continuously for long periods of time. Therefore, robotic 

arms are very useful in situations where high production 

volume and rapid production are required. 

In short, the application of robotic arms in 

manufacturing can solve many problems, including the 

replacement of dangerous work, improving production 

quality, 24-hour uninterrupted work, and increasing 

production efficiency and economic efficiency. With the 
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continuous progress and development of technology, the 

application of robotic arms will become more and more 

extensive, bringing more innovation and value to the 

manufacturing industry. 

4. The collaboration 

4.1. Collaboration between robotic arms and traditional 

machines 

Robots are highly automated and precise machines that can 

perform a series of repetitive physical tasks. Traditional 

machines are more versatile machines that can perform a 

wider range of tasks. By combining robots with traditional 

machines, we can create a more efficient and flexible 

production line. 

For example, in the manufacturing industry, traditional 

machines can complete a series of complex processing 

tasks, while robotic arms can be responsible for repetitive 

tasks such as handling, assembly, and inspection. This 

collaborative approach allows traditional machines and 

robotic arms to each leverage their strengths, thereby 

improving overall production efficiency. At the same time, 

this collaboration can also reduce production costs, as 

robotic arms can replace humans in performing dangerous 

or high-intensity tasks, reducing the reliance on human 

labor. 

4.2. Cooperation between robotic arm and human 

The collaboration between robotic arms and human beings 

can be divided into two aspects: one is human-computer 

interaction, and the other is machine-assisted human. 

Human-robot interaction refers to the execution of tasks 

by a robot arm under the guidance of a human. In this mode, 

humans can control the actions of the robot arm by 

entering commands or operating it. This collaborative 

approach is often used for dangerous or high-intensity 

work, such as deep-sea operations or space exploration. 

Through human-robot interaction, humans can fully utilize 

their creativity and flexibility while avoiding some 

dangerous tasks. 

Machine-assisted human labor refers to the use of 

robotic arms as an assistive tool to help humans complete 

complex tasks. For example, in the medical field, robotic 

arms can assist doctors in surgical operations, thereby 

improving the accuracy and efficiency of the procedure. 

This collaborative approach can free humans from tedious 

or high-intensity work, thereby improving work efficiency 

and quality. 

 The picture of the cooperation between robotic arm and 

human is shown in Fig. 4. 

 

 
Fig. 4 The picture of the cooperation between robotic arm and 

human 

 

In general, there is no contradiction between robotic 

arms, traditional machines, and human labor, but rather a 

collaborative relationship. By using robotic arms and 

human labor in a reasonable manner, we can fully leverage 

their respective strengths and improve overall production 

efficiency and economic benefits. In the future, as 

technology continues to advance and innovate, this 

collaborative approach will become increasingly common 

and important. 

5. Conclusion 

Through in-depth research, it is found that there is no 

contradiction between robotic arms, traditional machines, 

and human labor, but rather they can collaborate with each 

other to improve overall production efficiency and 

economic benefits. 

In summary, robotic arms, traditional machines, and 

human labor each have their own advantages and 

disadvantages, and are suitable for different production 

scenarios. In the future, with the continuous advancement 

and innovation of technology, we can fully leverage their 

respective strengths to improve overall production 

efficiency and economic benefits. At the same time, we 

also need to focus on how to better achieve human-

machine collaboration, improve production safety, and 

product quality. 

The picture of the human-machine collaboration is 

shown in Fig. 5. 
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Fig. 5 The picture of the human-machine collaboration 
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Abstract 

In recent years, the hexacopter UAV has developed rapidly, the technological breakthrough in the field of 

automatic driving, which is of great significance in both military and civilian fields. The six-rotor UAV uses six 

rotors as the power source and adjusts the attitude by changing the rotor speed to further achieve position control. 

It has excellent hovering ability and sensitivity, and is equipped with a precise positioning system and advanced 

sensors. However, there are still common problems such as weak mounting capacity and single mounting mode, 

in view of this problem, this paper will test the fuselage structure, avionics system and power system one by one 

from two aspects: changing the fuselage structure and installing the motor position. 

Keywords：the hexacopter UAV, weak mounting capacity, changing the fuselage structure, installing the motor 

position 

 

 

1. Introduction 

With the continuous development of science and 

technology, drones have become an important tool in the 

modern military and civilian fields.  

  As a new type of UAV, hexagoning UAV has the 

characteristics of high flight altitude and long endurance, 

so it has a wide range of application prospects in military 

reconnaissance, geological exploration, agricultural plant 

protection and other fields.   

However, in actual use, hexagoning UAVs often 

encounter some technical and performance problems in 

the process of mounting, such as weak mount capacity 

and single mount mode, which limits its wider 

application. Therefore, it is of great significance to 

conduct in-depth discussion and research on the 

mounting problem of hexagoned UAV. 

 

2. The Development Process and Characteristics of 

Hexagoning UAVs 

2.1 Development history 

The development history of hexagoning UAVs can be 

traced back to the earliest quadrotors. With the 

continuous innovation of technology and the continuous 

expansion of demand, hexarotor UAVs, as a multi-rotor 

aircraft, have gradually emerged in various fields. Early 

six-rotor UAVs were mainly used in scientific research 

and military applications to perform tasks that required 

high maneuverability and flexibility. With the rise of 

aerial photography technology, hexacopter UAVs have 

begun to be widely used in the civilian field for aerial 

photography, monitoring and survey work. In recent 

years, the application of hexacopter UAVs in emergency 

rescue, agriculture, logistics and other fields has also 

increased.  

2.2 Features 

Just as shown in Fig. 1, the hexacopter UAVs have the 

following characteristics. (1) The multi-rotor design: 

Compared to quadcopter drones, six-rotors employ more 
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rotors, making them more stable during vertical take-off, 

landing and hovering. This design improves mobility and 

adaptability to complex environments, making it ideal for 

performing specific tasks. (2) High maneuverability: 

Hexacopter UAVs have excellent maneuverability due to 

more rotors and are able to flexibly cope with a variety of 

flight missions. This mobility makes it particularly 

advantageous when performing search and rescue 

missions in emergency situations. (3) Load capacity: 

Hexacopter drones typically have a higher load capacity 

and are able to carry more sensors, cameras, or other 

equipment.  

 
Fig. 1 A hexacopter UAV 

This makes it stand out for tasks that require large 

equipment, such as scientific research, monitoring, and 

surveys. Diversification: Due to its flexibility and 

stability, the application of hexacopter UAV in various 

fields is constantly expanding, including but not limited 

to military reconnaissance, aerial photography, 

agricultural spraying, cargo transportation, etc., showing 

diversified application scenarios.  

3. The Function of the Six-wing UAV is Realized 

3.1Positioning system 

Global Positioning System (GPS): GPS is one of the most 

common and widely used positioning systems that 

determines the location, speed, and altitude of a drone 

through satellite signals. It provides global location 

information for flight, but in some environments, such as 

urban canyons or dense woodlands, there may be signal 

occlusion issues.Inertial  

Navigation System (INS): An inertial navigation 

system uses sensors such as accelerometers and 

gyroscopes to measure the linear acceleration and angular 

velocity of an aircraft to estimate its position and 

orientation. However, errors that accumulate over time 

can lead to navigation drift and are therefore often used in 

conjunction with other positioning systems. 

Visual positioning system: Hexacopter drones can 

achieve visual positioning through cameras or multiple 

cameras. Computer vision algorithms can identify 

landmarks, landmarks, or environmental structures to 

determine the drone's position relative to these reference 

objects. 

3.2. Sensor system 

Inertial Measurement Unit (IMU): The IMU includes 

accelerometers and gyroscopes to measure the linear 

acceleration and angular velocity of the aircraft, 

supporting flight control and navigation. Magnetometer: 

Magnetometers are used to detect the geomagnetic field 

to help determine the direction and heading of an aircraft.   

Barometer: A barometer is used to measure 

atmospheric pressure, which provides altitude 

information. It is often used in combination with other 

sensors to improve the accuracy of altitude 

measurements.  

Millimeter-wave radar: Provides high-precision 

obstacle detection and ranging capabilities, suitable for 

flying in complex environments.  

Infrared sensor: Used to detect thermal radiation for 

target detection and identification at night or in low-light 

conditions. Optical Flow Sensor: Used to measure motion 

relative to the ground to help achieve hovering and stable 

flight.  

Temperature sensors: monitor the ambient temperature 

and play an important role in some special applications 

such as meteorological research, cold chain logistics, etc.  

4. Analysis of the Current Situation of the Mounting 

Problem of Hexagophoid UAV 

4.1 Mountability issues 

Load capacity limitations:  The structure and power 

system of a hexacopter drone may not be designed to 

withstand large or heavy equipment, resulting in reduced 

performance or unstable flight when loaded. 

  Reduced flight time: Large loads often cause the drone 

to consume more power, resulting in a lower flight time. 

The weak payload capacity may limit the durability of the 

UAV to perform tasks in the air.  

Height impacted: Hexacopter drones with heavy loads 

can lead to increased sensitivity to altitude changes and 

difficulty in stable flight at different altitudes, especially 

at low altitudes or in complex environments.  

Reduced handling performance: Large or heavy loads 

may increase the inertia of the drone, making it more 

sluggish or inflexible when maneuvering, affecting the 

maneuverability of the flight.  

4.2 Single mount type 

The reason for the single type of hexacopter UAV mount 

may involve the following factors: 
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Technical limitations: When manufacturing hexacopter 

drones, technical and engineering constraints may result 

in limited payload types. For example, flight controls, 

powertrains, or structural design may make it more 

complex or impractical to support multifunctional 

mounts. 

Cost considerations: Versatile mount systems can add 

to manufacturing costs and complexity. In order to keep 

costs under control or to offer a more competitive price, 

manufacturers may choose to adopt a design with a single 

mount type. 

Regulatory and compliance: Regulatory requirements 

in specific industries or regions may impose restrictions 

on the design and use of drones, leading manufacturers to 

select specific payload types to comply with regulatory 

requirements. 

 

5. The Solution to the Mounting Problem of the 

Six-wing UAV 

In response to the above problems, we put forward some 

possible solutions and suggestions: 

5.1. Performance optimization 

Structural and powertrain optimization：The structure and 

power system of the drone were redesigned to enhance its 

load capacity. This could include the use of lighter but 

stronger materials, optimized motor and propeller 

configurations, and improved battery technology to 

provide greater power output.  A fixed-time control 

scheme based on integral terminal sliding mode can be 

designed to realize the trajectory tracking control of UAV, 

and the fixed-time convergence performance of the 

closed-loop control system is analyzed through the 

Lyapunov theory [1].  

Multi-Functional Mounting System: Design a system 

that supports multi-functional mounting, allowing for 

quick replacement and integration of different types of 

devices or sensors. Sensors such as gyroscope, 

accelerometer and magnetometer can be used to obtain 

the current attitude information of the aircraft in real time, 

the whole flight control system can be designed as a 

whole by using the modular idea, and the complementary 

filtering algorithm based on the quaternion and the 

cascade PID control algorithm can be used to realize the 

current attitude solution and control output of the aircraft.  

Intelligent flight control system: The intelligent flight 

control system is introduced to achieve more accurate 

flight control through advanced algorithm and sensor data 

fusion, and improve stability and maneuverability when 

loading loads. Fault-state controllers can be designed 

using a backstepping method that sacrifices yaw control 

to achieve hovering and simple trajectory tracking.  

Efficient Power Management: Optimize power 

management systems to increase battery capacity and 

performance to support sustained flight time when 

mounting large equipment. The use of advanced energy 

storage technology and power management systems is a 

key factor. 

System integration and collaborative optimization: 

Implement comprehensive optimization in the entire 

system, including the collaborative work of the mounting 

system, flight control system, power system, etc. By 

considering the individual components together, the 

overall performance can be improved. Technological 

Improvements 

5.2. Function optimization 

Design a universal mount system: Design a system that 

supports multi-functional mounts, allowing users to swap 

out different types of devices or sensors. Such a system 

can increase the flexibility of the drone, making it 

suitable for a variety of application scenarios. Simulink 

was used to model the UAV with six degrees of freedom, 

and the motion attitude characteristics of the UAV during 

the gliding process, the influence of ailerons on the 

motion of the UAV, and the movement attitude 

characteristics of the UAV in the environment of wind 

interference were analyzed [3]. 

Modular design: The modular design allows the mount 

system to be easily integrated and replaced. This allows 

users to quickly adjust the mount to the needs of the 

specific task, thus achieving versatility.  

Open interface standards: Develop or adopt open 

interface standards to ensure that a wide range of devices 

and sensors are compatible with the drone's payload 

system. This helps drive industry standards and improve 

device interoperability. 

Technology Upgrades and Updates: Regular 

technology upgrades and updates are carried out to 

support the integration of new types of devices and 

sensors. This helps to keep the drone's technology 

competitive and adapt to the development of emerging 

technologies. Combined with the sliding mode observer 

to estimate the fault information matrix, a fault-tolerant 

controller for a six-rotor actuator based on the switching 

system was designed by using the handover control 

algorithm. The simulation analysis shows that the 

designed fault-tolerant control system has good control 

performance and robustness, which can effectively 

reduce the impact of actuator monowing damage on flight 

[2]. 
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6. Future Research Directions and Development 

Trends  

With the continuous development of science and 

technology, the research on the mounting problem of 

hexapopter UAV will become an important direction in 

the future. In future research, we can try to apply 

advanced materials and technologies to the mounted 

equipment to improve the performance and stability of 

the equipment, and at the same time, we can further study 

the co-design method of the aircraft and the mounted 

equipment to achieve better coordination and overall 

performance. These research results will provide stronger 

support for the application of hexagophoid UAVs and 

promote the continuous progress of UAV technology. 

7. Conclusion 

In this paper, the mounting problem of hexacopter UAV 

is studied in depth, and the types of mounting equipment 

and their influence in different application scenarios are 

discussed. Through the analysis of camera mounting, 

multi-rotor design, high maneuverability, etc., the 

development process and characteristics of six-rotor 

UAV are comprehensively demonstrated.  

The paper mentions the methods to solve the problem 

of weak payload capacity, including structural 

optimization, multi-functional payload system and 

intelligent flight control system.  

Finally, the importance of improving the adaptability 

and flexibility of UAVs to meet the needs of different 

missions was emphasized. Through the discussion of the 

single problem of sensor and mount type, it provides 

useful theoretical support for the field of UAV research 

and points out the direction for future technology 

development. 
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Abstract 

With the development of tourism to climb peaks, the safety of high mountain walls plays an increasingly important role. 

In the past, the terrain of the mountain wall was too steep and too fast, and people could not patrol the mountain wall 

climbers, resulting in the safety of climbers could not be guaranteed, and the needs of climbers were difficult to solve in 

time. In order to solve the above problems, the method of real-time monitoring of UAVs and delivery of materials by 

UAVs was proposed. Hexacopter UAV is an unmanned small aerial vehicle equipment that can carry out vertical lifting, 

which is expected to improve the safety factor of climbing mountain walls and solve the needs of climbers in a timely 

manner. 

Keywords: Hexacopter UAV，real-time monitoring，delivery of materials，mountion climbing 

 

1. Introduction 

In order to ensure the sustainable development of 

climbing tourism, it is urgent to improve the safety of 

high-altitude operations. This study mainly analyzes the 

feasibility and problems of hexacopter UAV in the field 

of climbing. The stability and load-bearing capacity of 

the hexacopter UAV determine the bright future of the 

hexacopter UAV in the field of climbing. Among them, 

the most significant application of hexacopter UAVs in 

the field of climbing is to provide magnificent high-

altitude shooting conditions. As climbers conquer steep 

peaks and climb steep rock faces, hexacopter drones 

with high-definition cameras can record the scene. 

Aerial footage can not only be used to monitor the 

climbing process, but also can be used as promotional 

material to promote climbing projects and attractions, 

and attract more people to participate in climbing. In the 

case of very mature UAV monitoring technology, the 

real-time recording and monitoring of high-altitude 

conditions by the hexagoter can play a very good role in 

the climbing tourism industry. 

2. Introduction of six-rotor UAV 

2.1. The concept of a six-rotor drone 

UAV is a small unmanned aerial vehicle with the 

advantages of flexible flight performance such as 

vertical lifting, hovering, and loading. The six-rotor 

UAV has three groups with a total of six motors placed 

coaxially up and down to provide lift, adjust the attitude 

by changing the rotor speed, and realize the position 

control through the change of attitude.  

2.2. Features of the six-rotor UAV 

The six propellers of the hexagoning UAV are 

distributed in hexagonal vertex positions, with six 

propeller speeds as six input forces and six degrees of 

freedom as outputs. The rotation direction of the six 

propellers is not the same, and when encountering 

strong external interference or part of the rotor is 

disturbed, the output of multiple propellers controlling 

the rest of the propellers can show good stability [1]. 

(1) The flight altitude of the hexcaopter 

Hexacopter drones typically fly at altitudes between 

1,500 and 3,000 meters, but there are some professional 

drones that can fly to higher altitudes. The technologies 

that determine the flight altitude of hexacopter UAVs 

mainly include the following aspects: flight control 

systems, aviation power systems, communication and 

navigation systems, and meteorological and 

environmental sensors. The combined effect of these 

technologies determines the flight altitude of the drone.  

The flight control system is one of the key factors that 
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determine the flight altitude of the drone, which 

includes the flight controller, attitude stabilization 

system, and altitude control system. These systems 

work together to ensure that the drone can fly stably and 

maintain a predetermined altitude [2].  

The aerodynamic system includes engines, propellers, 

and power system controls. These systems provide the 

power needed to fly and influence the drone's climb 

performance and altitude performance. 

Communication and navigation systems also play a 

vital role in the flight altitude of the drone. Satellite 

navigation systems (such as GPS) and ground console 

devices provide precise navigation and positioning 

information for six-rotor drones in the air, allowing 

them to accurately control altitude and position. 

Meteorological and environmental sensors can detect 

meteorological factors such as air pressure, temperature, 

humidity, etc., helping the drone adjust its flight altitude 

and attitude according to the current environmental 

conditions. 

To a large extent, these technologies have been very 

mature, especially in the professional field, the flight 

altitude control technology of UAVs has been very 

sophisticated, and has provided reliable technical 

support for various application scenarios. 

(2) The volume of the hexacopter 

The size of drones can generally be divided into 

miniature, small, medium, and large. The size of small 

UAVs is generally between 30 cm and 1 meter, and it is 

suitable for aerial photography, agricultural plant 

protection, environmental monitoring and other fields. 

Among them, medium-sized UAVs are between 1 meter 

and 5 meters in size, which are suitable for use in search 

and rescue, logistics and distribution, geological survey 

and other fields. The carrying capacity of a drone is 

usually related to its size. Medium-sized UAVs have a 

large carrying capacity and can already carry relatively 

heavyweight equipment and materials, such as rescue 

equipment, survey and monitoring equipment, etc. 

3. The application status of six-rotor UAVs 

At present, the application field of hexacopter UAV 

is expanding day by day, covering military, civilian and 

commercial aspects. In the military field, hexacopter 

UAVs can be used for reconnaissance, surveillance, 

target positioning and strike, providing a new way of 

intelligence acquisition and combat. In the civilian field, 

UAVs are widely used in aerial photography, geological 

survey, agricultural plant protection, weather 

monitoring and forest fire prevention. Drones also play 

an important role in commercial areas such as logistics 

and distribution, building inspection, and power 

inspection. With the continuous progress of technology, 

UAVs are gradually used in emergency medical rescue, 

disaster monitoring and rescue, providing a new means 

of ensuring the safety of people's lives and property. The 

development of hexacopter UAVs has not only enriched 

the application field, but also provided people with more 

efficient and safer solutions, becoming an indispensable 

part of modern society. This study introduces the 

application of hexacopter UAV in the field of climbing, 

and solves the gap that there is no hexacopter UAV 

involved in the climbing tourism industry. 

4. Analysis of the advantages of hexacopter UAVs in 

the field of climbing 

4.1. High-altitude monitoring function 

The high-definition high-magnification zoom camera 

embedded in the six-rotor drone can clearly see objects 

one to two kilometers away from the drone. Picture of a 

high-altitude surveillance drone is shown in Fig. 1. 

Equipping the six-rotor drone with a stable gimbal 

gimbal stabilization function, coupled with the 

smoothness and regularity of the drone's flight, can 

obtain enough stable images and lenses for surveillance 

even at full zoom. Regardless of the aircraft's movement, 

the gimbal maintains its orientation and inclination. The 

drones responsible for surveillance can navigate 

autonomously. "Waypoints were previously introduced 

on the map via a desktop computer or tablet, where 

waypoints were added by clicking on the map and 

navigation was stored in the drone's memory. The 

waypoint can be grouped into one or more points of 

interest. Navigation can be easily initiated via radio 

control, so there is no need to use a computer or tablet 

in the field, and the drone can be in the air in a matter 

of minutes. 

Fig. 1 A high-altitude surveillance drone 

4.2. Navigation features 

Hexacopter drones play an important navigational 

role in the field of rock climbing. Rock climbers often 

need to face complex terrain and changeable 

environments during climbing, and the navigation 
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function of drones can provide valuable auxiliary 

information for climbers. 

Equipped with high-precision cameras and navigation 

equipment, drones can see the climbing route, rock wall 

structures, and the terrain faced by climbers from the air. 

This bird's-eye view provides climbers with a new 

perspective and helps them better understand the 

complexity and difficulty of the climbing route so that 

they can develop a targeted climbing strategy. Its real-

time monitoring function can help climbers timely 

obtain changes in the climbing route, such as rock 

collapse, climate change, etc., and provide timely 

warnings and risk warnings for climbers. This real-time 

monitoring is critical for the safety of climbers, 

allowing them to better respond to unexpected situations 

and reduce the likelihood of accidents [3]. 

The navigation role of hexacopter drones in the field 

of rock climbing can provide climbers with a full range 

of information support, help them better cope with 

challenges, and improve the safety and success rate of 

climbing. 

4.3. Aerial teleportation function 

For the preparation of rock climbing competitions 

and climbing events, drones can be used as a fast 

transmission tool to transmit competition equipment 

and judging equipment to the required locations, 

improving the work efficiency of organizers and 

participants. Climbers often need to carry a variety of 

equipment, food and water during the climb, and drones 

can be used as a high-altitude teleportation tool to help 

climbers deliver these supplies to the designated 

location. For climbers, there are often difficult parts of 

the climbing route to pass, such as steep cliff walls, 

inaccessible caves, etc. Drones can carry ropes, gear, 

and food to reach places that climbers can't, delivering 

them safely to where they are, providing them with the 

support they need. Climbers can also be provided with 

emergency supplies during the climb, such as delivering 

much-needed clothing, food, and medicine to climbers 

in case of inclement weather to help them get through 

the storm. Photos of actual transportation of hexarotor 

drones is in Fig. 2. 

 

 

 

 

Fig. 2 Actual transportation of hexarotor drones 

In general, the high-altitude teleportation function of 

drones in the field of rock climbing provides convenient 

material support for climbers, provides more safety and 

convenience during climbing, and adds new 

possibilities and innovations to rock climbing activities 

[4].  

5. Development prospects and challenges of 

hexacopter UAVs in the field of climbing 

The application of hexacopter drones in the field of 

climbing shows great potential, but at the same time, it 

is also necessary to pay attention to issues such as 

privacy protection and environmental protection. When 

using drones for high-altitude shooting, it is necessary 

to comply with local aviation regulations to ensure that 

they do not interfere with the flight of other aircraft. In 

addition, when flying, it is necessary to strictly comply 

with local environmental protection laws and 

regulations to avoid affecting the local ecological 

environment.  

6. Conclusion 

The application of hexacopter drones in the field of 

climbing provides more safety and technical support for 

climbers, expands the possibilities of climbing activities, 

and brings new innovations to climbing sports. With the 

continuous progress of technology and the expansion of 

applications, it is believed that the role of UAVs in the 

field of climbing will become more prominent, bringing 

more convenience and safety to climbing sports. 
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Abstract 

Aiming at the characteristics of special operation vehicles, such as complex operating environment, heavy 
vehicle weight, long braking distance, and many visual dead angles for drivers, this project designs and 
implements a special vehicle operation safety system based on deep learning and embedded system. Firstly, 
the deep learning model is applied to detect the humanoid target appearing around the vehicle, get the 
detection frame of the humanoid target, and estimate the distance from the target to the camera; using the 
advantage of the embedded system which is relatively small can be easily deployed on the heavy vehicle. 
According to different distances, the system will issue relevant voice prompts to remind the driver to take 
timely measures such as avoiding or braking. 

Keywords：special operation vehicles，Deep Learning，Embedded system，Complex working. 

 

1. Introduction 

Blind spots in the field of vision of specialised vehicles 

during operations are a serious safety challenge that can 

lead to a wide range of accidents, as the vehicles tend to 

be large-bodied. These drivers may not be able to directly 

observe the blind spots in their field of vision, increasing 

the risk of hazards to workers, other vehicles and 

obstacles. 

For example, in specialised vehicles such as excavators 

or loader trucks (Fig. 1 below). drivers may not be able 

to directly see pedestrians or workers around them due to 

the special construction of the equipment itself, 

increasing the risk of run-over or collision accidents. In 

addition, when turning, working or reversing, the blind 

spot in the field of vision may also result in the driver not 

being able to perceive other vehicles behind the side, 

which may lead to a collision accident. Drivers are also 

less likely to be aware of fixed obstacles such as rocks 

and pillars, which can lead to collisions [1]. 

 

 

Fig. 1 Common Heavy Vehicles 

In order to counteract these risks, specialised vehicles 

can take appropriate measures. To this end, we have 

designed a system that helps drivers to better avoid and 

detect obstacles in a timely manner, for example by 

installing auxiliary cameras and sensors. The use of 

advanced assistance systems, the strengthening of the 

driver's field of vision and the incorporation of a hazard 

warning system reduce the probability of safety accidents 

caused by blind spots or obstacles in the field of vision of 

specialised vehicles during operations [2]. 

The rest of this paper is organised as follows. Part II 

describes the hardware usage scheme. The third part 

describes the innovative points of the design as well as 

the leading advantages. The fourth part explains the 

application scenarios using the design. Part V 

summarises the main points of the paper. 

2. Hardware usage programme 
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2.1 Jetson nano 

Hardware selection, we take into account the cost-

effectiveness and durability of the two major aspects of 

the main development board selected NVIDIA series of 

development boards - Jetson nano development board. 

Here to introduce this development board type: Jetson 

nano is NVIDIA's development of high-performance 

GPU equipped with a microcontroller, is to achieve deep 

learning and parallel computing necessary 

microcontroller. It is broken down into four different 

types of development boards. They are: Jetson Nano, 

Jetson TX, Jetson Xavier NX, and Jetson AGX Xavier, 

where we choose Jetson Nano. Because of its low energy 

consumption and low cost it takes the lead among the 

other three microcontrollers. And its arithmetic power 

has been increased by tens to hundreds of times, even 

more than a small part of the current computer CPU, and 

NVIDIA also equipped with a full set of SDK for it. the 

following Fig. 2 is the picture of Jetson Nano 

development board, Fig. 3 is the development board core 

board [3]. 

     

Fig. 2 Development Board          Fig. 3 Core Board 

The jetson nano performance metrics (representative) 

are shown in Table 1. 

Table 1 jetson nano performance metrics 

arithmetic power 40TOPS 

GPU 1024-core NVIDIA Ampere 

architecture GPU with 32 

Tensor cores 

CPU 6-core Arm® Cortex®-

A78AEv8.2 64-bit CPU 

1.5MB L2+4MB L3 

RAM 8GB+68GB 

Camera Interface 2 CSI interfaces 

output 5W-10W 

2.2 surveillance camera 

Cameras are generally selected industrial cameras, such 

as Hikvision cameras or select Dahua cameras. The 

advantages of these two cameras are high-definition, 

clear images, large shooting angle, can be rotated and in 

the dim light conditions, has a strong night vision effect. 

They provide a more accurate video feed to the central 

processor. Fig. 4 below shows the Hikvision camera 

shooting debugging screen. 

 

Fig. 4 Debug screen 

3. Innovative design and advantages 

3.1. Deep Learning 

The initial idea of our design is to first recognise the 

human figure, and then to warn the driver by triggering 

an alarm when the human target walks into a relatively 

dangerous area of the vehicle's operation. 

Due to the relative complexity of the special vehicle 

operating environment, traditional computer vision and 

image processing algorithms are relatively fuzzy and 

difficult to deal with to identify the humanoid target from 

the environment, and often triggers the alarm system 

incorrectly (e.g., a roadblock or reflective clothing), 

therefore, deep learning models are used in this project to 

complete the identification of the humanoid target, which 

is shown in Fig. 5. 

Deep learning is a research direction in the field of 

machine learning. Deep learning uses deep neural 

networks for modelling and uses large amounts of data to 

optimise the parameters in the model to achieve high 

accuracy and robustness. 

We have designed a deep learning model that can 

recognise targets within 50 to 100 metres in terms of 

distance, up to 9000 types of objects (yolo-9000) in terms 

of type, and hundreds or even thousands of targets in a 

single frame at the same time. 
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Fig. 5 Initial identification of deep learning models 

3.2. Technical difficulties 

There are many types of special vehicle operating 

scenarios such as harbours, construction sites, mining 

sites, as in Fig. 6. intensive construction of people, many 

obstacles and close vehicle traffic. Sand, gravel, goods, 

and materials are piled up. These serious obstacles to our 

acquisition of the surrounding image information. 

 

 

Fig. 6 List of construction scenes at mines and 

construction sites 

In addition, because it is assembled on the carrier, it is 

required to have low energy consumption; and the space 

inside the vehicle is narrow, which can only 

accommodate smaller equipment for normal operation, 

so we can only compress its size. 

Due to the ever-changing environments in complex 

places, we cannot predict what will happen next. So we 

need as little false recognition or frame skipping as 

possible. Too many misjudgements can cause 

unnecessary distractions for the driver. In addition, if the 

vehicle is travelling fast in a complex scene, there may be 

a requirement for the real-time performance of the model. 

Generally in complex scenes there will be a large 

number of staff and supervisors. We want to recognise 

and estimate their distance to their own vehicle as much 

as possible. 

3.3. Problem-solving responses. 

For the human-type and object-type densification 

problems, we have prepared datasets for training. A 

certain amount of data is collected to form the dataset for 

training and the dataset for testing. The amount of data is 

usually 2000 images, which contain at least 5000 

humanoid targets. The dataset is labelled using manual 

annotation (Fig. 7). At the same time, the surrounding 

environment is constructed (Fig. 8). 

 

Fig. 7 Dataset labelling 

 

Fig.  8 Environmental scanning 

The mainstream deep learning yolov5 and the deep 

neural network Pedestrian net, which is specialised for 

humanoid and vehicle detection, are deployed on jetson 

nano [4]. 

The model uses ResNet34 as the basic underlying layer 

and combines advanced techniques such as feature fusion, 

local zoom, and exact query. The original model is 

84.62MB, after pruning 7.85MB, then use Tensor RT for 

assisted optimisation, generate the physics engine in 
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semi-precision form, and then deploy the physics engine 

into deep learning, then after a series of operations can be 

done on a development board to deal with four to eight 

video signal sources. 

Finally, the target detection metadata is sent in the form 

of a request to the thread responsible for estimating the 

distance and voice announcement, and multiple 

calculations are performed to compare the estimated 

relative distance with a pre-set threshold to minimise the 

impact of erroneous judgements. Finally, an alarm is 

triggered to warn the driver to be careful of the 

surroundings. 

4. Job Scenario Application. 

4.1. yard operation 

Heavy vehicles loading and unloading in port yards 

face serious visual challenges, with a large number of 

visual dead zones and blind spots. At the same time, the 

construction site is a noisy environment with a large 

number of people, which makes it difficult for the driver 

of the operating vehicle to detect people in the vicinity of 

the vehicle in a timely manner in complex situations, thus 

spawning many safety hazards. 

We use a four-channel video signal source to assist the 

operation. The four video sources are processed 

simultaneously on a single jetson nano, which can 

achieve 10 frames per second for each source. The 

communication is done through a pos switch and finally 

a voice alarm system. 

4.2. Shield Tunneling 

Shield Tunnel Battery Vehicle is an electric vehicle 

specially designed for shield tunneling project, and its 

main task is to transport materials and transfer personnel 

at the tunnel construction site. 

However, due to the poor line of sight in the tunnel and 

the heavy load of the vehicle, there is a great safety 

hazard in the construction. The main reasons include: the 

existence of a blind field of vision, the existence of a no-

signal section in the tunnel, the absence of reminders 

during operation, the possible failure of the brakes, and 

improper operation. 

We made a solution to these situations in the follow-up 

processing, first of all, the tunnel front and rear of about 

fifty metres distance sweep, the construction workers to 

collect data, and then through our are reinforcing the 

night vision effect algorithm will be the situation in the 

tunnel for light reinforcement, passed to the pos switch, 

and finally complete the exploration of the environment 

around the shield tunnel machine. Fig. 9 below shows a 

comparison of the colour of the enhanced picture in dark 

conditions for the night vision effect. 

       

Fig. 9 Night Vision Enhanced Picture Colour Before and 

After Comparison 

Fig. 10 below shows the final physical model drawing 

and the final physical picture. 

 

Fig. 10 Physical models and final objects 

5. Synthesis 

This paper describes the various safety hazards of 

specialised vehicles in complex situations and how to 

deal with them. A machine has been designed to assist 

special vehicle drivers to avoid accidents. It can be 

adapted to various complex sites including yards, 

harbours and mines. By coping with various conditions 
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with ease. It is believed that in the future, it can help more 

drivers and escort the safe operation of special vehicles. 
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Abstract 

The production process of agricultural products has been greatly improved and optimised through the intelligent 

agricultural greenhouse system. Using intelligent irrigation, measuring CO2, IoT and other technologies, it creates a 

greenhouse intelligent control system that is simple to operate, highly automated and intelligent. In addition, using 

the double combination of front-end architecture and applets, it can record all the growth process, perfectly integrating 

the intelligent mode + big data application. Create a tailor-made ID for agricultural products. Under our design, we 

break the traditional automation mode, which is more conducive to understanding the whole growth process of 

agricultural products. 

Keywords: Internet of Things; automation; big data application; intelligent agriculture. 

1. Introduction 

The aim of the paper is to discuss the many advantages 

brought by the traceable smart greenhouse model in terms 

of agricultural production, food safety and market 

competitiveness, as well as the initial system modelling 

and related technologies established [1]. 

From the perspective of food safety and security By 

integrating product traceability technologies, it is 

possible to trace the entire process of agricultural 

products from planting and growing to harvesting, 

processing and marketing. This helps to monitor potential 

sources of contamination, diseases or other risk factors, 

and to identify and deal with problems in a timely manner, 

thereby improving food safety. Automated control allows 

real-time monitoring of environmental parameters in the 

greenhouse, such as temperature, humidity and light, 

which can precisely control the growing conditions of 

crops. Through meticulous data recording, farmers can 

optimise planting strategies to improve the quality and 

yield of their produce. The increased resource efficiency 

enables smart greenhouse technology to enable precise 

irrigation and fertiliser application, as well as efficient 

energy use. This helps to reduce water wastage, fertiliser 

use and energy expenditure, and improve the 

sustainability of agricultural production. The Internet of 

Things (IoT) in this plays an extremely crucial role and 

offers many opportunities for innovation and efficiency 

gains in agricultural production. It can deliver real-time 

metrics of various parameters in the model to the network 

and feedback to the user's mobile phone. The user can 

observe the crop growth at any time. So, IoT can monitor 

various environmental parameters in the greenhouse in 

real time, such as temperature, humidity, light, soil 

moisture, and so on. This real-time monitoring enables 

farmers to understand the growth of their crops more 

accurately and quickly adjust the conditions of the 

greenhouse to optimise the production environment. 

When problems arise, such as disease, pest infestation or 

other production challenges, the traceability system can 

quickly pinpoint the source of the problem. This helps 

farmers take quick action to minimise losses and maintain 

continuity of production [2]. 

Each crop can be identified with its own identity 

card. Smart greenhouses generate large amounts of data 

through sensors and monitoring systems, which can be 

used for data storage. Farmers can make more informed 

decisions based on actual environmental and production 

data, and buyers can learn about their growth. 

The rest of the paper is organised as follows. Section 

2 presents the structure and principles of the system 

model. Part III presents the feasibility study of the system 

model. Part IV gives the physical pictures of the 

constructed model and the verification process to finalise 

the correctness of the designed. Part V summarises the 

main points of the paper [3]. 

2. Introduction to the system model 

Intelligent greenhouse control system is a scientific 

system for intelligent management of greenhouses. 
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Environmental data is collected through the 

corresponding sensor equipment. Then, through various 

commands set by the system, the management work is 

completed automatically. 

At the same time, the data collected by the sensors will 

be analysed and the results will be fed back to the farmers. 

Under the guidance of agricultural experts, the yield is 

increased and the quality is improved. In the whole 

system, QCA9531 gateway module is used as the core 

component, and the core programme is burned into it. At 

the same time, all kinds of sensors, rolling shutters, fans, 

water valve controllers, cameras and other hardware 

devices will be accessed. When the power is to be turned 

on, it can be run and controlled automatically according 

to the programme. The use of sensors to obtain 

environmental data, when detected more than the 

threshold value of the fruits and vegetables, will start the 

corresponding actuator. 

2.1 CO2 Sensor 

Carbon dioxide (CO2) sensor is composed of LED-

PR measuring unit, LED driving circuit, LDO power 

supply, photoelectric signal processing circuit, 

temperature measuring circuit and microprocessor, 

which is shown in Fig. 1 below. 

 

 

Fig. 1. Sample sensors 

Firstly, a suitable location should be chosen to install 

the CO2 sensor. The location should be chosen to 

represent the average CO2 concentration of the plant 

growing area in the greenhouse. The sensor is usually 

installed in a hanging position to ensure that it can 

accurately measure atmospheric CO2. before use, the 

CO2 sensor needs to be calibrated to ensure the 

accuracy of its measurement. Calibration can be carried 

out by using a standard gas with a known CO2 

concentration, according to the model number of the 

sensor and the guidelines provided by the manufacturer. 

Then, connect to the monitoring system. CO2 sensors 

are usually connected to the monitoring or control 

system of a smart greenhouse. This can be achieved 

through a wired or wireless connection. The sensor 

sends real-time measured CO2 concentration data to the 

monitoring system, enabling the farmer to remotely 

monitor and manage CO2 levels in the greenhouse. The 

farmer can set thresholds based on plant growth 

requirements and optimal CO2 concentration ranges. 

Once the measured CO2 concentration exceeds or falls 

below the set threshold, the system triggers appropriate 

control measures, such as adjusting the ventilation 

system or CO2 supply unit. 

The CO2 sensor monitors the CO2 concentration in 

the greenhouse in real time and transmits the data to the 

monitoring system. These data are usually recorded and 

archived for future analysis and reference, as shown in 

Fig. 2 below. 

Fig. 2 Sensor characteristic curve 

The Y-coordinate represents the output signal, with a 

maximum value close to 330mV; the X-coordinate 

represents the concentration of CO2, with a minimum 

value close to 210ppm. 

2.2 temperature detector 

  Temperature detection is very important for 

greenhouse intelligent control system. As shown in Fig. 

3, the temperature sensor is used to collect the 

surrounding environmental factors, read the 

temperature data, and through the signal processing 

function, the peripheral devices, as shown in Fig 4, 

respond accordingly and transmit the temperature data 

wirelessly to the cloud platform. When the temperature 

is higher than the preset temperature e, the MCU drives 

a relay to control the fan rotation to reduce the 

temperature. When the temperature is lower than the 

preset temperature, the MCU drives the relay to control 

the collector to heat up [14]. 

 

Fig. 3 Temperature sensor DHT11 
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Fig. 4 Typical Circuit Applications 

2.3 Soil moisture sensors and automatic irrigation 

systems 

The soil moisture sensor is chosen to be installed per 

1m2 of soil by selecting the LM393 soil moisture sensor, 

as shown in Fig. 5, based on the needs of the crop and 

the layout of the greenhouse. Typically, the sensor is 

buried near the root system of the plant to ensure that it 

can accurately measure the moisture in the soil. Soil 

moisture sensors usually require a power supply (Eq. 

(1)). The corresponding values for Equation I are shown 

in Table 1. Sensors usually use low-power electronic 

components that can be powered by batteries or other 

suitable power sources. Then connected to the 

monitoring system: The soil moisture sensor is 

connected to the monitoring system of the shed. Real-

time soil moisture values are fed back to the platform to 

provide numerical feedback for subsequent soil 

rehydration. The premise is to set threshold values for 

soil moisture based on crop needs and optimal growing 

conditions. These thresholds will be used in the 

irrigation system [4]. 

 

 

 

 

Fig. 5 LM393 Soil moisture sensors 

 

(Battery power at time t)      (1) 

 

Table 1 symbols denote meaning 

Q(t) Battery power at time t 

)(I  Current as a function of time 

τ integral variable 

Q0 Initial battery charge 

The design of the automatic irrigation system is a 

multi-level, multi-component project as shown in Fig. 

6 need to receive the sent data from the soil moisture 

sensor to determine whether irrigation is required. By 

setting a default upper and lower threshold of normal 

humidity (±3%) in the software. When the soil moisture 

is lower than the set lower threshold, the pump is 

activated to deliver water to the underground pipeline 

and spray it out to drench and moisten the soil to 

achieve the effect of irrigation. At the same time, the 

soil moisture sensor continuously checks whether the 

humidity has risen above the middle of the upper and 

lower thresholds, and if it meets the requirements, it 

stops the delivery; if it does not meet the requirements, 

it continues to cycle the process until it reaches the 

normal humidity range (Fig. 7). 

 

 

 

 

 

 

 

 

 

 

Fig. 6 Embedded part of the code 
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Fig. 7 Get DHT11 code 

3. System feasibility study 

The application of IoT technology in smart agriculture 

has enabled real-time monitoring and control of 

parameters in the greenhouses, providing a high degree 

of environmental control and visibility. This helps 

farmers to understand the situation in the greenhouse in 

real time and take necessary measures to meet the needs 

of the crop and improve yield and quality. 

The traceability system provides a reliable guarantee of 

the quality and safety of agricultural products through QR 

codes and database technology [5]. Consumers can easily 

access detailed information about the products, which 

builds trust and improves their market competitiveness. 

The high degree of automation of the greenhouse 

system makes it very easy and convenient for farmers to 

operate. Monitoring of environmental parameters, water 

and nutrient supply in the greenhouse can be automated 

through automatic control systems. This reduces the 

dependence on a lot of manpower and farmers can focus 

more on monitoring and managing the system rather than 

having to physically work in the greenhouses for long 

hours. 

By accurately monitoring and controlling 

environmental conditions, the system is expected to 

significantly improve the yield and quality of produce. 

Because the growing environment in the greenhouse can 

be finely tuned, crops can be optimised for optimal light, 

temperature and humidity conditions at different stages 

of growth, leading to increased yields and improved 

product quality. 

4. Physical pictures and verification process 

The model is now completed in terms of technology 

development, with hardware models, WeChat small 

programmes, traceability systems [6], e-commerce 

website development. website, and in the future it will 

enter the data interaction stage and improve the audience 

universality test [7], which are shown in Fig. 8, Fig. 9 and 

Fig. 10. 

 

Fig. 8 on-site demonstration 

 

 
Fig. 9 Cloud Platform Home 
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Fig. 10 Crop "ID" 

5. Synthesis 

The paper mainly describes the growing of crops in 

smart greenhouses under the fully automated mode. 

"Traceable Smart Greenhouse" is a modern agricultural 

production system that uses advanced technology and 

Internet of Things (IoT) to improve the efficiency of 

agricultural production and realise precise agricultural 

management. Including: intelligent sensor technology, 

Internet of Things, automation control, precise fertiliser 

application and water management. It improves the 

efficiency, quality and sustainability of agricultural 

production, while ensuring product quality through a 

traceability system to provide consumers with safer, 

traceable agricultural products [8]. 
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Abstract 

With the rapid development of intelligent manufacturing industry and the proposal of Made in China 2025 and 

Industry 4.0, Digital Twins DT has rapidly become a craze. Through the interaction between the physical object and 

the virtual model, the mapping is completed in the virtual simulation space, so as to reflect the actual operation 

process of the whole life cycle of the corresponding equipment workstation. The main structural content of this 

article is the research background and significance of digital twin technology, the current research status at home 

and abroad, the establishment of Solidworks physical models, the construction of PDPS (Process Designer&Process 

Simulate) workstations, and virtual simulation. Completed the construction of the robot seven color board assembly 

workstation, established a model of the assembly workstation, and combined this model with PDPS to simulate the 

workstation. Finally, the principle of connection communication and the achievement diagram were elaborated. 

Keywords: Digital Twin, Robotic Assembly Workstation, Virtual simulation, PDPS 

1.  Introduction 

"Made in China 2025" and "Industry 4.0" strategic plan 

proposed, so that intelligent manufacturing and artificial 

intelligence and a series of intelligent technologies and 

related development strategies continue to be proposed 

and implemented, therefore, digital twin technology has 

become a basic principle of intelligent manufacturing 

direction, and has received the general attention of all 

parties. Digital twin technology is the basis of intelligent 

manufacturing. It is gradually penetrating into 

manufacturing, medical care, urban management and 

other fields. The practical application of digital twin 

technology in control, perception, big data, artificial 

intelligence, modeling and other fields has also seen a 

centralized outbreak and growth [1]. 

As an advanced stage of digital development, digital 

twin will promote the integration of intelligent, 

information and digital development processes of 

integrated enterprises [2]. The development of digital 

twins has reached an unprecedented height, and now 

digital twins are not only an inevitable trend of national 

industrial development in the future, but also an 

important embodiment of the level of scientific and 

technological development. 

The specific research content of this design: 

First of all, the overall design and planning of the 

digital twin of the virtual simulation of the robot 

assembly workstation should be carried out. The 

following five aspects need to be studied and analyzed 

respectively: 

(1) Understand and learn the overall structure and 

specific layout of the robot assembly workstation. Be 

fully prepared to build a layout in PDPS. 

(2) Make and build models of ABB robot 1410 

assembling workstation and other robot bases and other 

parts in SolidWorks 2019. 

(3) Import all the models built in SolidWorks into the 

PDPS simulation software. Then build the workstation 

and write the robot motion instructions and paths. In the 

PDPS simulation software according to the actual layout 

of the assembly workstation. 

(4) Carry out assembly simulation of all processes and 

route debugging in PDPS software to achieve the effect 

of workstation assembly and operation simulation. 

(5) Communication steps and principles of virtual and 

real equipment of PDPS and robot assembly workstation. 

 

2.  General idea of system design 

The system is mainly composed of off-line simulation 

module, twin module and auxiliary function module. 
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The overall process design flow chart of the robot 

assembly workstation system structure is shown in Fig. 1.  

Fig.1.Process layout design flow chart of the system 

The process mainly includes: the ABB1410 model 

industrial robot is placed in the No. 1 station and No. 2 

station respectively, so that the robot carries out the 

handling and assembly work on the three seven-color 

panels and a cover plate on the storage platform in turn, 

and then transported to the No. 2 station robot operates 

the cover screw. After the screw is fixed, a set of 

processes is completed, and finally the object is 

transported to the finished product area by the transfer 

track. 

 

3.  Robot assembly workstation 

The industrial robot used in the robot assembly 

workstation is an industrial robot specially designed for 

assembly. Compared with other industrial robots, the 

assembly robot has the advantages of strong flexibility, 

high precision, small working range, and can be used in 

combination with other operating systems. The main 

driving mode of the system is electric driving mode. The 

research scene of this paper should be carried out in the 

assembly of seven-color plates, and the advantages of 

industrial application are to improve production 

efficiency and reduce human capital. 

For the model built above, the specific parameters are 

sorted out as follows. The model selection and size table 

of robot assembly workstation are shown in Table 1 

below:  

 

 

Table 1. Model selection and size table (Unit: mm) 

No. Name Length Width Height 

one path 2400 575 800 

two Transport 

car 
600 400 80 

three Bottom 

plate 
200 200 30 

four Cover 

plate 
200 200 20 

five Color 

palette 

one 

150 150 20 

six Seven 

color 

palette 

number 

two 

150 75√2 20 

seven Color 

palette 

number 

three 

150 75√2 20 

eight Robot 

chassis 
Radius 

350 

0 500 

nine Storage 

table 
130 60 80 

 

4.  PDPS workstation construction and program 

design and simulation 

The construction of the assembly workstation is mainly 

based on the layout of the robot training base to simulate 

the construction of the layout. Through the actual 

working principle and path of the robot, the coordinate 

position of the robot and the location of the material 

workpiece are first determined. Secondly, the trajectory 

and mode of movement of the robot are understood, and 

then the layout is carried out through the built model. As 

shown in the figure, the basic layout is composed of two 

ABB1410 robots, corresponding to station No. 1 and 

station No. 2 of the workstation. Station No. 1 is 

responsible for the assembly of 7 color board No. 1, 7 

Color Board No. 2, 7 color Board No. 3 and the cover 

plate. It is transported to station No. 2 by the conveyor 

rail, and is responsible for fixing the screws on the four 

corners of the cover plate at station No. 2. Fig. 2 shows 

the preliminary model construction: 
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Fig. 2. Basic layout of robot assembly workstation 

 

The robot assembly workstation is mainly composed of 

two stations, namely P10 station and P20 station. The 

robot at P10 station is mainly responsible for the handling 

and assembly of the 7-color board and the 7-color board 

cover plate, while the robot at P20 station is mainly 

responsible for the final assembly of the 7-color board by 

fixing the bottom plate and the 7-color board cover plate 

by screws at four corners. 

The overall planning of the coordinate system of the 

robot assembly workstation, through which the 

coordinates of the robot and the robot base are connected, 

can be roughly divided into the establishment of the 

coordinate system of the seven-color plate and the cover 

plate, the coordinate system of the transport car and the 

chassis, and the motion coordinate system of the 

assembly robot OP10 station and the robot OP20 station. 

As shown in Fig. 3 below. 

 

Fig.3. Coordinate diagram of robot and workstation 

 

5. TIA+PLCSIM+NETTOPLCSIM+KEPServerE

X virtual debugging 

Open our robot assembly workstation in production line 

mode and click Add Zone, where the path and location 

can be observed [3]. Click on the motion simulation, and 

the robot station OP10 starts to carry and assemble the 

red triangle plate, yellow triangle plate, purple triangle 

plate and transparent cover plate successively. Meanwhile, 

the robot station OP20 also synchronously fixed the 

screws of the four stations of the cover plate. When the 

assembly is completed, sensor B receives the signal. The 

signal is received by NetToPLCsim. And the channel 4 

signal shared by KEPServerEX, the PDPS workstation 

receives the virtual map of the OPC signal 1, and the 

conveyor begins to move. When the sensor A receives the 

position signal, which is the same as the signal B, the 

signal becomes 0, the conveyor belt stops moving, and 

the robot station OP10 and OP20 start handling and 

assembly. When the stop button is pressed, the signal is 

disconnected and the robot assembly workstation stops 

moving. The workstation of the robot is shown in Fig. 4. 

 

Fig.4. Robot motion diagram 

 

6.  Conclusion 

In this paper, a simple control system can be realized 

through the construction and simulation of the basic 

model of PDPS software based on the working mode and 

basic method of robot assembly workstation. Do model 

construction, basic operation methods, path debugging. 

The virtual reality technology can realize 

human-computer interaction. The digital twin based on 

the robot assembly workstation mainly takes the 

assembly process of the seven-color panel as an example 

to simulate and simulate the actual robot assembly 

production line in the virtual space. The digital twin 

pursues the life cycle of the whole process, and this 
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design only adopts two stations of the robot assembly 

workstation for simulation and simulation. I hope it can 

provide some help for the research of relevant personnel. 
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Abstract 

Since 1960, the reason for the rapid development of industrial control and its systems is the rapid development of the 

key process control theory, and their application in science and technology is more and more extensive. In general, 

the factory site has a series of hazards, and people tend to take a remote, accurate approach to remote control. In this 

research, PCS7 software is used to simulate the remote control of chemical reactor, and reasonable and correct 

simulation can be obtained after PID correction.  

Keywords: PCS7, PID correction, process control, chemical reactor 

1. Introduction 

Normal human life is inextricably linked to a series of 

chemical reactions. 

The chemical reactor is defined as a vessel for reaction. 

The device is widely used in various fields, and the 

ultimate goal is to obtain reactants that meet the 

requirements while ensuring production efficiency. 

However, due to the presence of a large number of 

harmful gases in the chemical reaction site that are not 

conducive to the human body and the environment, 

affecting the physical and mental health of the practical 

operator, and because of the high requirements of the 

chemical reaction parameters, the previous on-site 

operation has been transformed into a more accurate and 

safe remote control. 

This paper mainly adopts PLC-SIM as the controller, 

and the controlled object and control method are realized 

by PCS7. Firstly, the infrastructure of chemical reactor 

PCS7 is introduced, and then the structural model and 

automatic operation are built by CFC block and SFC 

block. Finally, the loop is designed and PID correction is 

carried out to obtain appropriate graphics. 

2. PCS7 Project Basic Framework 

In most cases, a project has ES stations, OS stations, AS 

stations and buses, and each station port has its special 

function [1], which is shown in Figure 2-1. 

 

 

 

2.1. Engineer station  

The engineer station (ES station) can achieve a series of 

operations such AS new construction, editing project files, 

and communication between AS station and OS station. In 

general, the design of ES station is completed in the 

software SIMATIC Mananger, and the configuration 

mainly consists of two links : AS station configuration and 

OS station configuration. 

The configuration of automation station involves the 

compilation of continuous function diagram and sequential 

function diagram, factory level design, hardware 

configuration, communication network configuration and 

so on. 

In the operator station, the process screen design and 

operation function design interface are mainly, and there 

are data archiving and protocol design. 

Figure 2-1 PCS7 framework 

110



Hongshuo Zhai 

©The 2024 International Conference on Artificial Life and Robotics (ICAROB2024), J:COM HorutoHall, Oita, Japan, 2024 

2.2. Automation station  

The automation station (AS station) is the control station 

of the Siemens DCS monitoring system, and the main 

modules of the station are: RACK, PS, CPU, I/O module, 

etc. 

The CPU in PCS7 usually uses 400, in RACK, there 

are CP modules for the purpose of communication, but 

some CPU modules also have the function of 

communication directly, such as PROFIBUS DP 

interface or PROFIBUS DP serial communication 

module, through which to achieve device communication. 

The automation station operates the system with fast 

industrial Ethernet access or the engineer station accesses 

the ET200 distributed I/O station using the Profibus-DP 

fieldbus. Note: The "block" in PCS7 is very critical, it is 

related to the work of the CPU in the software STEP7, the 

specific utility is shown in Table 2-1. 

Table 2-1 Utility of blocks 

Block Utility 

Tissue block (OB) The function is to store 

the user master program 

and control successively. 

System Function Block 

(SFB) and System 

Function Call Block 

(SFC) 

They are stored in the 

S7 CPU so that they can 

implement some of the 

reserved functions. 

Functional Block (FB) It is a block that stores 

the user's own design. 

Function call block 

(FC) 

A subroutine that does 

not take up memory, but 

can be used repeatedly. 

Background Data block 

(INSTANCE DB) 

When a function block 

and a system function 

block are used, the block         

automatically connected 

with the block. No manual 

addition is required. 

Data block (DB) Its purpose is to store 

user data. 

System Data Block 

(SDB) 

It stores hardware 

configuration data. 

2.3. Operator station  

Most of the time operator stations are where we use the 

computer as a medium for control purposes. The OS 

configuration occurs at the engineer station, so it is 

feasible to consider the OS station project as part of the 

ES station project. Operator stations under distributed 

operating systems also have some basic two categories, 

the following is their introduction. 

(1) Operator station server 

The function of the operator station server is to pass the 

value in the program to another client that it has contact 

with, that is, the operator station client, and transfer the 

content of the OS station to the corresponding AS function 

block. 

(2)  Operator station client 

The Data connection between the operator station client 

and the operator station Server is established through the 

Terminal Bus, and the data in the operator station server is 

accessed through Server Data. 

The operator stands on the design, the configuration 

design of the above machine screen is the main work, 

should have the switch, operation panel CFC and SFC 

block writing and other functions, simulate the factory 

screen equipment diagram, in addition, there are data to 

archive and so on. 

2.4. Factory bus and terminal bus  

Plant Bus and Terminal Bus adopt Industrial Ethernet, 

which is consistent with IEC 802.3. This communication 

mode is mainly applied in network structure, most of 

which use optical fiber network as communication 

structure. Both the factory bus and the terminal bus will 

have good stability, and its role is to achieve reliable 

communication between various industrial communication 

buses. 

For some medium or large specifications of industrial 

actual sites, it will have a high ball, for some industrial sites 

require a relatively smooth, fast contact device, PCS7 to 

provide it with optical fiber network and equipped with 

industrial Ethernet technology to achieve fast 

communication. The system uses advanced optical fiber 

connection technology and high-speed optical 

interconnection equipment, making it a new milestone in 

the field of communication. Among them, the latest and 

fastest Ethernet communication technology combines the 

scalable performance of switching technology with the 

high security of optical fiber ring network, and has a high 

data transfer rate and 1Gbit/S transfer rate, industrial 

twisted pair (ITP) and optical cable (FOC) can be used. 

3. Mathematical Modeling and Automatic 

Operation of the Controlled Object 

In PCS7, an engineering application, there are many ways 

to construct mathematical models. 

3.1. CFC block  

Also known as continuous function diagram, it is based on 

the function block to establish a numerical model of the 

controlled object, which has the function block of the 
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configured proportion, integration, differentiation, delay 

and operation, such function block is configured on the 

PCS7 has been programmed. 

CFC block is used to build the object model, and 

operation block is used to construct the mathematical 

formula, so as to realize the mathematical modeling 

process of the controlled object. 

For the establishment of the mathematical model of 

chemical reactor, the mathematical modeling of liquid 

level object, pressure object, feed object and temperature 

object was obtained by referring to the data and using 

CFC block. 

1. Liquid level objects 

Mainly: integral link and inertia link. 

G(S)=
3.25

1+5.47S
*

2.13

0.97S
          (3-1)   

2. Objects of stress 

Mainly: inertia link and integral link. 

G(S)=
2.78

1+5.29S
*

0.91

5.58S
          (3-2)   

3. Feed flow 

Mainly: the inertial link of its principal and subordinate 

reactants. 

G(S)=
1.87

1+5.49S
               (3-3)     

G(S)=
2.39

1+4.68S
               (3-4） 

4. Temperature object 

Mainly: the second stage of the lag time [2]. 

G(S)=0.6 ∗
1

4.29S
∗

1

3.93S
       (3-5） 

3.2. SFC block 

In the process of running, the simulation system 

automatically executes the sequence control program, 

uses SFC to initialize the initial value of the control 

parameters required by the whole control system, and 

executes each control loop in turn, which is shown in  

Figure 3-1.  

Each control loop enters the automatic control state 

according to the initial value, and after the 

implementation of the END step, the system will 

automatically enter the stable operation state, and the 

operation switch guide operator mode is fully controlled, 

that is, the operator can complete the automatic control 

according to the initial control target value, so that each 

control loop enters the automatic control state after the 

parameter initialization. 

 

 

4. Design of Advanced Control Scheme for 

Simulation System of Chemical Reactor  

The PID controller is used to control the reactor. The PID 

controller here uses the APL library of PCS7.  

This topic has the feed part, the pressure part, the liquid 

level part and the temperature part.  

The feed part is realized by a relatively simple ratio 

module, in which there are two modules, the master 

module and the slave module. The former controls the flow 

rate of the main reactant, the flow rate of the auxiliary 

reactant is controlled by the set value of the main module, 

the ratio controller provides two PID controls, and the 

latter controls the catalyst part of the reactant 

independently.  

The pressure part is controlled by a separate PID module. 

To achieve this task, an initial setting value is set first. In 

actual simulation, if the running value exceeds our initial 

setting, the exhaust valve will be started; otherwise, if the 

running value is insufficient, the inert gas intake valve will 

be started until the process value each the set value. Then 

Figure 3-1 Simulating the SFC starting sequence 
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the feedback control of the whole system is carried out by 

proportional integral and differential control method. In 

the liquid level part, a separate PID module is used to 

realize it. 

 In the temperature part, cascade control is used. The 

inner ring of cascade control adopts PID module to 

control the flow rate of hot and cold water valves to 

realize the control of jacket temperature [3]. The output 

MV of a PID module is adopted in the outer ring as the 

given value of the PID controller in the inner ring. 

4.1. Liquid level control scheme 

For the control of liquid level in the loop, a negative 

feedback closed-loop loop is used, as shown in Figure 4-

1.  

 

 

The value of the set value SP1 can be given by an 

external or internal PID controller whose parameters are 

tuned by the PID Tuner. 

The liquid level control model, as shown in Figure 4-2 

is built using the CFC block of PCS7. 

 

 

For these four parts, it is usually used in a user-defined 

closed-loop control system set by users, integrating the 

input values according to the ladder rule, and output the 

results. 

 Figure 4-3 shows the pipe diagram and function block 

of the liquid level control loop. A control loop is provided 

in the figure. The CFC block in Figure 4-4 is the liquid 

level control loop pipe. 

 

 

 

Figure 4-4 Connection structure of each CFC block in 

the liquid level control loop 

 

In addition, for the feed flow, pressure, temperature 

three parts, also to design the corresponding control 

scheme. Among them, the feed part is controlled by ratio, 

the pressure part is controlled by division, and the 

temperature is controlled by cascade. 

4.2. Tuning of controller PID parameters 

Using PID module to control the controlled object is very 

important for the parameters, and only appropriate 

parameters can meet our purpose. This topic only takes 4 

control loops for example to study the liquid level control 

loop. 

The PID Tuner tool is developed based on PCS7 

software, and the data is collected and recorded through 

the background data block of PID function block, and the 

ideal data is obtained by simulation and applied in the 

controller. Different adjustment effects under various 

control modes can be achieved by setting. The tool 

Figure 4-1 Pipes and devices 

Figure 4-2 Liquid level simulation objects 

Figure 4-3 Pipes and functional blocks of the 

liquid level control loop 
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provides synchronous real-time data curve display of 

initial, median, and final values, and intuitive overall 

optimization functions are displayed. 

Below, after proper PID tuning, the appropriate tuning 

pattern is obtained, which is shown in Figure 4-5. 

 

 

 

 

Figure 4-5 Setting results of liquid level, flow rate, 

pressure, and temperature 
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Abstract 

With the progressive exploration and application of formative assessment in university pedagogy, this evaluative 

method has become widely adopted for appraising students' everyday learning attitudes and conditions. Drawing 

upon pertinent data regarding classroom learning experiences of students at a specific university, this paper 

employs machine learning, K-means clustering, the TOPSIS evaluation model, and the entropy weighting method 

to investigate the relationship between formative assessment and the quality of university student learning, 

culminating in the creation of an evaluation model. This model allows us to pinpoint the key factors influencing 

student learning attitudes and offers support for formative assessment in the university context.  

Keywords: University Process Assessment, attitude toward learning, machine learning, TOPSIS Evaluation model

1. Introduction 

With the continuous deepening reform of education and 

teaching mechanism, the educational method of process 

assessment has been widely explored and applied by 

more and more universities. Compared with the outcome 

assessment, the process assessment can better evaluate 

the students' learning attitude and state [1]. 

In the process assessment, students' learning attitude is 

mainly affected by the objective environment and 

subjective initiative [2]. This paper will explore which 

factors have a greater impact on students' learning 

attitude, build a mathematical model that can reasonably 

evaluate the school's learning style and class style, and 

build an evaluation model that can reflect the level of 

students' learning enthusiasm. 

The rest of this article is organized as follows. The 

second part analyzes the data and explores the factors that 

reflect students' learning attitude. The third part 

introduces the construction of evaluation model. The 

fourth part analyzes the evaluation model and the results 

obtained. The fifth part summarizes the main content of 

this paper. 

2. Data Analysis 

The data collected students' student number, college, 

class, course code, class code, teacher code, test name, 

test time, test full score, student score and normalized 

score. It should be noted that students choose different 

courses within the scope of core basic courses, some 

students choose multiple courses, some students choose 

only one course; Some students may have done work that 

was not posted by the class teacher; Some students don't 

take every test for some reason; Teachers in the same 

course don't publish pre-class tests the same often. 
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In order to explore which factors have a greater impact 

on students' learning attitude, it is necessary to explore 

the control variables. The following will explore the 

influence of college factors, the number of courses 

selected by students, the attendance rate of students, and 

the factors of major, class, course, teacher and classroom 

on students' learning attitude.  

2.1. College factor 

By calculating the average scores of students in different 

colleges of the same course, and then summarizing all 

colleges, the average and variance of the scores of 

students in each college are obtained. The data are shown 

in Fig. 1. 

 

 
Fig. 1 College factor visualization 

The average score of students in different colleges is 

different, and the stability of grades is also different. 

Therefore, the learning atmosphere of different colleges 

is different, and students' learning attitude is also 

different. Therefore, students' learning attitude is affected 

by the factor of college. 

2.2. The number of courses taken by students 

We define the average of each student's normalized 

scores on several tests as the student's representative 

score. The number of courses selected by each student is 

1, 2, and 1 of 3. The representative scores of students 

with 1, 2, and 3 courses selected respectively are 

calculated, and the corresponding scatter map is shown in 

Fig. 2. 

 

 
Fig. 2 figure of the number of selected courses 

As can be seen from Fig. 2, with the increase in the 

number of courses selected by students, the average 

scores of students are basically the same, and the overall 

scores of students are higher and more and more stable. It 

can be inferred that the more courses a student chooses, 

the higher the student's enthusiasm for the course and the 

better the attitude. 

2.3. Student attendance 

When the total number of tests for each course is taken as 

the number of the last measurement for this course, that is, 

the total number of tests organized by the teacher for this 

course, the attendance rate of each student is obtained. 

The scatter plot corresponding to the attendance rate of 

students and the representative score is shown in Fig. 3. 

 

 
Fig. 3 Scatter plot of attendance 

Count the number of people with scores greater than 

80 in each attendance range and draw a bar chart, which 

is shown in Fig. 4. 
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Fig. 4 attendance and high score statistics chart 

As can be seen from Fig. 3 and Fig. 4, when students' 

attendance rate is small (0-0.4), students' high scores are 

compared. With the increase of students' attendance rate, 

students' scores are generally higher, and with the 

increase of students' attendance rate, the number of 

students who get high scores is increasing. Therefore, 

students’ attendance rate has a great impact on students' 

scores and can better reflect students' learning attitude.  

2.4. Major, class, curriculum, teacher factor 

Calculate the average grade and variance of grades for 

each major, each class, each course, and each classroom, 

as well as the average grade and variance of students 

taught by each teacher. 

After analysis, the following conclusions are reached: 

(1) Students' learning attitude is influenced by their 

major, but the influence is small. (2) On the whole, 

students' grades and the stability of grades are also 

different depending on the class they belong to. Therefore, 

students' learning attitude is affected by class factors. (3) 

The overall performance of students taught by some 

teachers is poor and unstable; The rest of the teachers 

taught students different overall grades, but the 

fluctuation is not large, can reflect the true level. 

Therefore, students' learning attitudes are influenced by 

their teachers and courses. 

3. Construction of Evaluation Model  

Data for all students in each college and class is 

aggregated to get an average of average test scores, 

average test participation rates, and number of courses 

taken by students in each college and class. This will 

result in a dataset consisting of the college (or class), 

average test score, average test participation rate, and 

number of courses taken. Since there are few indicators, 

TOPSIS method is adopted here [3]. 

3.1. Data standardization 

Since attendance, grade point average, and average 

number of courses taken are all positive indicators, it is 

only necessary to standardize the dataset consisting of 

college (or class), average test score, average test 

participation rate, and number of courses taken. 

3.2. Calculate index weight 

To ensure the objectivity and scientificity of the index 

weights, entropy weight method and analytic hierarchy 

process are used to determine the index weights, and the 

weights are shown in Fig. 5. 

 

 
Fig. 5 index weight 

3.3. Calculating the score 

Define the maximum value 𝑍+ as the maximum value of 

each column in the vector matrix and define the 

minimum value 𝑍−  as the minimum value of each 

column in the vector matrix. Define the distance of the 

𝑖 (𝑖 = 1,2, … , 𝑛)evaluation object to the maximum value 

as: 

𝐷𝑖
+ = √∑ ω𝑗(𝑍𝑗

+ − 𝑧𝑖𝑗)
2𝑚

𝑗=1           (1) 

Define the distance of the 𝑖 (𝑖 = 1,2, … , 𝑛)evaluation 

object to the minimum value as: 

𝐷𝑖
− = √∑ ω𝑗(𝑍𝑗

− − 𝑧𝑖𝑗)
2𝑚

𝑗=1           (2) 

Then, we can calculate the non-normalized score of the 

𝑖 (𝑖 = 1,2, … , 𝑛) evaluation object as: 

𝑆𝑖 =
𝐷𝑖
−

𝐷𝑖
++𝐷𝑖

−              (3) 

It is evident that 0 ≤ 𝑆𝑖 ≤ 1 , and the larger 𝑆𝑖  the 

smaller 𝐷𝑖
+, indicating closer proximity to the maximum 

value. By incorporating the obtained indicator weights 

into the calculation of sample distances, we obtain the 

score for each sample [3]. 

4. Introduction of Result  

According to the above model construction, MATLAB is 

used to calculate, and the final answer is obtained. 
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4.1. Evaluation hierarchy  

The hierarchy of evaluation models is shown in Fig. 6. 

 
Fig. 6 evaluation hierarchy diagram 

4.2. Personal evaluation model 

Here, we want to find the best and worst people, and we 

first cluster them using K-Means into better and worse 

groups. Then, the two groups were evaluated by TOPSIS, 

and the evaluation index was the student attendance rate, 

the number of courses selected, and the individual 

performance [2]. 

5. Conclusion 

Through the students' usual performance to construct the 

process evaluation model, get the factors that affect 

students' learning attitude, and can find the class, college, 

and students with better performance through the data. 

This research will help colleges and universities to 

carry out process assessment better. 
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Abstract 

This paper investigates the posture trajectories in human motion using pose recognition technology based on the 

deep learning framework MediaPipe. By detecting key points on the human body and plotting and calculating these 

trajectories in the temporal dimension, we further conduct comparative analysis of these trajectories with 

professional sports coaches' motion guidance to assist athletes in correcting their posture. Additionally, this 

technology has been deployed on Jetson Nano, enabling its practical application in mobile scenarios, and providing 

robust tools and methods for fields such as rehabilitation therapy, sports training, and animal behavior analysis. 

This study offers insights into the transfer applications of posture recognition. 

Keywords: deep learning, MediaPipe, posture recognition, Jetson Nano

1. Introduction 

With the continuous development of artificial intelligence, 

artificial intelligence technology has played a huge role in 

the development of the sports and fitness industry. 

Moreover, with the continuous development of economy 

and society and the continuous improvement of people's 

living standards, people are more and more willing to 

strengthen their health through physical exercise. The 

application of artificial intelligence technology in sports 

will inject vitality into the sports industry. 

People in the usual self-training, because there is no 

manual coach guidance, which will make the athletes can 

not get timely feedback when improving skills. Through 

the use of the MediaPipe framework developed by Goole 

company to realize the identification of human bone key 

points, through the changes of bone points in continuous 

time to draw the human movement trajectory, and then 

analyze the movement Angle of each action [1]. This will 

provide a wealth of data for athletes to continuously 

optimize their level. 

The posture analysis of athletes has been deployed on 

the Jetson Nano, so that athletes can be monitored by 

moving the jetson nano, whether they are exercising 

outdoors or indoors [2]. In addition, we added the camera 

to the steering gear, so that the camera can follow the 

movement in real time and accurately analyze the attitude 

data. 

In addition, the continuous actions in the same period 

of time can be transferred to the movement of animals, 

such as octopus, snake and other animals, through deep 

learning to train a model to identify key points, and then 

analyze the movement behavior of animals, which will 

help us better understand animals [3].  

The rest of this article is organized as follows. The 

second part introduces the hardware. The third part 

introduces the software part. The fourth part analyzes the 

captured motion changes. The fifth part summarizes the 

main content of this paper. 

2. The Hardware Structure 

The main hardware used in this research is jetson nano, 

steering gear and high-definition camera. The camera is 

moved through the steering gear to better capture people's 

posture information, and the powerful image processing 

capability of jetson nano is used for data analysis.  
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2.1. Jetson nano 

Jetson Nano is an embedded computing platform based 

on NVIDIA Maxwell architecture with a 128-core 

NVIDIA Maxwell GPU and quad-core ARM Cortex-A57 

CPU that delivers high-performance deep learning and 

computer vision capabilities. The board supports a variety 

of peripheral connections, including GPIO pins, I2C 

buses, UART serial ports, and more, making it an ideal 

platform for integrating a wide range of sensors and 

actuators [2]. Jetson Nano runs Ubuntu Linux with strong 

software support for deep learning and computer vision 

applications. The jetson nano used in this study is shown 

in Fig. 1. 

 

 
Fig. 1 Jetson Nano 

2.2. IMX415 HD camera 

Sony's IMX415 HD camera is our choice. The camera 

features 8.46M effective pixels, a frame rate of up to 

120fps, and a field of view Angle of 130 degrees, 

providing the system with clear, high-resolution images. 

To provide the system with clear, high-resolution images. 

The IMX415 is an advanced image sensor for 

applications that require high-quality image capture, such 

as our attitude recognition system. The IMX415 HD 

camera used in this study is shown in Fig. 2. 

 

 
Fig. 2 IMX415 HD camera 

2.3. DS3230 digital steering gear 

Two DS3230 digital steering engines are used in this 

study. This steering gear provides precise Angle control, 

enabling the system to dynamically adjust the direction of 

the camera according to the movement of the target 

object, achieving a 360-degree rotation. Through the 

steering engine, we can realize the full range of the target 

object trajectory capture. The DS3230 digital steering 

gear used in this study is shown in Fig. 3. 

 

 
Fig. 3 DS3230 digital steering gear 

3. Software Distribution 

In software development, this design is based on 

MediaPipe open-source framework development, and 

combined with OpenCV to achieve the complete code. 

3.1. Introduction to MediaPipe 

MediaPipe is an open-source computer vision library 

developed by Google to provide developers with a 

flexible and efficient set of tools to build visually aware 

applications. It is designed to simplify the development 

process of computer vision tasks by providing pre-trained 

models and easy-to-use Apis that make it easier for 

developers to implement a variety of visual tasks. The 

main performance is as follows: 

(1) Real-time performance: MediaPipe focuses on 

real-time computing, enabling low latency and efficient 

real-time image processing on multiple hardware 

platforms. 

(2) Multimodal input: Support a variety of input 

sources, including images, videos, camera streams, etc., 

making it suitable for a variety of scenes and devices. 

(3) Rich pre-trained models: MediaPipe offers a range 

of pre-trained models covering many areas such as 

human pose estimation, hand tracking, face detection, etc., 

which can be used to quickly build various computer 

vision applications. 
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(4) Cross-platform support: MediaPipe supports 

multiple operating systems (including Linux, Windows, 

Android, iOS) and a variety of hardware accelerators 

(such as Gpus, Tpus), making it widely portable. 

In this design, we chose the MediaPipe framework as 

the basis to realize the key function of attitude 

recognition. By combining OpenCV, we were able to 

flexibly process camera input and use the pre-trained 

model provided by MediaPipe to accurately capture key 

pose information of the target object. This combination 

allows us to quickly build a powerful computer vision 

system for monitoring and analyzing the movements of 

target objects. 

3.2. Establishment of trajectory analysis model 

Let's take the motion analysis of one arm as an example. 

Using the MediaPipe framework, call the 

poseLandmarkerResult function to generate the 

three-dimensional coordinates of the key points. In Fig. 4 

below, A, B, and C represent the three nodes of the arm. 

The poseLandmarkerResult function can be used to 

return the three-dimensional coordinates of the node, and 

can draw the trajectory motion [1].  

 
Fig. 4 Keypoint graph 

 

Then according to the following formula, the angular 

distance change of the node relative to the previous state 

can be calculated. 

𝜃 = 𝑎𝑟𝑐 𝑐𝑜𝑠 (
𝐴𝐵⃗⃗ ⃗⃗  ⃗∗𝐵𝐶⃗⃗⃗⃗  ⃗

|𝐴𝐵⃗⃗ ⃗⃗  ⃗|⋅|𝐵𝐶⃗⃗⃗⃗  ⃗|
)             (1) 

4. Introduction of Result 

Running the code on the jetson nano shows the trajectory 

on the screen and can calculate the Angle between the 

nodes. 

4.1. Effect of display 

As shown in Fig. 5 below, the trajectory of the key points 

of the arm in a period of time can be drawn, so that the 

movement posture of the professional athlete can be 

compared, and the change of the Angle of the joint can be 

accurately viewed to help the athlete find the correct 

movement posture. 

 

 
Fig.5 effect display diagram 

Through the object detection algorithm, the camera can 

capture objects such as tennis balls and ping-pong balls, 

which can better identify the position of people [2]. The 

display effect is shown in Fig. 6. 

 

 
Fig. 6 object identification 

4.2. Idea transfer application 

It has far-reaching and multi-level significance to transfer 

human posture recognition technology to animals to 

realize key point detection and trajectory tracking. This 

not only provides new research avenues in the field of 

biology, deepening the understanding of animal ecology, 

behavior, and physiology, but also brings substantial 

contributions to wildlife conservation, livestock 

management and scientific education. Through the 

application of this technology, we can monitor the 

movement patterns, posture changes and behavior 

patterns of animals in real time, providing a scientific 
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basis for protecting endangered species, monitoring 

wildlife migration, and improving the efficiency of 

livestock production [3]. 

5. Conclusion 

Through the movement posture analysis of human arm as 

an example, the trajectory of the athlete is successfully 

analyzed, which also reflects the key points of the whole 

body, and the movement posture analysis will help the 

athlete to correct the posture in a more three-dimensional 

way. And this model is deployed on the jetson nano, 

which will facilitate device movement. The transfer of 

posture analysis to animal movement behavior will 

greatly help the study of animals. 

Acknowledgements 

This paper is supported by the project "Fire Hero - Fire 

rescue intelligent robot" of Tianjin University of Science 

and Technology, with the project number of 

202310057042. 

References 

1. Han K, Li X, Research Method of Discontinuous-Gait 

Image Recognition Based on Human Skeleton Keypoint 

Extraction, Sensors, 2023, 23(16):7274. 
2. Zhang Shang, WANG Hengtao, RAN Xiukang, 

Lightweight traffic sign detection method based on 

YOLOv5, Electronic Measurement Technology, 2002, 

45(08): 129-135. 
3. Li Yandong, HAO Zongbo, Lei Hang, Convolutional 

neural networks research review, Journal of Computer 

Applications, 2016, 36(09): 2508-2515+2565. 

 

Authors Introduction 
 

Mr. Yuhao Zhang 

He is an undergraduate majoring in 

artificial intelligence at Tianjin 

University of Science and Technology. 

He learns about electronic information 

and artificial intelligence, and currently 

focuses on digital image processing, 

deep learning and pose estimation. 

 
 

 

Ms. Mingyue Li 

She is an undergraduate majoring in 

artificial intelligence at Tianjin 

University of Science and Technology. 

She currently focuses on digital image 

processing and deep learning. 

 
 
 

 
Mr. Jianhao Jiao 

He is an undergraduate majoring in 

artificial intelligence at Tianjin 

University of Science and Technology. 

He learns about electronic information, 

and currently focuses on deep learning 

and pose estimation. 

 

 
 

 

 

122

Powered by TCPDF (www.tcpdf.org)

http://www.tcpdf.org


©The 2024 International Conference on Artificial Life and Robotics (ICAROB2024), J:COM HorutoHall, Oita, Japan, 2024 

Functional Safety Assessment of the Safety Protection System Based on Petri Net  

Peng Wang*, Mengyuan Hu 

College of Electronic Information and Automation, Tianjin University of Science and Technology, 

300222, China 

E-mail: *1090465299@qq.com 

www.tust.edu.cn 

 

 

 

Abstract 

In this paper, the functional safety evaluation of the safety protection system of gasoline hydrogenation unit was 

carried out using Petri net. Firstly, the principle and framework of the gasoline hydrogen refueling unit was described. 

Secondly, the safety integrity level was introduced, and the influencing factors of the safety integrity level were 

summarized. Thirdly, the Petri net model and the Markov model are compared and the Petri net model is used to 

verify its security integrity level. Finally, the calculation result demonstrated that the SIL did not reach the target 

level, and then reached the target level after improvement. This analysis method can provide reference for the safety 

integrity level evaluation of similar devices. 

Keywords: Gasoline hydrogenation, Petri net, Functional safety assessment 

1. Introduction 

With the passage of time, modern science and technology 

continue to develop, the number of vehicles climbed. The 

sulfides produced by automobile exhaust have a great 

impact on air quality. Therefore, the production of clean 

gasoline is very important for environmental protection. In 

response to this problem, we have proposed the 

hydrogenation of gasoline. The purpose of gasoline 

hydrogenation is to desulfurize at a small octane loss. 

Gasoline hydrogenation equipment is a device used for 

filling the car fuel tank, which includes liquid level sensors, 

flowmeters, valves and other equipment. Because it is 

usually operated in high temperature, high pressure and 

hydrogen environment, there are safety risks, which 

requires us to do a good job of safety protection, equipped 

with safety instrument system. Safety instrument system is 

composed of sensor logic controller and actuator, it can 

perform one or more absolute safety control instrument 

functions. Petri networks, which can intuitively describe 

the relationship between system states and events, are 

widely applied in many fields. Therefore, the functional 

safety assessment of the safety protection system of the 

gasoline hydrogenation unit based on Petri network is a 

topic worth discussing. 

The rest of this article is organized as follows. The second 

section introduces the research status at home and abroad 

about the gasoline hydrogenation technology and the 

safety analysis. In the third part, the gasoline 

hydrogenation unit is presented. In the fourth section, a 

example is given to analysis the risk of facility. In the fifth 

part verifies and improves the safety integrity level of 

gasoline hydrogenation unit. The sixth part summarizes 

the main content of this paper. 

2. Research Status at Home and Abroad 

2.1. Research status of gasoline hydrogenation 

technology 

At present, most of the catalytic raw materials selected by 

the manufacturers in China have the problem of excessive 

metal content, as well as excessive sulfur content and non-

hydrocarbon components. These problems will not only 

cause the decline of product quality in the gasoline 

production process, but also cause the problem of 

environmental pollution in view of the existence of many 
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sulfur and other elements in the production process. In the 

production process, using diolefin saturation treatment can 

effectively reduce the occurrence of olefin coking 

phenomenon; in addition, in the relatively mild reaction 

environment, the influence of impurities can be further 

reduced, so as to reduce the octane value factors and losses, 

and better meet the relevant national technical standards 

and production requirements. 

2.2. Research status of safety analysis 

The gasoline hydrogenation equipment of a chemical plant 

in China uses a set of independent safety instrument 

system (SIS) for safety control. Its process is complex, and 

the operating environment is high temperature and high 

pressure, involving flammable and explosive gases, which 

requires close monitoring. Since its launch, the application 

of SIS system has significantly improved the stability and 

reliability of the equipment, realized safe, stable and 

efficient operation, avoided the occurrence of equipment 

shutdown and failure problems, at the same time brought 

economic benefits to the enterprise, but also guaranteed 

the personal safety of workers. 

2.3. Application of petri network in system security 

analysis 

Petri was first proposed by Kal Adam Peri. Petri network 

represents the system model in the form of a mesh 

structure model. Petri network is a visual mathematical 

modeling tool that contains elements such as place, 

transition, arc and token, which can represent the static 

function and structure of the system. In addition, Petri 

networks combine data flow, control flow, and various 

logical relationships to support a more rich and complex 

system modeling, allowing for a better analysis of the 

dynamic behavior of a specific system. 

3. Analysis of the Gasoline Hydrogenation Unit 

The raw oil is introduced into the filter through an external 

device, and the purpose of the overall filtration is to 

separate the particles in the raw material. Among them, 

after the large particles are removed, they enter the 

selective hydrogenation feed equipment. The feed can be 

used as a way to select the hydrogenation reactor feed 

pump to control the flow rate to achieve a reasonable effect, 

and then use the supplementary hydrogen mixing mode to 

form a mixed feed. First, the mixture is sent to the selective 

hydrogenation reaction device, and the heat exchange is 

carried out by means of the hydrodesulfurization reaction. 

The heating is stopped after the temperature is repeatedly 

raised to a suitable temperature. Next, the diene to olefin 

reaction is carried out to meet the requirements. In order to 

ensure the smooth progress of the whole reaction process, 

we introduce the catalyst under suitable catalytic 

conditions for the reaction. After the reaction is completed, 

we will use a tandem selective hydrogenation reactor to 

reprocess the product. Through the hydrogenation static 

desulfurization treatment, and the selective hydrogenation 

reaction redox reaction, the heat exchange is finally 

realized through the heat exchanger, and then after the 

treatment of the catalyst, the saturated state of the olefin 

product is successfully obtained. 

During this process, the reactant is reinjected into the 

heat exchanger for heat exchange. When it reaches a 

certain extent, the subsequent reaction of the reactants can 

be continued. By adjusting the temperature and the 

interaction of the catalyst, they enter the second reactor for 

desulfurization treatment, and the catalyst can efficiently 

achieve the requirement of complete desulfurization. The 

product of hydrodesulfurization reaction enters the heat 

separation tank after heat exchange, and the gas phase is 

added to the product cold separation tank and circulating 

cleaning equipment after air cooling and cooling of the 

desulfurization reaction. After the treatment of 

desulfurization and hydrogenation reaction, the obtained 

product will be transported to the separation tank after gas 

phase cooling. In the separation tank, part of the oil phase 

material will be separated. After it is stable, the non-

condensable gas will be transported to the liquid separation 

tank for further treatment. The separated liquid is 

discharged after condensation treatment through the 

condenser, and some of the gas is sent to the gas-liquid 

separator to mix with water vapor and return to the heat 

exchanger to continue heating. Then, the product after 

pressure stabilization treatment is transported to the 

absorption tower, and then processed again by the liquid 

separation equipment of the circulating hydrogen 

compressor. After the mixed hydrogen treatment, it meets 

the needs of desulfurization production. 

4. Device Risk Analysis 

4.1. Confirmation of the SIL level 

Safety Integrity Level is a measure of the safety of safety 

instrument system and enterprise safety instrument system 

management level, its value represents the order of risk 
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reduction level. The three foundations for determining the 

level of security integrity are: structural constraints, 

system capabilities, and hardware security integrity. The 

safety integrity of hardware mainly depends on the 

reliability of hardware in the case of dangerous failure. The 

influence of these factors mainly includes the failure 

model, system structure, functional test cycle and 

component reliability level. In the IEC61508 standard, the 

safety integrity level is divided into four levels, and the 

operation mode of the system is divided into low 

requirement operation mode and high requirement 

operation mode. In the low requirement operation mode, 

the SIL level is based on the average failure probability, 

while in the high requirement or continuous operation 

mode, the SIL level is based on the average failure 

probability per hour. The requirements for SIL levels for 

different operating modes, which are shown in Table 1and 

Table 2. 

 

Table 1 The SIL level for the low-requirement operation 

mode 

Low-required operation mode 

 Safety 

integrity level 

Average 

probability of 

failure on 

demand 

Risk reduction 

factor 

（SIL） （PFDavg） （RRF） 

4 10-4~10-5 10000~100000 
3 10-3~10-4 1000~10000 
2 10-2~10-3 100~1000 
1 10-1~10-2 10~100 

 

Table 2 The SIL level for the high requirement operation 

mode 

The SIL level for the high requirement operation mode 

 Safety Integrity Level Meverage hourly failure 

probability 

（SIL） PFHavg 

4 10-8~10-9 
3 10-7~10-8 
2 10-6~10-7 
1 10-5~10-6 

The SIS system is more focused on monitoring whether 

there are risk conditions in the production process and 

reducing the possibility of risk occurrence. The scheme is 

a passive system, which is generally in a non-dynamic 

state. Only when necessary, it will play a role and will not 

actively participate in the normal operation of the basic 

process control system. The safety life cycle covers the 

entire period from the conceptual design of the project to 

the discontinuation of SIF. Under certain time and 

conditions, the possibility of safety-related systems 

performing their prescribed safety functions can be called 

safety integrity level (SIL), which represents the level of 

reducing the risk of safety instrumented systems. It is very 

important to select the appropriate SIL level. If the 

selection is too high, it will cause cost waste, and if it is 

too low, it will bring unacceptable risks. According to the 

IEC61508 standard, SIL4 level is the highest and SIL1 

level is the lowest. 
 

4.2. Influencing factors of safety integrity level 

⚫ Failure mode 
⚫ Redundant structure  

⚫ Common cause failure 

⚫ Diagnostic coverage rate 

⚫ Periodic function test  

⚫ Maintenance mode 
 

4.3. Safety integrity level verification 
 

Hardware security integrity is a part of the overall security 

integrity of SIS, and its influencing factors include failure 

mode, component failure rate and detection cycle. When 

evaluating an interlocking circuit, it is necessary to 

determine its failure probability to determine its SIL level. 

Finally, the SIL verification results are compared with the 

grading analysis results to verify whether the circuit meets 

the requirements. In order to meet the requirements of SIL 

grading analysis, it is necessary to reset the layout structure, 

component selection, redundant design and maintenance 

plan of the interlocking loop. IEC standard provides a 

variety of methods to verify SIL level, including simple 

formula method, reliability block diagram method, fault 

tree analysis method and Markov model method.   

For the transition of the system state, the Markov model 

is represented by a circle and an arrow, which represent the 

state of the system and the transition between states, 

respectively. The Markov model of the 1oo1 structure is 

shown in Fig. 1. 

OK
0

FS
1

FDU
3

FDD
2

λSD+λSU 

ͷSD

λDD

ͷ0

λDU

 
Fig.1. 1oo1 redundant structure Markov model 

The state transition matrix of 1oo1 redundant structure 

is P [1]. 
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To calculate the mean time between failures, you can 

use the system state transition diagram, the system state 

transition diagram is shown in Fig. 2. 

 
Fig.2 1oo1 structure Markov model (MTTFS) 

The corresponding matrix is: 

)(1  SUSD
Q +−=          (2) 

And because: 

               (3) 

Therefore: 

             (4) 

The sum of the elements of the N rows of the matrix is 

the result of MTTFS: 

           (5) 

The formula of system dangerous failure probability is: 

    (6) 

The formula of system safety failure probability is: 

    (7) 

Markov model is a model that can represent the dynamic 

behavior of the system. It can consider multiple reliability 

factors, and multiple reliability indexes can be obtained by 

one modeling. However, it will face problems such as 

space explosion. Especially when the complexity of the 

system increases, the difficulty of this method will 

increase greatly.  

The stochastic Petri net is used to analyze the hardware 

failure probability, which solves the problem of Markov 

state explosion, reveals the dynamic characteristics of the 

system, and can evaluate the hardware safety integrity of 

the safety instrumented system. 

5. Verification of safety integrity level of gasoline 

hydrogenation unit 

In this section, SIL is evaluated for one of the dangerous 

scenarios SIF5 of the gasoline hydrogenation unit. The 

main fuel gas of the fractionator reboiler F9101 of SIF5 is 

selected to set low pressure and low PSLL6049 A / B / C 

(2oo3) interlock shutdown XV6011 as a representative. In 

this process, the components to be considered are as 

follows. 

⚫ SIF serial number:SIF5 

⚫ Accident scenario：The pressure of F9201 fuel gas in 

the hydrodesulfurization heating furnace is too low, 

which leads to the extinction of the main nozzle. If 

the fuel gas continues to enter the furnace, the furnace 

explosion accident may occur. 

⚫ Consequence description:The pressure of F9201 fuel 

gas in the hydrodesulfurization heating furnace is too 

low, which leads to the extinction of the main nozzle. 

If the fuel gas continues to enter the furnace, the 

furnace explosion accident may occur. 

⚫ SIF function description:F9101 main fuel gas setting 

pressure is low PSLL6049A / B / C (2oo3) interlock 

closed XV6011. 

⚫ SIL target: SIL2 

In this process, the components to be considered include 

as shown in Table 3. 

 

Table 3 Components to be considered for SIF5 

 

Sensor Part Pressure Sensor 

 

PSLL6049A / B / C (2oo3) 

 

Safety barrier (1oo2) 

 

Logic controller part 

 
PLC（2oo3） 

Actuator 

 

Relay 1 (1oo1) 

 

Emergency Shut-off Valve 

XV6011 (1oo1) 

 

Relay 2 (1oo1) 

 

In order to evaluate random hardware failures, complete 

failure data of systems and components are required, 

considering functional test cycles and common cause 

failures. These factors will be included in the evaluation 

category in order to more accurately determine the random 

hardware failure probability of the system, and then 

evaluate its hardware security integrity level. The failure 
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probability of the system needs to meet the system 

requirements. 

PFDavg = PFDavg sensor + PFDavg PLC + PFDavg actuator  (8) 

The relay 1, relay 2, emergency cut-off valve and 

solenoid valve are all 1oo1 redundant structure, while the 

safety gate is 1oo2 redundant structure to ensure the 

stability and reliability of the system. Based on the Petri 

net model, the average failure probability of the 

emergency shut-off valve is calculated. 

The state transition matrix Q is : 

  (9) 

Equation solving: 

{

XQ = 0

 =
i

1,1 niXi             (10) 

Solution: 

PFDavg Cut-off valve=1.98×10-2 

PFDavg Relay 1=2.455×10-6 

PFDavg Solenoid valve=7.454×10-4 

PFDavg Safety barrier =7.902×10-4 

PFDavg Relay 2= 2.5164×10-6 

PLC,the system sensor is a 2oo3 redundant structure, 

and the reachability diagram of the 2oo3 structure Petri net 

is shown in Fig. 3. 

 

 
Fig. 3 2oo3 structure reachable graph 

The state matrix is: 

 

 

 

 

(11) 

Equation solving: 

{

𝑋𝑄 = 0

 =
i

1,1 niXi         (12) 

 

Solution: 

PFD avgPLC =1.21×10-6 

PFD avg sensor= 2.3×10-4 

Then PFDSIS = PFDavg cut-off valve + PFDavg relay1 + PFDavg 

solenoid valve + PFDavg relay2 + PFDavg safety barrier + PFD avg PLC + 

PFD avg sensor = 2.15×10-2, which does not meet the SIL2 

requirements and needs to be adjusted. It can be seen from 

Table 3-10 that the shut-off valve has the greatest influence 

on the total PFD of the equipment is the shut-off 

valve,which is shown in Table 4. 

 

Table 4 The contribution of subsystem to system PFD 

 

Systematic name Proportion of impact on PFD 

Cut-off valve 

 
90% 

Solenoid valve 

 
3% 

Pressure sensor 

 
4% 

Safety barrier 

 
3% 

Therefore, we can take the transformation of the 

emergency shut-off valve and increase the emergency 

shut-off valve group to realize the transformation from the 

1oo1 structure to the 1oo2 redundant structure. After the 

transformation, the PFDavg shut-off valve' = 4.36×10-3. After the 

transformation, PFDSIS = PFDavg shut-off valve' + PFDavg relay1 + 

PFDavg solenoid valve + PFDavg relay2 + PFDavg safety barrier + PFDavg 
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PLC + PFDavg sensor = 6.13×10-3, which meets the SIL2 safety 

requirements. 

6. Conclusion 

In recent years, China has paid more and more attention to 

production safety, and the government has also issued 

relevant policies and regulations for industries with high 

risks. In this context, the automation level of China 's 

petrochemical enterprises has been continuously improved, 

which provides good conditions for ensuring production 

safety. Driven by the policy, with the superposition of new 

facilities and demand and the increase in the demand for 

facilities upgrading, SIS system will be more widely used 

and play a vital role in today 's society and the country. The 

main conclusion of this paper is that the security level of 

the system depends on many factors, among which 

structural constraints, system capability and hardware 

security integrity level are crucial factors. In order to 

ensure the safe operation of the system, it is necessary to 

make reasonable analysis and judgment on these factors. 

Explore a variety of factors that affect the functional safety 

of safety instrumented systems, and use Petri net models 

to model and optimize them, so as to improve the level of 

safety instrumented systems. 
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Abstract 

This paper studied pedestrian attribute recognition based on deep learning, for its importance in the fields 
of smart city construction. Firstly, the research status of pedestrian attribute recognition and common deep 
learning models was introduced. Secondly, considering the accuracy decline problem and gradient 
problem of the neural network, the residual network was used as the main body of the neural network 
model. Thirdly, the model was trained to classify multiple person attributes through two data sets, Market-
1501 and DukeMTMC-reID. Finally, the pedestrian attribute recognition model was tested, and good 
results were obtained.  

Keywords: Neural networks, Pedestrian attributes, ResNet50

1. Introduction 

The contribution of attribute recognition technology in 

medical, security, intelligent furniture and other fields has 

attracted more and more attention. After the introduction 

of deep learning algorithms in the computer field, the 

computer has realized the processing and application of 

massive information through continuous learning. The 

person attribute recognition based on deep learning 

extracts the feature information of a known pedestrian 

photo through the convolution and pooling network model, 

and classifies it to obtain several attributes about the 

person. The acquisition of these attributes brings important 

practical applications to the fields of smart city 

construction and military security. 

In this paper, we first introduce the research background 

and current research status of pedestrian attribute 

recognition. In the second chapter, the theoretical basis of 

deep learning will be introduced, and the attribute 

recognition of pedestrians will be mainly studied and 

verified by relevant experiments. In the third chapter, the 

full text is summarized, discussed and analyzed. 

2. Methods and results of pedestrian attribute 

recognition 

In the field of computer vision, deep learning has become 

a basic tool. In this study, a large number of deep learning 

concepts will be used, and deep learning neural networks 

will be used to identify pedestrian attributes. Finally, 

results will be obtained in experiments.. 

2.1.  The emergence of artificial neural networks 

T Landahl et al. first proposed artificial neural network, 

which is a network model built by imitating the connection 

of nerve cells in the nervous system of animals. As shown 

in Fig. 1, each circle represents neurons and arrows 

represent the direction of signal transmission, which is 

similar to the synapses in nerve cells to transmit signals. 

Fig. 1 Artificial neural network structure diagram 
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As the basic part of the neural network model, the 

calculation formula of neurons is as follows: 

𝑦 = 𝑓𝑎𝑐𝑡𝑖𝑣𝑒(∑ 𝑤𝑖
𝑛
𝑖=1 ∗ 𝑥𝑖 + 𝑏)           (1) 

Where, xi represents the ith input of the neuron, wi is the 

weight parameter of the input, which can be changed, n 

represents a total of n neuron inputs, and b is the bias value. 

Here is called the activation function, a neuron multiplies 

the input with a weight and then adds a bias value, which 

is output to the next layer through the activation function. 

In the deep learning network, the weight value and bias 

value are the parameters that need to be learned. Through 

continuous learning, the gap between the output value and 

the real value becomes smaller and smaller. 

2.2. Principle analysis of convolution layer 

As shown in Fig. 2, the function of the convolution layer 

is to use multiple convolution operations to extract multi-

channel eigenvalues from the output of the upper layer, 

and then send these eigenvalues as outputs to the next layer. 

The convolution layer reduces the parameters to be trained 

in the process of layer by layer extraction. In a given image, 

the local pixel information is converted to the 

corresponding information of the output image after 

weighted addition. The part of the convolution layer used 

for convolution is called the convolution kernel, its size 

can be defined, and the parameters in it are the parameters 

we want to train. 

Other parameters we define in the convolution kernel 

determine the effect of image data extraction, including fill, 

number of output channels, number of input channels, and 

step size. The size of the convolution image is: 

 

𝐻𝑜𝑢𝑡 = 

[
𝐻𝑖𝑛+2×𝑝𝑎𝑑𝑑𝑖𝑛𝑔[0]−𝑑𝑖𝑙𝑎𝑡𝑖𝑜𝑛[0]×(𝑘𝑒𝑟 𝑛𝑒𝑙𝑠𝑖𝑧𝑒[0]−1)−1

𝑠𝑡𝑟𝑖𝑑𝑒[0]
+ 1   (2) 

 

 

𝑊𝑜𝑢𝑡 = 

[
𝑊𝑖𝑛+2×𝑝𝑎𝑑𝑑𝑖𝑛𝑔[1]−𝑑𝑖𝑙𝑎𝑡𝑖𝑜𝑛[1]×(𝑘𝑒𝑟 𝑛𝑒𝑙𝑠𝑖𝑧𝑒[1]−1)−1

𝑠𝑡𝑟𝑖𝑑𝑒[1]
+ 1]  (3) 

 

 
Fig. 2. Schematic diagram of convolution operation of 3*3 

convolution kernel 

 

2.3. Principles and advantages of ResNet network 

With the more and more extensive application of deep 

learning in computer vision, the depth of neural network is 

also deepening. However, it is found that with the 

deepening of network depth, the results obtained are not 

getting better and better, and the problem of gradient 

disappearance is becoming more and more serious. 

Therefore, He et al proposed residual convolutional neural 

network. The residual block structure is added to the 

network structure, and the short circuit design is added 

next to the convolutional layer to solve the problem of the 

gradient disappearing and the accuracy of the training set. 

ResNet is divided into 18, 34, 50, 101 and 152 layers, 

which differ in the number of layers with 4 groups of 

convolutional layers in the middle. 

2.4. Meaning of loss function 

The loss function is an operation function used to measure 

the difference between the predicted value f(x) of the 

model and the real value Y. It is a non-negative real value 

function, usually expressed by L(Y, f(x)). The smaller the 

loss function, the better the robustness of the model. We 

use is called the two-dimensional cross-entropy loss 

function. This function is a binary classification function, 

BCELoss is the binary loss function between the target 

value and the predicted value, the formula is: 

𝑙𝑛 = −𝑤𝑛 ∗ [𝑦𝑛 ∗ 𝑙𝑜𝑔 𝑥𝑛 + (1 − 𝑦𝑛) ∗ 𝑙𝑜𝑔( 1 − 𝑥𝑛)] (4) 
Where Wn represents the matrix of weights, Xn 

represents the prediction matrix of function output, and Yn 

represents the target matrix. 

2.5. Introduction and application of data sets 

In recent years, thanks to the exploration of many 

researchers on pedestrian attribute recognition, there are 

many open source data sets that can be used, and we will 

mainly use the following two data sets. 
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First, the first data set is Mark-1501 data set. 

 
3-1(a)Picture under camera a 

 
3-1(b)Pictures in other cameras  

Fig. 3 Markrt-1501 data set 

 

As shown in Fig. 3, the Mark-1501 dataset was originally 

used for gender reidentification research, and was filmed 

on the Tsinghua campus using six cameras with different 

viewing angles. Lin et al. [1]. annotated attributes for each 

person in this dataset. In this dataset, a total of 1501 

pedestrians and 32,668 character rectangles are included, 

as shown in Table 1. In so many images, there are two parts: 

the training set and the test set. 

Table 1 Labeling probabilities of some data attributes 

for Mark-1501 

label probability label probability 

Young 0.0186 Adult 0.2130 

Old 0.0107 Bag 0.2463 

Handbag 0.1145 Downblue 0.1638 

Downbrown 0.0919 Downgreen 0.0186 

Downpink 0.0386 Downwhite 0.0772 

Downyellow 0.0133 Upblue 0.0613 

upgreen 0.0746 Uppurple 0.0399 

upred 0.3901 Upyellow 0.3901 

clothes 0.3901 Up 0.9481 

hair 0.3262 gender 0.4261 

Then, the second data set is DukeMTMC-reID. 

In the training set, there were 12,936 images, including 

751 pedestrians, with an average of 17.2 images per 

pedestrian. In the test set, there were 750 pedestrians with 

19,732 images, an average of 26.3 images per person. 

As shown in Fig. 4, the DukemtMC-Reid dataset is a 

subset of the DukeMTMC dataset. On the campus of Duke 

University, eight cameras were used to capture the video 

stored in the form of a pedestrian border box, each frame 

of which was manually marked by someone. In the video, 

images are captured every 120 frames, and the resulting 

images make up the data set. There were 1,404 pedestrians 

in the dataset, most of whom were captured by two or more 

cameras, and 36,411 images made up the DukeMTMC-

reID dataset. In this data set, the training set consists of 

seven hundred and two images of people in rows randomly 

selected, and the remaining images are used as the test set. 

It is worth noting that there are 408 people caught by only 

one camera, and they are included as interference items in 

the data set. Lin et al. labeled a total of 23 attributes in this 

dataset, including gender, whether to wear boots, whether 

to wear a hat, whether to have a backpack, shoe color, 

seven lower body clothing colors and eight upper body 

clothing colors. 

 
4-1(a)Picture under camera a 

 
4-2(b)Pictures in other cameras 

Fig.4.DukeMTMC-reID 

 

2.6. Evaluation index design 

The number of correct identifications for each semantic 

attribute and the number of all samples is calculated, and 

the quotient of these two numbers is evaluated as the 

accuracy of each attribute identification. The average 

accuracy of all attributes can indicate the extent of the 

model effect. The formula used is as follows: 

𝑎𝑐𝑐𝑖 =
𝑇𝑖

𝑁
                  (5) 

𝑎𝑐𝑐𝑚𝑒𝑎𝑛 =
∑ 𝑎𝑐𝑐𝑖
𝑐
𝑖=1

𝑐
            (6) 

In addition, due to the great imbalance of pedestrian 

attribute sample data, the negative sample of a certain 
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attribute may occupy more than 90%. Therefore, a 

balanced indicator is also needed, and the average 

accuracy rate (AP) can balance the identification accuracy 

of positive and negative samples. The mAP of the average 

accuracy of each attribute can show the superiority of the 

algorithm on unbalanced data sets. For the ith attribute, 

TPi represents the number of positive samples correctly 

predicted, Pi is the total number of positive samples, TNi 

represents the number of negative samples correctly 

predicted, and Ni is the total number of negative samples, 

then: 

𝐴𝑃𝑖 =

𝑇𝑃𝑖
𝑃𝑖

+
𝑇𝑁𝑖
𝑁𝑖

2
                 (7) 

𝑚𝐴𝑃 =
∑ 𝐴𝑃𝑖
𝑐
𝑖=1

𝑐
                 (8) 

For the research of pedestrian attribute recognition, we 

should not only pay attention to the accuracy of individual 

attributes, but also pay attention to how many attributes in 

each image can be successfully recognized. This index 

mainly statistics the accuracy (acc.), accuracy (prec.), 

recall rate (Recc.) and F1 values of attribute recognition at 

the sample level. 

Accuracy: In both positive and negative cases, the 

proportion of the predicted correct number to the total 

number is expressed by the formula: 

𝐴𝐶𝐶 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝐹𝑁+𝑇𝑁
             (9) 

Precision is relative to the prediction results of positive 

examples. The accuracy of the predicted positive examples 

is evaluated by the proportion of the real positive examples 

in the predicted positive examples. The formula is as 

follows : 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
              (10) 

The recall rate is judged according to the actual sample. 

Its main purpose is to judge the proportion of the predicted 

positive example in the actual positive example, and can 

be expressed by the formula : 

𝑟𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                (11) 

The F1 score is the harmonic mean of the correct rate and 

the recall rate, defined as : 

𝐹1 =
2∗𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙𝑙
             (12) 

2.7. experimental result analysis 

The conclusion on Mark-1501 is the average accuracy is 

0.9631; the average F1 score is 0.6492. The following 

figures (Fig. 5 and Fig. 6) show the recognition results of 

some attributes. 

 
Fig.5. Accuracy of some attributes 

 

Fig.6. Precision of some attributes 

 

On the DukeMTMC-reid dataset, we concluded that the 

average accuracy was 0.9152 and the average F1 score was 

0.5739.The following figure (Fig.7 and Fig.8)shows the 

recognition results of some attributes.As shown in the 

figure, figure 7 shows partial accuracy, and figure 8 shows 

partial precision. 

Fig. 7 Accuracy of some attribute 

Fig. 8 Precision of some attributes 

 

3.  Conclusion 

In this paper, nonlinear functions are introduced into a 

four-dimensional conservative chaotic system to generate 

multiple scrolls. After the introduction of nonlinear 

function, the equilibrium point of the system changes from 

a fixed point to a set of equilibrium points. The system 

carries out basic characteristic analysis, and discusses its 

divergence, equilibrium point and whether the energy is 

132



Pedestrian Attribute Recognition Based 

©The 2024 International Conference on Artificial Life and Robotics (ICAROB2024), J:COM HorutoHall, Oita, Japan, 2024 

conservative. The equilibrium points obtained by 

introducing one-dimensional nonlinear function are 

divided into two categories. For its Lyapunov exponent 

analysis, after introducing the sine function without 

multiple angles, The Lyapunov exponents of the system 

equations show similar periodic characteristics to the sine 

function, and the Lyapunov exponents obtained by 

changing the initial values are very different. With the 

change of initial value, the phase diagrams obtained are 

also different, and the number of vortex attractors formed 

is also different, which verifies the multi stability. 

Then, the nonlinear function is extended, two nonlinear 

functions are introduced, and the system with two 

nonlinear functions is further analyzed. The obtained 

phase diagram changes from one-dimensional to two-

dimensional scroll attractor, and the relationship between 

the number and arrangement of scroll and the threshold 

width is obtained. By changing the initial value, the phase 

diagram with different internal distribution but the same 

number of scroll is obtained. 
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Abstract 

This paper analyzed the summer thermal environment of an office in Tianjin University of Science and Technology 

based on COMSOL software. Firstly, the principle of indoor thermal environment distribution was introduced.         

Secondly, according to the actual position of the furniture in the office, the mathematical model is constructed based 

on the basic theory of computational fluid dynamics. Thirdly, the COMSOL software was used for simulation and 

calculation, combining boundary conditions. Finally, the simulation results are analyzed through the simulated indoor 

three-dimensional velocity field and temperature field. The simulation results show that the air conditioning supply 

can well achieve indoor occupants' comfort.  

Keywords: Temperature field, Wind speed field, Indoor thermal environment, CFD simulation, COMSOL 

1. Introduction 

Indoor temperature and velocity are one of the most 

important and frequently measured parameters in indoor 

environments, affecting personnel thermal comfort, 

energy balance and air flow [1]. Because the indoor 

temperature field and velocity field is a complex physical 

field, and there are many influencing factors. The change 

process of indoor temperature and velocity has the 

characteristics of large inertia, non-linearity, and easy to 

be affected by external environmental factors. Therefore, 

the indoor temperature distribution of most buildings is 

uneven, and the temperature data of different areas such as 

the corner, center, floor and ground of the room are very 

different. Therefore, it is necessary to use COMSOL fluid 

dynamics simulation software for indoor temperature and 

velocity simulation. 

The first chapter introduces the necessity of simulating 

indoor temperature and velocity fields. The second chapter 

mainly introduces the construction of the indoor model, 

including the indoor objects, the heat transfer coefficient 

of the wall, the heat transfer coefficient of the window, etc. 

Meshing of indoor models. In Chapter 3, the simulated 

temperature and velocity fields are analyzed. In Chapter 4, 

simulation conclusions are drawn. 

2. Indoor Physical Model Simulation 

2.1. Model selection 

The research object is an office on the fourth floor facing 

south. The north window and the corridor are adjacent. 

Due to the different functions of the room, the interior 

structure will also be different. In addition, the parameters 

of the office building walls, indoor personnel activities and 

room ventilation times and other factors, all greatly affect 

the office internal thermal environment. Since there are 

many objects in the office, not all objects can be 

considered, so the physical model only considers two types 

of objects, one is large objects such as desks, chairs and 

cabinets, and the other is hot objects such as computers, 

notebooks, human bodies and refrigerators. All objects are 

simplified to cuboids, which is conducive to grid division 

and calculation convergence. 

This paper takes an office of Tianjin University of 

Science and Technology as the research object. The 

geometric size of the office is 6m×7.m×3.5m, and there is 

an air conditioner in the southwest corner of the room. The 

air supply port of the air conditioner is 1m×0.5m. The 

return air port is simulated as the return air port of the air 

conditioner, which is located below the air outlet. One of 

the Windows is located on the south wall with dimensions 

of 4m×2.3m and 1m above the ground. Suppose there is no 

134



Peng Wang, Mengda Liu, Qikun Wang 

©The 2024 International Conference on Artificial Life and Robotics (ICAROB2024), J:COM HorutoHall, Oita, Japan, 2024 

turnover in the office，the number of people in the office 

is six. The physical model of the office is shown in Fig. 1 

and Fig. 2. 

 

 
Fig. 1 The exterior of the office physical mode 

 
Fig. 2 The interior of the office physical model 

2.2. Governing equation 

Mass conservation equation is the embodiment of mass 

conservation law in fluid mechanics [2], as shown in Eq. 

(1), u,v,w--velocity component, unit m/s,ρ--Fluid density 

in kg/m3. 
∂(ρ)

∂t
+

∂(ρu)

∂x
+

∂(ρv)

∂y
+

∂(ρw)

∂z
=0   

 
      (1) 

The 

p

hysical meaning of the energy conservation 

equation is that the increment of the total energy of the 

fluid controlled in the body per unit time is equal to the 

sum of the energy increment generated by the fluid 

capacity of the inflow control and the external action, 

which includes the energy increment generated by thermal 

radiation, heat conduction, work done by volume force, 

work done by pressure and work done by viscous force.as 

shown in Eq. (2). 

 
𝜕(𝜌𝑇)

𝜕𝑡
+

𝜕(𝜌𝑢𝑇)

𝜕𝑥
+

𝜕(𝜌𝑣𝑇)

𝜕𝑦
+

𝜕(𝜌𝑤𝑇)

𝜕𝑧
=        

𝜕

𝜕𝑥
(
𝜇

𝑝𝑟

𝜕𝑇

𝜕𝑥
) +

𝜕

𝜕𝑦
(
𝜇

𝑝𝑟

𝜕∅

𝜕𝑦
) +

𝜕

𝜕𝑥
(
𝜇

𝑝𝑟

𝜕𝜑

𝜕𝑧
) +ST    (2) 

2.3. Mesh partition 

COMSOL 6.0 software was used to model the office, the 

transient solver was used to solve the established model, 

and the dynamic simulation of the air conditioning supply 

situation of the office was carried out. The computed 

boundary conditions include the properties of the wall 

structural materials, the outdoor temperature of 30 degrees 

Celsius, the corridor temperature of 30 degrees Celsius, the 

air outlet speed of the air conditioner of 1m/s, and the air 

outlet temperature of the air conditioner of 20 degrees 

Celsius. Assuming that the indoor and ambient 

temperatures are the same at the beginning, the whole 

office is divided using a conventional grid to calculate 

laminar flow, solid and fluid heat transfer, and non-

isothermal flows. The state of the office temperature field 

and velocity field within 6000s of air supply is simulated 

and calculated. The boundary conditions and heat sources 

are shown in Table 1 and Table 2. 

 

Table 1 Boundary condition 
 

Boundary Heat transfer coefficient 

Body of wall 5(W/(m2*K)) 

Windows 10(W/(m2*K)) 

Door 4(W/(m2*K)) 
 

Table 2 Source of heat 
 

Source of heat Flux of heat(W) 

computer 100 

people 50 

80 80 

3. Image Analysis 

The temperature cloud image at room x=1, x=3, x=5m (as 

shown in Fig. 3, Fig. 4, Fig. 5) and velocity cloud image 

(as shown in Fig. 6, Fig. 7, Fig. 8) were captured 

respectively. The scale on the right of the temperature 

cloud image is the size of the temperature, corresponding 

to 20 to 30 degrees Celsius from blue to red, and the scale 

on the right of the velocity cloud image corresponds to the 

size of 0 to 2m/s. Fig. 3 shows the temperature cloud map 

at x=1m. The upper left corner is close to the air outlet of 

the air conditioner, where cold air blows into the room and 

the temperature is low. The temperature is about 20 

degrees Celsius according to the scale. Fig. 4 and Fig. 5 

are x=3m and x=5m respectively. The reason why the 

temperature in the lower left corner is relatively low is that 

the cold air from the air conditioner blows out and falls 

down due to gravity, and the cold air gathers to the ground 

on the left side, where the temperature is about 25 degrees 

Celsius. The combination of the three images shows that 

the temperature on the upper floor of the room is evenly 

distributed, about 27 degrees Celsius. However, the 
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position temperature of the air outlet is low, which is not 

conducive to the comfort of indoor personnel. 

 
Fig. 3 The temperature field at x=1m 

 
Fig. 4 The temperature field at x=3m 

 
Fig. 5 The temperature field at x=5m 

 

Fig. 6 shows the indoor velocity cloud map at x=1m. 

The reason for the large wind speed in the upper right 

corner is that it is located at the air conditioning outlet, and 

the wind speed is 2m/s. The reason for the large wind 

speed in Fig. 7 and Fig. 8 is that the wind speed in other 

places is evenly distributed due to the cold air blown by 

the air conditioner. The comprehensive wind speed cloud 

map shows that the wind speed in other places is evenly 

distributed except for the air conditioner outlet, and the 

indoor personnel are more comfortable. 

 
Fig. 6 The velocity field at x=1m 

 
Fig. 7 The velocity field at x=3m 

 

 
Fig. 8 The velocity field at x=3m 

 

The cross sections at y=1m and y=3.5m were intercepted, 

respectively, where Fig. 9 and Fig. 10 show the 

temperature cloud, and Fig. 11 and Fig. 12 show the 

velocity cloud. Fig. 9 shows the position of the air outlet 

of the air conditioner. It can be seen from the figure that 

after the air from the air conditioner blows out, it falls to 

the position of the table due to gravity, and the temperature 

is low. Fig. 10  shows that the temperature distribution in 

the upper and lower parts of the room is relatively uniform 

for the location located in the center of the room at y=3.5m. 

 
Fig.9 The temperature field at y=1m 
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Fig. 10 The temperature field at y=3.5m 

 

Combined with Fig. 11 and Fig. 12, the comfort of 

indoor personnel is not high under the air conditioning, and 

the comfort of personnel is good in the middle position of 

the room. 

 
Fig. 11 The velocity field at y=1m 

 
Fig. 12 The velocity field at y=3.5m 

 

Screenshots at z=0.2m and z=1.75m were taken, 

respectively, where Fig. 13 and Fig. 14 show the 

temperature cloud, and Fig. 15 and Fig. 16 show the 

velocity cloud. Combined with the above analysis, the 

upper temperature of the room is higher than the lower 

temperature, and with the height increase, the temperature 

also increases. The temperature distribution is uniform in 

the z plane. 

 
Fig. 13 The temperature field at z=0.2m 

 
 

Fig. 14 The temperature field at z=1.75m 

 

 
 

Fig. 15 The velocity field at z=0.2m 

 

 
 

Fig. 16 The velocity field at z=1.75m 

 

Fig. 17 shows the 3D diagram of the room, where the 

green line represents the path of the wind sent by the air 

conditioner, and the red arrow represents the direction and 

magnitude of the wind speed. The figure shows that the air 

provided by the air conditioner can cover the whole room. 

In addition to the position of the air outlet of the air 

conditioner, the wind speed is also moderate, which can 

meet the comfort of indoor personnel. 
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Fig. 17 3D air supply path diagram 

4. Conclusion 

Based on the above simulation analysis, the air provided 

by the air conditioner can cover the whole room, and the 

air supply by the air conditioner can meet the comfort of 

indoor personnel. 
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Abstract 

As a new type of personal transportation, self-balancing unicycle has attracted wide attention 

with its unique design and advanced control system. We aim to study and optimize the 

self-balancing performance of the unicycle to improve its stability and maneuverability. Firstly, 

we gain an in-depth understanding of its operation principle. On this basis, an advanced control 

algorithm is proposed to realize real-time attitude adjustment. Second, for applications in 

complex environments, we propose an intelligent sensing system to enhance its environment 

sensing capability. 

Keywords: Cascade PID, Angular feedback, MPU6050, Motor driver IC 33886. 

1. Introduction 

Since they all end up controlling the same control 

object (the motor of the car model), there is a coupling 

between them. For the sake of analysis, one of them is 

assumed to be stable with the other control objects. For 

example, when controlling the speed, the car model needs 

to be able to maintain upright control; When controlling 

the direction, the car model needs to be able to maintain 

balance and constant speed; Similarly, when it comes to 

balance control, speed and direction control are also 

required to be smooth. Of these three tasks, keeping the 

model balanced is key. Since the car model is affected by 

three controls at the same time, from the perspective of 

the car model balance control, the other two controls 

become its interference. Therefore, the control of the 

speed and direction of the car model should be kept as 

smooth as possible to reduce the interference of balance 

control. Taking speed adjustment as an example, it is 

necessary to change the inclination angle setting value of 

the car model in the balance control of the car model, so 

as to change the actual inclination angle of the car model. 

In order not to affect the balance control of the model, the 

change of the inclination of the model needs to be carried 

out very slowly. This will be discussed in more detail 

later in Speed Control. 

The intuitive experience of controlling the balance 

of the car model comes from people's daily life 

experience. The average person can keep a straight 

wooden stick upright on the tip of a finger with simple 

practice. This requires two conditions: one is that the 

palm of the hand holding the wooden stick can be moved; 

The other is that the eye can observe the tilt angle and 

inclination tendency (angular velocity) of the stick. 

Counteract the angle and tendency of the stick by moving 

the palm of your hand, thus keeping the stick upright. 

These two conditions are indispensable, and in fact they 

are the negative feedback mechanism in the control [1], 

see Fig. 1. 

 

Fig. 1 Feedback control to keep the stick upright 

 

Balance control is also achieved through negative 

feedback, which is relatively simple compared to keeping 

the stick upright above. Because the model has two 

wheels on the ground, the body will only tilt in the 

direction of the wheels. Controlling the rotation of the 

wheels to counteract the tendency to tilt in one dimension 

keeps the car balanced. The gravitational field, which 

uses thin lines to suspend heavy objects, is simplified to 

form an idealized pendulum model. An upright model can 

be seen as an upside-down pendulum placed on a 
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platform that can be moved from side to side [2]. This is 

shown in Fig. 2. 

 

Fig. 2 Simple pendulum 

In the case of a small offset angle, the restoring 

force is proportional to the magnitude of the offset angle 

and is in opposite directions. Under the action of this 

restoring force, a single pendulum undergoes a periodic 

motion. A pendulum that moves in the air will eventually 

stop in a vertically balanced position due to the damping 

force of the air. The damping force of the air is directly 

proportional to the speed of the single pendulum motion 

and is in the opposite direction. The greater the damping 

force, the faster the pendulum will stabilize in the vertical 

position. 

2. Hardware Usage Programme 

2.1 Motor driver IC 33886 

The DSC F8013 in Fig. 3 is a 3.3V device, and its 

IO output voltage is up to 3.3V, which does not meet the 

requirement that the 33886 must be greater than 3.5V, so 

a 5V power supply is specially designed in the circuit to 

pull the drive signal of the 33886 up to 5V. Since the IO 

port of the F8013 can tolerate 5V, the above circuit can 

make the 33886 drive signal voltage reach 5V. 

 
Fig. 3 Dual-motor drive circuit 

In order to improve the application efficiency of the 

power supply, the PWM waveform of the drive motor 

adopts a unipolar drive method. That is, the voltage 

applied to the motor is a voltage in a PWM cycle. 

Therefore, in order for each motor to be able to achieve 

forward and reverse rotation, two PWM signals are 

required. The two motors require a total of 4 PWM 

signals. The drive circuit is shown in Fig. 4. 

 

Fig. 4 Motor drive circuits 

 

2.2 Surveillance camera 

Each photocell outputs two pulsed signals, which 

have the same waveform, but are 90° out of phase. If 

the motor is forward, the second pulse is 90° behind, 

and if the motor is reversed, the second pulse is 90° 

ahead. This relationship can be used to determine whether 

the motor is rotating forward or reverse. In the actual 

circuit, only one pulse signal is detected, and the speed of 

the motor is measured by its frequency. The steering of 

the motor is judged by the positive or negative voltage 

applied to the motor. Although due to the inertia of the 

car model, it is possible that in the case of low motor 

speed, the direction of rotation of the motor and the 

voltage applied to it may be different, resulting in 

inaccurate measurement of motor speed. Due to the 

racing during the race, the motor is generally running at 

high speed, and the direction of the motor is consistent 

with the direction of the voltage. Experiments show that 

this method can effectively determine the rotation 

direction of the motor and control the speed. 

2.3 Surveillance camera 

In the article on the control principle of the car 

model, there are two ways to measure the angle and 

angular velocity of the car model, the first is through the 

gyroscope and the acceleration sensor, and the second is 

through two acceleration sensors. The angular velocity is 

integrated with feedback to obtain a smooth angle signal 

that is consistent with that of the accelerometer. This part 

of the signal processing can be done by the 

microcontroller software, or it can be realized by external 

op amp circuits. In order to verify the performance of this 

circuit, the ENC-03 measurement signal mounted on the 

model car was also acquired in Fig. 5. 
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Fig. 5 Measurement angle waveform plot 

 

From the waveform, it can be seen that the angular 

velocity of the car model integrated by the accelerometer 

is the same as the waveform of the angular velocity 

measured by the gyroscope, which verifies the 

correctness of the method. 

3. Innovative Design and Advantages 

3.1. Vehicle tuning 

The debugging of the car model is divided into 

various links such as debugging preparation, static 

parameter tuning, dynamic parameter tuning, mechanical 

adjustment of the car model and competition strategy 

formulation. There are many parameters and components 

involved in the whole commissioning, and these 

parameters are closely influenced by each other. If you 

don't have a clear understanding of the physical process 

and whether there are correct debugging steps, then all 

kinds of errors in the debugging process will cover up the 

correct cause, affect the entire debugging process, and 

even shake the confidence of the production. 

3.2. MCU program download and communication 

The DSC 56F8013 has on-the-system programming 

(ISP) capability. After the MCU came out, there was a 

bootloader program inside, and the user program could be 

downloaded through the UART serial port. If the program 

itself is bootstrapped for the first time, all future program 

downloads can be done through UART. For more 

information, please refer to the materials available on the 

Freescale website. UART can not only improve the 

download of the program, but also display the serial 

characters sent during the operation of the program with 

the assistance of the upper serial port monitor, which is 

convenient for debugging the program. It is 

recommended that the Bootloader download function of 

F8013 and serial port monitoring be jointly developed 

into a host computer software, so that the development 

and debugging of the entire car model program can be 

completed through the serial port. 

3.3. Analog acquisition 

The F8013 has six channels of AD conversion. Five 

of these channels are applied in the reference design. 

Write an AD conversion program and send the collected 

values to the upper computer for display. By observing 

the collected values of each channel, the operating status 

of each sensor, the dynamic range of the signal, and the 

influence of noise on each channel are confirmed. It is 

best to display the values collected by each channel on a 

curve, so that you can intuitively observe the changes in 

the signal and the amplitude of the noise. The following 

is the acquisition waveform of the gyroscope and 

accelerometer displayed on the upper microcomputer. 

Each analog quantity will have a different 

proportion of noise, and low-pass filtering is required for 

each acquisition. The simple way to do this is to average 

it over multiple acquisitions. The waveform data shown 

in Fig. 6 is averaged over 20 acquisitions [3]. 

 

 

Fig. 6 AD acquires the signal 

4. Job Scenario Application. 

4.1. Personal travel 

The wheelwheel can be used as a lightweight, portable 

means of transportation for short distances in the city. 

The wheels are fast and flexible, they can shuttle between 

the flow of people, and they can control the direction and 

speed of the wheels by tilting their bodies, which is very 

convenient and fast. 
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4.2. Industrial applications and military 

applications 

The wheels can also be applied to industrial scenarios, 

such as warehouses, factories, etc. The uniwheel can 

control the direction and speed of travel by tilting the 

body, making it suitable for transportation and handling 

work in narrow, crowded environments. The uniwheel is 

also used in military fields, such as reconnaissance, 

surveying, etc. The single wheel can carry out fast and 

maneuverable action and detection in severe 

environments through its lightness and flexibility. For 

example, on the battlefield, a single wheel can be used for 

quick patrols, monitoring the situation, gathering 

intelligence, etc. 

5. Synthesis 

The unicycle is a balanced vehicle based on the 

principle of an inverted pendulum, consisting of a body 

with only one wheel and a balance control system. The 

movement and control of the uniwheel is realized by the 

user's body tilt, which is lightweight, flexible and fast, 

and is suitable for a variety of application scenarios such 

as personal travel, toys and entertainment, industrial 

applications, and military fields. 
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Abstract 

The team utilizes the second-order inverted pendulum cart based on LQR controller for steady pendulum control 

with light rods. First, the second-order inverted pendulum is used as a research object to obtain its set of dynamical 

equations, then, the set of dynamical equations is written in the form of state-space expressions, and finally, the 

second-order inverted pendulum system of a balanced trolley with a light rod is controlled by a stabilized pendulum 

using the LQR controller. The inverted pendulum is a typical nonlinear, underdriven and unstable system, which can 

realize the all-round wind resistance of the rod and occupy less space with high stability. 

Keywords：LQR controller，Second-order handstand pendulum，Lagrangian mechanics. 

1. Introduction 

In real life, many structural systems need to 

be stable in a variety of environments, such as 

high-rise buildings, bridges, tower structures, etc. 

One of the important factors is the influence of 

climatic conditions, especially wind on the 

building structure. Due to the uncertainty and 

variability of wind forces, buildings and 

structural systems need to be designed to be 

stable enough to resist the effects of wind. In 

practical application, in order to ensure the 

stability of the structural system, it is usually 

necessary to take various resistance measures, 

such as adding dampers, support devices and 

traction devices to the structural system, This is 

shown in Fig. 1. 

 

Fig. 1. Telephone poles in kind 

For slender structures such as rods, due to 

their special morphological and material 

properties, the study of their stability under wind 

force is more complex and critical. Therefore, in 

order to ensure the wind resistance and stability 

of the rod, it is necessary to carry out relevant 

research and application. 

To this end, it is possible to study the 

dynamic characteristics of the rod under the 

action of wind, etc., the morphological and 

material characteristics of the rod, and the 

structural design of the rod to explore how to 

achieve the stability of the rod. At the same time, 

some practical application devices can also be 

developed to help the rod stabilize under the 

action of wind and other forces, such as adding 

support, traction and adjustment devices [1].  

However, these methods are too traditional 

and require the support of manpower and 

material resources, and when the device is 

damaged, it is not easy to repair, 

time-consuming and labor-intensive. Therefore, 

it is urgent to develop a new type of stable and 

non-falling rod device. 

In view of the above shortcomings, our 

group proposed a second-order inverted 

pendulum system based on LQR controller to 

stabilize the pendulum control of the light bar. 

Our team first took the second-order inverted 

pendulum system of the balance trolley with 

light bar as the research object, analyzed its 

dynamics based on the Lagrangian mechanics 
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method, obtained its dynamic equations, and 

then wrote the dynamic equations into the form 

of state space expressions, and finally, after a 

brief overview of the LQR controller, the LQR 

controller was used to stabilize the second-order 

inverted pendulum system of the balance trolley 

with light bar. The inverted pendulum is a 

typical nonlinear, underdriven, and unstable 

system. Through the research and optimization 

of the inverted pendulum system, our team has 

obtained new control algorithms, which have 

application prospects in robot control, missile 

interception control, aviation docking control 

and general industry.

2. Hardware Usage Programme 

2.1 Mpu6050 

MPU6050 is a commonly used six-axis 

inertial measurement unit (IMU) consisting of a 

gyroscope and an accelerometer. It is capable of 

measuring changes in the rotation and 

acceleration of an object in three axes. 

MPU6050 has a built-in 3-axis gyroscope 

and a 3-axis accelerometer that can 

communicate with the microcontroller via an 

I2C or SPI interface. It is widely used in robots, 

drones, game controllers, and other applications 

that require gesture perception or motion 

tracking [2].  

With MPU6050, you can obtain the angular 

velocity and acceleration data of an object, 

which can be used to calculate the object's pose 

or perform motion tracking. This is shown in Fig. 

2, 

 

Fig, 2 MPU6050 

2.2 STM32C8T6 

STM32C8T6 is a 32-bit ARM Cortex-M3 

core microcontroller from STMicroelectronics. It 

has high performance, low power consumption, 

a wide range of peripheral interfaces and rich 

development resources, and is one of the 

commonly used MCUs in embedded system 

development. 

STM32C8T6 has expandable memory and 

peripheral interfaces, including high-speed USB,  

 CAN bus, multiple serial communication 

interfaces, analog-to-digital converters and 

digital-to-analog converters, etc., and has a wide 

range of applications in industrial control, 

automotive electronics, home appliance control, 

medical equipment, smart home and other fields. 

In addition, STM32C8T6 has a wealth of 

development resources, including development 

boards, online IDE tools, official documentation, 

and community support, which facilitate 

engineers to quickly develop and test embedded 

system applications. 

3. System programming 

3.1LQR control 

After the above qualitative description of 

the LQR controller, the simulation calculation 

was carried out by the relevant functions of 

Matlab (the mass of the body is 0.9 kg, the 

height is 0.126 m, the mass of the rod is 0.1 kg, 

and the length is 0.390 m [3], which is shown in 

Fig. 3. 

 

Fig. 3 MATLAB simulation results 

The device was then simulated with 

Simulink, and the results are shown in Fig. 4. 
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Fig. 4 Simulink simulation results 

It can be seen from Fig. 2 that under the 

action of wind, the rotation angle of the wheel of 

the second-order inverted pendulum system with 

light rod reaches the maximum at 0.7s, and the 

rotation angle of the wheel reaches the 

maximum at 0.05s, and the second-order 

inverted pendulum system with light rod 

gradually tends to stabilize at 2s and basically 

achieves the stable effect at 3s [4]. 

3.2Wind simulation 

Wind Simulation We use Fluid Dynamics 

(CFD) simulation, which is a method of 

simulating fluid flow and force on objects 

through numerical calculations. When 

simulating the action of wind, the flow of the 

wind field can be simulated by establishing a 

mathematical horizontal shape, and the object to 

be tested can be added to the horizontal 

simulation, and the wind force on the object can 

be calculated through numerical calculation. 

We perform a CFD simulation of a 

second-order inverted pendulum model with a 

light bar, and the results are shown in Fig. 5. 

Fig, 5 CFD simulation 

Wind power is the key to test the stability 

of the second-order inverted pendulum trolley 

with light bar, and the control variable method is 

used to test the wind power of the second-order 

inverted pendulum trolley with light bar. In 

physics, the method of controlling factors is 

often used to control multi-factor problems, 

turning multi-factor problems into multi-factor 

problems. Only one of the factors is changed at a 

time, and the remaining factors are controlled 

unchanged, so as to study the influence of the 

changed factor on things, study them separately, 

and finally solve them comprehensively, this 

method is called the control variable method. It 

is an important method of thought in scientific 

inquiry, and is widely used in various scientific 

explorations and scientific experiments. 

4. Introduction of Functional Module 

4.1Simulink emulation 

For the test of the second-order inverted 

pendulum, a combination of simulation and 

reality is used. First, the system was simulated 

using Simulink to obtain the state data of the 

device. It is then combined with the real thing to 

verify the correctness of the simulation data. The 

controllable FS-75 industrial fan was used to 

perform wind tests on the second-order inverted 

pendulum system with light rods, and the device 

data was measured by changing the length, 

weight, and material of the rods. Through 

continuous simulation and testing, the efficiency 

of simulation testing is improved and the trial 

and error time is reduced. Extensive testing to 

ensure the correctness of the simulation and the 

ability to improve the simulated model in real 

time complement each other for continuous 

improvement. 

4.2 FS-75 Industrial Fan Test 

Experiments with a controllable FS-75 

industrial fan and anemometer allow for better 

control of single variables for experimental 

measurements. After the experimental model is 

established, the system can be simulated and 

measured by Simulink rods of different lengths, 

weights, and materials, which greatly reduces 

the experimental time and improves the accuracy 

of the experimental data, which is shown in Fig. 

6. 

.  

Fig. 6 FS-75 
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5. Synthesis 

In this experiment, the second-order inverted 

pendulum system was used to carry out the 

non-inverted experiment on the light rod, and the 

second-order inverted pendulum system with 

light rod was simulated by Simulink, and the 

system gradually stabilized in 2s. Then, the 

second-order inverted pendulum system with 

different rod lengths, different system states and 

different materials was simulated respectively, 

and the data state of the optimal second-order 

inverted pendulum system and device with light 

rod was obtained, and the influence of using 

different controllers on the stability of the device 

was discussed, and the time error was calculated 

to obtain the best controller. Then, combined 

with the real thing, the wind test of the 

second-order inverted pendulum system with 

light rod was carried out with the controllable 

FS-75 industrial fan and the stability test of the 

device was carried out by changing the length of 

the light rod, and it can be concluded that the 

experimental device has high stability, and the 

time to reach the stable state at the wind speed of 

1 ~ 3m/s is 0.72s, 0.91s and 1.33s respectively, 

and the length of the rod is increased within a 

certain range, and the system can achieve 

stability, which meets the requirements of 

physical experiments [5]. 

In this experimental setup, the second-order 

inverted pendulum handstand model was studied, 

the optimal handstand state was discussed under 

different rod lengths and materials, the stability 

of the system was simulated under different 

external disturbances (wind speeds), and the 

influence of different controllers on the stability 

of the device and the time error were discussed. 

In the future, it is planned to change the length 

of the trolley (lower rod part) in the 

experimental device and simulate the 

measurement. Multiple fans were used to test the 

device to discuss whether the device could be 

more stable in more complex situations. 
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Abstract 

This article designs a nanny abnormal behavior recognition bracelet. The bracelet is equipped with multiple sensors 

and a powerful control board, forming a complete nanny abnormal behavior recognition system, which realizes nanny 

abnormal behavior recognition and alarm in various environments. It uses a gyroscope to collect the three-axis 

acceleration information of the nanny, and uses the HAR model to infer the nanny's real-time behavior. When the 

abnormal behavior of the nanny is inferred, STM32 sends the GPS collected positioning information to the employer 

through ESP32 for timely alarm. 

Keywords: Behavior recognition, Nanny, HAR model, Alarm 

 

1. Introduction 

With the increasing aging situation in China and the 

gradual implementation of the two-child and three-child 

policy, the number of elderly and young people in China 

has soared, and more and more elderly and children need 

to be taken care of, and the market scale of the nanny 

industry has expanded year by year. However, it is 

difficult to regulate the behavior of nannies, and the 

incidents of nannies abusing the caretakers are frequent. 

At present, employers can only monitor nannies by 

installing surveillance cameras, but there are large dead 

corners where nannies can still commit violent acts 

against the caretakers.In particular to dynamics analysis 

with moving bodies, the selection of the numerical 

integration method is crucial for the realization of the 

actual dynamics occurring in the real world. It cannot be 

solved by a simple way to chip the time step of the 

integration in the explicit numerical method. In the 

implicit numerical integration, it will help to refine the 

time step adaptively.  

A nanny's abnormal behavior recognition bracelet 

based on HAR deep learning model was studied to solve 

such pain points. The nanny needs to wear the bracelet 

anytime and anywhere, and the employer can check the 

nanny's behavior in real time through the mobile phone. 

When the nanny's behavior to the caregiver is identified, 

the location of the nanny is directly sent to the employer 

so that the employer can timely understand the situation 

and report to the police. 

The rest of this paper is organized as follows: The 

second part introduces the construction and deployment 

of HAR model. The third part introduces the hardware 

selection. The fourth part introduces the software design 

of the system. The fifth part summarizes the main content 

of this paper. 

2. Construction and deployment of HAR model 

2.1. HAR Model Introduction 

Activity recognition has recently gained attention as a 

research topic because of the increasing availability of 

accelerometers in consumer products, like cell phones, 

and because of the many potential applications [1]. HAR 

model is an efficient human behavior recognition model, 

which aims to accurately monitor complex human 

behavior with limited hardware resources. The model 

uses a convolutional neural network (CNN [2]) 

architecture, a deep learning architecture that has 

achieved remarkable success in the field of image 

recognition and is particularly suitable for processing 

multidimensional time series data. 

The reasoning principle of the model is that when the 

human body performs different actions, the three-axis 

acceleration curves of Roll, Pitch and Yaw are 

significantly different. Fig. 1 and Fig. 2 show the three-

axis acceleration curves of the human body while sitting 

and jogging respectively, and it can be seen that the two 

curves are significantly different. The model can judge 

the specific behavior of the human body by the triaxial 

acceleration when performing different actions. 
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Fig.1 Three axis acceleration curve of human body 

during sitting still. 

 

 
Fig.2 Triaxial Acceleration Curve of the Human Body 

During Jogging. 

2.2. Construction of HAR model 

In the process of model construction, we fully consider 

the advantages of convolutional neural network in time 

series data processing. The convolutional layer can 

effectively capture local patterns in the data, while the 

maximum pooling layer helps to reduce the sensitivity of 

the model to the input data and improve the robustness of 

the model. The fully connected layer is responsible for 

integrating these local information to form a holistic 

understanding of different behaviors. This hierarchical 

structure allows the model to better learn and understand 

complex behavioral features. The overall structure is 

shown in Fig. 3.  

 

Fig. 3 Overall Network Structure of HAR Model 

In the design of the network structure, the parameter 

configuration of each layer is paid attention to to ensure 

that the model can effectively capture the key features in 

the timing data. First, by setting the number of 

convolutional nuclei to 90, the size to 3*3, and the step 

size to 1, the local pattern of the input data is effectively 

extracted, which helps to capture subtle changes in the 

behavioral data. The activation function of the 

convolutional layer is ReLU [3] to introduce nonlinear 

characteristics and enhance the expressiveness of the 

model. 

In the maximum pooling layer of the second layer, a 

2*2 pooling kernel is adopted and its step size is set to 2 

to reduce the spatial dimension of the data and the 

sensitivity of the model to the input data. This step helps 

to improve the generalization performance of the model 

so that it can better adapt to changes in different samples. 

The design of the third convolutional layer continues to 

follow the above principles, the number of convolutional 

cores is 44, the size is 3*3, the step size is 1, the zero 

padding is 0, and the activation function is ReLU. The 

setting of this layer further deepens the feature extraction 

of time series data, and provides more informative input 

for the subsequent processing of the full connection layer. 

The next three fully connected layers play a key role in 

the overall structure. The 5632 nodes of the fourth fully 

connected layer are responsible for integrating the local 

information extracted by the convolutional layer to form 

a holistic understanding of different behaviors. Two fully 

connected layers with a number of 64 nodes further 

improve the abstraction capability of the model, enabling 

it to better capture the abstract characteristics of the 

behavior. 

The final output layer is a fully connected layer with six 

nodes, each corresponding to a behavior category 

(walking, jogging, going up, going down, standing, 

sitting, etc.). This design ensures that the model can 

accurately classify different behaviors, providing a 

reliable basis for real-time monitoring. 

2.3. Deployment of the HAR model 

In order to deploy the model on a small-capacity 

embedded device, we first upgraded the HAR model 

iteratively for several times, and successfully compressed 

the size of the HAR model from the initial 387.43KB to 

19.75KB through operations such as pruning, 

quantization and optimization of the algorithm structure. 

The model size optimization effect is shown in Fig. 4. 
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a. Before optimization 

 
b. After optimization 

Fig. 4 Size comparison of HAR model before and after 

optimization 

After lightweight and efficient processing, HAR model 

not only has a smaller storage footprint, but also can run 

on low-resource devices. In the training and design phase 

of the model, we employ a series of efficient algorithms 

and neural network structures, including advanced 

techniques such as convolutional neural networks (CNN) 

and recurrent neural networks (RNN [4]). These choices 

greatly reduce the training time and prediction time of the 

model to ensure both accuracy and timely reasoning in 

real-time applications. The improved model has achieved 

remarkable results in more than 100,000 test sets, and the 

accuracy rate of the model has increased from 85.19% to 

89.22%, as shown in Fig. 5. 

 

a. Before optimization 

 

b. After optimization 

Fig. 5 Comparison of accuracy before and after HAR 

model optimization 

The deployment of the model is realized by 

STM32CubeMX tool, and the Cube AI component in the 

software can compress the model according to different 

magnifications and convert it into C language, so as to 

facilitate the deployment of the model to the embedded 

development equipment. 

3. Hardware selection 

3.1. Main control chip 

The main control chip adopts STM32F407VET6 

developed by ST Company. The chip adopts Cortex-M4 

core, and the peripherals are mounted with multi-channel 

I2C, SPI, CAN and other communication interfaces. It 

has rich functions and its main frequency reaches 

168MHz. With 512KB Flash and 192KB RAM, the 

powerful computing power and sufficient memory are 

enough to meet the real-time requirements of nanny 

abnormal behavior recognition bracelet behavior 

reasoning. The outline design of the chip is shown in Fig. 

6. 

 
Fig. 6 STM32F407VET6 chip shape design 

3.2. WIFI module 

This design uses ESP32-WROOM-32WIFI module, its 

appearance is shown in Fig. 7. The ESP32-WROOM-32 

is a powerful universal Wi-Fi+BT+BLE MCU module 

with powerful features and a wide range of application 

areas. It can be used in low-power sensor networks and 

high-performance tasks such as speech coding, audio 

streaming, and MP3 decoding. 

 

Fig. 7 WIFI module appearance diagram 

The module combines high performance computing 

and low power consumption, which is very suitable for 

iot project development application scenarios. It uses 

asynchronous serial port to communicate with STM32 to 

receive data, acts as a Wi-Fi access point or client, 

accesses Aliyun iot platform to achieve wireless network 

connection, and supports wireless communication 

between iot devices. 

3.3. Gyroscope 

The gyroscope in this design uses MPU6050 attitude 

sensor, and its chip appearance is shown in Fig. 8. The 

MPU6050 is a 6-axis attitude sensor that integrates a 3-

axis MEMS gyroscope, a 3-axis MEMS accelerometer, 

and a scalable Digital Motion Processor (DMP). The 

range of the accelerometer can reach ±16g, and there is a 

configurable digital low-pass filter inside, and the 
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configurable register can select the output data for low-

pass filtering. The MPU6050 communicates with the 

STM32 via the IIC bus to transmit the nanny's three-axis 

acceleration. 

 

Fig. 8 MPU6050 chip 

3.4. GPS Module 

The GPS module uses TAU1201 positioning module, 

and its module appearance is shown in Fig. 9. TAU1201 

is a high-performance dual-band GNSS positioning 

module, equipped with BDA Beidou's CYNOSURE III 

GNSS SoC chip, the module supports the new generation 

of Beidou III signal system, and supports all civil 

navigation satellite systems in the world. These include 

BDS, GPS, GLONASS, Galileo, IRNSS, QZSS and 

SBAS (WAAS, EGNOS, GAGAN and MSAS). The 

TAU1201 integrates an efficient power management 

architecture to provide a high-precision, high-sensitivity, 

low-power solution for GNSS navigation applications. 

 

Fig. 9 Appearance of the TAU1201 module 

4. System software design 

4.1. Acquisition of triaxial acceleration 

The STM32 reads the contents of the relevant registers 

of the MPU6050 through the IIC communication 

protocol, a serial communication bus using a multi-

master-slave architecture developed by Philips in the 

1980s to allow motherboards, embedded systems, or 

mobile phones to connect low-speed peripherals. The IIC 

communication rate of STM32F407VET6 can reach up 

to 400KHz, which is enough to meet the requirements of 

HAR model inference. 

Fig. 10 shows each meaning of the acceleration range 

register of the MPU6050 attitude sensor and the 

configuration guide. During configuration, the 

accelerometer range can be controlled by writing data to 

the register. Fig. 11 is an introduction of the acceleration 

read register of the MPU6050 attitude sensor. When the 

MPU6050 is used, the raw data of the three-axis 

acceleration is obtained through the 16-bit ADC value of 

the acceleration read register after the accelerometer 

RANGE is configured. The relationship between the 

three-axis acceleration (ACC) and the acceleration range 

(R) and the raw data (ADC) of the three-axis acceleration 

can be expressed as: 

𝐴𝐶𝐶 =
𝑅 ∗ 𝐴𝐷𝐶

32768
                                 (1) 

 

Fig. 10 MPU6050 aceleration configuration register 

 
Fig. 11 MPU6050 acceleration read register 

4.2. Nanny location acquisition 

The nanny location is obtained through the TAU1201 

module. TAU1201 module can capture the signal of the 

satellite to be tested according to a certain height cutoff 

Angle of the satellite, track the operation of these 

satellites, transform, amplify and process the received 

GPS signal, so as to measure the propagation time of the 

GPS signal from the satellite to the receiver antenna, and 

interpret the navigation message sent by the GPS satellite. 

When the TAU1201 is finished interpreting, it 

communicates with STM32 through its own serial port to 

send the nanny location information to STM32. 
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4.3. Behavioral inference data and location 

information upload 

Data upload is completed through the ESP32-Wroom-

32wifi module. When the nanny's behavior is deduced on 

STM32, the HAR model inference result will be sent to 

ESP32 through STM32's own serial port. After the 

ESP32 makes the judgment of dangerous behavior, the 

judgment result will be sent to the employer's mobile 

phone server through MQTT protocol. When it is 

deduced that the nanny is in danger, the nanny's real-time 

location information is uploaded to the employer's mobile 

phone so that the employer can take the next step. 

5. Conclusion 

The nanny abnormal behavior recognition bracelet, to a 

large extent, solves the problems of traditional 

surveillance cameras, such as large monitoring dead 

Angle and not easy to carry, so that the nanny's behavior 

can be better supervised and standardized, has a good role 

in promoting the development of the nanny industry, and 

indirectly protects the life and property safety of the 

caretakers. 
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Abstract 

Robot Operating System (ROS) is a software system framework used by many robot systems. Although ROS provides a 

good development environment and related frameworks, ROS is not suitable for public places such as restaurants because 

of the coming and going of people. Dynamic obstacle avoidance is often handled by stopping the robot, or when there are 

frequent environmental map changes or when sensors such as optical radar fail, the stop action is also used. However, this 

often causes path obstructions or delays in completing tasks. Therefore, this study attempts to use images, auxiliary sensors, 

and various path avoidance strategies to solve the problem of the robot stopping and waiting for the obstacles to disappear. 

The problem of rapid changes in map paths. 

Keywords:Robot Operating System (ROS), Dynamic obstacle, Dynamic obstacle avoidance. 

 

1. Introduction 

Robot Operating System (ROS) [1] is a very commonly 

used development platform for developing and researching 

robot systems in recent years. Because this software uses 

open-source code and uses resources provided by many 

robot developers. Let this ROS system grow rapidly. 

Whether mobile robots can actually operate in actual 

environments is also a very important research topic for 

mobile robots. Because the mobile robot is in the actual 

environment, cannot avoidance dynamic or static obstacles. 

Or without the ability to re-plan the correct path, the mobile 

robot well cannot actually operate in a real environment. Of 

course, this also limits the application of mobile robots. 

Therefore, this study uses ROS as a research platform to 

focus on how mobile robots dodge dynamic obstacles in the 

environment. And re-chart the path to try to find a solution. 

This can reduce the chance of the mobile robot stopping 

when encountering obstacles and improve the efficiency of 

the mobile robot. It also enables mobile robots to be applied 

in real environments. In previous research, dynamic obstacle 

avoidance is an important research topic for many mobile 

robots. For example, CHEN, Chin S., et al. [2] use the ROS 

architecture to evaluate the path cost of autonomous mobile 

robots (AMR) for obstacles in the environment. Then choose 

the better path and let the mobile robot run. CHOI, Jaewan., 

et al. [3] use reinforcement learning to improve the reliability 

of dynamic window approach (DWA) [4] and timed elastic 

band (TEB) [5]. Make mobile robot obstacle avoidance more 

efficient. 

It can be found from previous related research that many 

mobile robots mostly use small controllers such as Raspberry 

Pi [6] due to cost and volume. And it uses LiDAR Light 

Detection and Ranging (LiDAR) as the main sensor. 

Although such an architecture is lower in cost, it results in 

insufficient computing power. And because when detecting 

obstacles, lidar can only detect obstacles and measure 

distances on the plane that light or laser can scan. It often 

happens that when an obstacle is not in the LiDAR light 

scanning area, the obstacle is misjudged or cannot be 

detected. Therefore, the development and application of 

mobile robots are hindered. Therefore, this research will use 

the architecture of x86 computers. In addition to using 

LiDAR, it will also use imaging technology. Through this 

architecture, the mobile robot's computing power and 

obstacle detection can be faster and more accurate. Allowing 

mobile robots to truly overcome dynamic obstacles in the 

environment and enable practical applications. 

2. System Architecture 

The architecture diagram of the mobile robot is shown in 

Fig. 1. The robot is equipped with cameras, LiDAR and 

STM32 control boards, etc. It also has many various 

interfaces for expansion of different hardware. It can be 

widely used in actual or simulated various task development 

and applications. This robot architecture uses ROS as the 
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main core and adds modules such as targets following 

systems. The system can be adjusted according to different 

applications to provide a diverse robot development 

environment. At the same time, the development results can 

also be quickly transferred to different mobile robot 

platforms. 

 

Fig.1 ROS mobile robot architecture block diagram. 

 

In the ROS system, the sensors commonly used for object 

distance measurement are mainly LiDAR and imaging lenses. 

In order to consider the calculation amount and get the object 

distance, many robot platforms are based on LiDAR. 

However, general LiDAR is only 2D, that is, it can only 

measure one plane, and this also causes LiDAR to be unable 

to detect objects outside the 2D plane it scans. Therefore, in 

order to avoid obstacles that cannot be detected using LiDAR, 

this study uses images to detect obstacles and calculate 

distances. 

There are two algorithms commonly used in ROS for 

object detection and distance calculation. One is KCF [7] 

(Kernelized Correlation Filter), which is a method to find the 

image features being tracked and then use this feature to 

track the object. Therefore, the operation speed of this 

method can be very fast. However, when obtaining object 

features and image tracking, this algorithm will lose the 

image data, making it impossible to perform accurate 

tracking. The other is DSST [8] (Discriminative Scale Space 

Tracker). DSST mainly improves the shortcomings of KCF 

that only uses gray scale to obtain object features and does 

not calculate the object scale. It makes the judgment of 

objects more accurate and enables distance estimation. The 

most important thing is that it will not have a big impact on 

the overall calculation amount. Although the above two 

algorithms are sufficient for tracking and following general 

mobile robots. However, because this research hopes to use 

images to process more complex, even more obstacles and 

more targets, the TLD [9] (Tracking-Learning-Detection) 

algorithm is also added. This algorithm can accurately 

identify the target, even when the object reappears after 

being obscured, it can still correctly identify the target. And 

if the target object rotates, TLD can also correctly identify it. 

Of course, the number of calculations required for this 

algorithm will be relatively large. 

2.1 Research methods 

In this study, in order to make ROS have a higher object 

recognition rate and calculate a more accurate object 

distance, we integrated KCF and DSST. As the main object 

recognition and distance calculation core, the integrated 

operation structure diagram is shown in Fig. 2. In this 

processing block, KCF is mainly used to quickly identify 

targets and establish preliminary samples for subsequent 

identification. The main purpose is to identify possible 

obstacles or targets as quickly as possible, and then use 

DSST to further process the identification model and 

identification samples. Because KCF has a faster processing 

speed, it can first determine which objects may be closer to 

the mobile robot. Then, when necessary, it will be handed 

over to LiDAR and DSST for confirmation. Once a possible 

obstacle or path impact on the mobile robot is confirmed, it 

will continue to be tracked with KCF. 

 

 

Fig.2 Block diagram of KCF+DSST target recognition 

system. 

 

In the TLD algorithm part, because the preset 

requirements are relatively high for the computing power of 

the system, the calculation will only be performed when 

KCF+DSST determines that the object is closer to the mobile 

robot. Its block diagram is shown in Fig. 3. Moreover, the 

frequency of calculation can be set in the system, such as 

once per second, 10 times per second, etc. In addition, the 

maximum number of tracking can also be set. This prevents 

the CPU from consuming too much computing power in 

object tracking. Next, we will conduct experimental tests on 

the above methods. 

 

 

Fig.3 TLD target identification system block diagram. 

 

3. Experimental Results 

We use an x86 computer as the main control core, and the 

specifications used are: CPU, Intel® Processor N-series 
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N100, 8GB DDR4 DRAM, 512GB SSD. And directly install 

Ubuntu, and then install Gazebo and ROS in the system. First, 

we first confirm the object detection capabilities of the 

KCF+DSST and TLD algorithms. Fig. 4 is our test results on 

ROS. We use the same obstacles to identify objects and 

calculate scale distances using the KCF+DSST and TLD 

algorithms. According to the experimental results, both 

algorithms can operate normally. The operation speed of 

KCF+DSST is about 20% faster than the TLD algorithm. 

The calculation results of the scale distance between the two 

are almost the same. 

 

 
a. Objects move away from the robot. 

 
b. Object approaches the robot 

Fig.4 Object tracking and recognition results 

 

But when we dynamically generate multiple objects with 

different sizes, distances, and positions. Although 

KCF+DSST can still find objects quickly. However, when 

objects are interlaced or have large displacement or rotation, 

KCF+DSST will lose the tracked object. As a result, the risk 

of collision of mobile robots becomes higher. When using 

TLD, this algorithm can quickly and correctly handle the 

interlacing of objects, as well as rapid displacement, rotation, 

etc., and can also correctly calculate the distance of objects. 

But when more than 150 objects appear, there will be a short 

pause based on the hardware we are using. Although it does 

not affect the operation of the system, there will be obvious 

pauses. KCF+DSST will only pause for a short time when 

there are about 300 objects. 

4. Conclusions 

This paper uses imaging technology to deal with the 

detection problem of multi-obstacle objects, and develops a 

mobile robot platform using an x86 CPU computer. The 

actual photo of this platform is shown in Fig. 5. We verified 

on ROS that KCF+DSST and the TLD method were used to 

verify the path re-planning that can be used to solve multi-

dynamic obstacles. That is to say, obstacle avoidance can be 

performed when there are many dynamic obstacles in the 

environment. Of course, the current structure still cannot 

completely allow mobile robots to pause. However, based on 

the current experimental results, more than 90% of 

suspension situations can be avoided. The other 10% are 

almost all dynamic obstacles that completely block the path 

of the mobile robot. We will also try to solve this part in the 

future so that mobile robots can overcome the obstacles of 

dynamic emergence and movement in the environment and 

serve people in real environments. 

 

 
a. Mobile robot left view. 

 
b. Mobile robot right view 

Fig.5 Mobile robot platform 

 

References 

1. ROS Website, “https://www.ros.org/ “,2023/12/02” 

2. CHEN, Chin S., et al. “Velocity estimation and cost map 

generation for dynamic obstacle avoidance of ROS based 

AMR.”, Machines, 2022, 10.7: 501. 

3. CHOI, Jaewan; LEE, Geonhee; LEE, Chibum. 

“Reinforcement learning-based dynamic obstacle avoidance 

and integration of path planning. Intelligent Service Robotics.”, 

2021, 14: 663-677. 

4. OX, Dieter; BURGARD, Wolfram; THRUN, Sebastian. “The 

dynamic window approach to collision avoidance.”, IEEE 

Robotics & Automation Magazine, 1997, 4.1: 23-33. 

5. RÖSMANN, Christoph; HOFFMANN, Frank; BERTRAM, 

Torsten. “Timed-elastic-bands for time-optimal point-to-point 

nonlinear model predictive control.”, In: 2015 european 

control conference (ECC). IEEE, 2015. p. 3352-3357. 

154



 

 
Yi-Wei Chen, Jr-Hung Guo, Kuo-Hsien Hsia 

©The 2024 International Conference on Artificial Life and Robotics (ICAROB2024), J:COM HorutoHall, Oita, Japan, 2024 

6. Raspberry_Pi Wikipedia Website, 

“https://en.wikipedia.org/wiki/Raspberry_Pi “,2023/12/02 

7. HENRIQUES, João F., et al. “High-speed tracking with 

kernelized correlation filters.”, IEEE transactions on pattern 

analysis and machine intelligence, 2014, 37.3: 583-596. 

8. DANELLJAN, Martin, et al. “Discriminative scale space 

tracking.”, IEEE transactions on pattern analysis and machine 

intelligence, 2016, 39.8: 1561-1575. 

9. KALAL, Zdenek; MIKOLAJCZYK, Krystian; MATAS, 

Jiri.,“Tracking-learning-detection.”,IEEE transactions on 

pattern analysis and machine intelligence, 2011, 34.7: 1409-

1422. 

 

Authors Introduction 

 
Mr. Yi-Wei Chen 

Yi-Wei Chen, a graduate of National 

Yunlin University of Science and 

Technology, Taiwan, holds an 

engineering degree with a focus on 

robotics-based technologies. His 

academic pursuits are deeply rooted in 

the exploration and advancement of 

robotic applications. 
 

 
Dr.  Jr. Hung Guo  

He is an Assistant Professor at the 

Department of Electrical 

Engineering, National Yunlin 

University of Science & Technology, 

Douliou, Taiwan. He received his 

Ph.D. Degree from National Yunlin 

University of Science & Technology, 

Taiwan in 2012. His research 

interests include sensor network, 

intelligent systems, intelligent robot. and technical and 

vocational education 
 

 
Dr.  Kuo-Hsien Hsia  

He received the Ph.D. degree in 

electrical engineering from the 

National Sun Yat-Sen University, 

Taiwan, in 1994. He is currently an 

Associate Pofessor of National 

Yunlin University of Science and 

Technology in Taiwan. His research 

interests are in the area of mobile 

robotics, fuzzy control and image 

processing. 
 

 

 

155

Powered by TCPDF (www.tcpdf.org)

http://www.tcpdf.org


 

©The 2024 International Conference on Artificial Life and Robotics (ICAROB2024), J:COM HorutoHall, Oita, Japan, 2024 

Research on Multi-Robot Formation on Two-Dimensional Plane 

Kuo-Hsien Hsia  

National Yunlin University of Science and Technology, 123 University Road, Section 3,Douliou, Yunlin 64002, Taiwan 

Chun-Chi Lai  

National Yunlin University of Science and Technology, 123 University Road, Section 3,Douliou, Yunlin 64002, Taiwan 

Yi-Ting Liu 

National Yunlin University of Science and Technology, 123 University Road, Section 3,Douliou, Yunlin 64002, Taiwan 

Yu-Le Chen 

National Yunlin University of Science and Technology, 123 University Road, Section 3,Douliou, Yunlin 64002, Taiwan 

Email: {khhsia, cclai, M11112017}@yuntech.edu.tw, 1048576yc@gmail.com   

 

Abstract 

Mobile robots are playing an increasingly important role in both service and manufacturing industry. The management 

of multiple mobile robots is a very important issue on the research of mobile robotics. From a mathematical 

perspective, this paper discusses the problem of multiple robots on a two-dimensional plane reaching the designated 

positions in the shortest time to complete formation transformation. We improved the algorithm proposed by Hsia, Li 

and Su and proposed a new algorithm using a determinant and the Munkres assignment algorithm. Finally, the new 

algorithm is compared with the path distribution obtained by the Monte Carlo method under different numbers of 

robots and the excellence of the new algorithm has been verified. 

Keywords: Multiple mobile robot, Pattern formation, Two-dimensional plane, Munkres assignment algorithm. 

 

1. Introduction 

In this society where time is money, saving time is an 

important factor that must be considered on task 

completion. How to complete tasks in the shortest time is 

what task assignment issues aim to achieve. Assignment 

problem [1] refers to the process of assigning specific 

work, tasks or responsibilities to specific people or teams. 

In an organization or team, assigning issues is a way of 

allocating work to ensure that matters are carried out 

efficiently and achieve desired goals. How to make an 

assignment that the tasks could be completed in the 

shortest time has always been the most important issue. 

The shortest-path planning problem [2] is to find an 

assignment way for shortest-time running. Path planning 

refers to the movement path generated in order to enable 

one or more objects to complete a certain task in a 

designated area. In order to complete the task assignment 

problem in the shortest time, it is important to find a way 

to have the shortest path. The importance of the algorithm 

for this problem is that it can have the solution with 

higher efficiency, and the obtained result is repeatable. 

This paper discusses the assignment problem of 

formation change of multiple robots. For a centralized 

robot system, there is a control center that makes 

decisions and assignments, while the other robots execute 

the received commands. In this paper, the multi-robot 

system is a centralized system and an algorithm is used to 

determine the destination that each robot is planning to 

move to. There are many types of formations in 

discussion, such as wild goose formation, front arrow 

formation, T-shaped formation, etc. The robots are asked 

to transfer their formation from one to another. The 

robots could only move laterally or vertically on a plane, 

so the robot is limited to a two-dimensional grid plane. In 

order to allow multiple robots to complete the formation 

in the shortest time, an algorithm can be used to find the 

assignment way that makes the formation transformation 

successfully in the shortest time. 

2. Preliminary 

2.1. Problem description 

In the multi-robot formation transformation problem, 

there are n robots on a two-dimensional grid plane. The 

robots move horizontally or vertically from the starting 

positions to the target positions in the same speed. In 

order to find the fastest way to complete the formation 

change, we have to decide the target position for every 

robot and the robot with the longest distance will be 

assigned with a fastest way. This is a min-max problem. 
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2.2. L1-norm between two points 

The L1-norm between two points is defined by the total 

distance of the projection of the line segment formed by 

each point on the axes on the Cartesian coordinate system, 

that is, the horizontal distance between the two points 

plus the longitudinal distance between them. Suppose the 

two points are at (𝑥1, 𝑦1) and (𝑥2, 𝑦2), their distance is 

|𝑥1 − 𝑥2| + |𝑦1 − 𝑦2|. 

2.3. Determinant 

To complete the assignment problem of n robots, each 

robot at his starting position will have a corresponding 

target point position. When all robots are assigned, their 

corresponding relationships will be presented in the 

distance matrix, and unassigned positions can be filled 

with 0. Under such circumstances, there will be n non-

zero values in the distance matrix on different rows and 

columns, forming a square matrix of full rank. The fastest 

way to check for full rank is to check whether its 

determinant is 0 or not. Therefore, we use the determinant 

as a tool for checking the feasibility of formation 

transformation planning. 

2.4. Munkres assignment algorithm 

Munkres assignment algorithm [3] is an optimization 

algorithm for solving assignment problems. Given a cost 

or benefit matrix, it finds a set of assignments that 

minimize the total cost or maximize the total benefit, in 

which each row and column only can be assigned once. 

2.5. Monte Carlo method 

The Monte Carlo method is a numerical calculation 

method based on random sampling and statistical 

simulation [4]. When assigning tasks using the Monte 

Carlo method, one can randomly find an allocation way, 

and then find the maximum of the solution. One can get 

the number of steps for completing the tasks by using the 

Monte Carlo method one time. The more times of 

sampling, the more assignment ways there will be. By 

minimizing the maximum value of these, one can get a 

assignment way almost the most suitable. 

3. Proposed new algorithm 

3.1. Deviation of the new algorithm 

We refer to the algorithm proposed by Hsia, Li and Su 

[5], but instead of finding the assignment way from the 

entries of the distance matrix, we find the minimum path 

from the positional relationship of the values in the matrix, 

and use the determinant to make the decision. The 

program searches sequentially from 0, and fills the 

searched position into another decision matrix. When a 

value is searched in the distance matrix, the 

corresponding position in the decision matrix is filled 

with prime numbers from small to large, and the rest are 

not searched. The reached position is represented by 0 in 

the judgment matrix. When the search is completed, find 

the determinant of the judgement matrix. If the result is 0, 

add 1 to the search value and search again. Repeat the 

above steps until the determinant value is not 0, and then 

use the Munkres assignment algorithm to assign tasks. 

3.2. The algorithm 

Step 1: Calculate the L1-norm of all starting points to 

target points, and form the results into a matrix 

named distance matrix. The columns of the matrix 

correspond to the starting points, and the rows 

correspond to the target points. 

Step 2: Initialize the judgement matrix of same dimension 

as distance matrix with all entries 0. 

Step 3: Set the search value as 0. 

Step 4: Fill in prime numbers in sequence to the 

corresponding position in the judgment matrix 

where the entry of the distance matrix is equal to the 

search value. The selection of prime numbers starts 

from 2, and each prime number filled in is the 

smallest prime number larger than the previous one. 

Step 5: If the determinant of the decision matrix is not 0, 

jump to step 7. 

Step 6: Increase the search value and back to step 4. 

Step 7: Replace all positions of the distance matrix by a 

sufficiently large number, e.g. 999, if the 

corresponding position of the judgment matrix is 0. 

Step 8: For a distance matrix, subtract the minimum value 

of that row from each row and subtract the 

minimum value of that column from each column. 

Thus at least one element in each row and each 

column will be zero. 

Step 9: Use the least straight line to pass through all 0s, 

so that each 0 has at least one line passing through 

it. 

Step 10: When the number of lines equals the number of 

robots, the position of 0 in the matrix can be used 

for task assignment. Starting from the row with the 

fewest 0s, only one 0 can be circled in each row and 

column. If the number of circles is equal to the 

number of robots, the assignment of the task is 

completed. If not, go to the next step. 

Step 11: Subtract the minimum value in the undrawn row 

/column, and add the minimum value to the 

intersection position of the lines. After completion, 

back to step 9. 

4. Comparison to Monte Carlo method 

This comparison was performed on Matlab 2021, 

simulating the formation transformation situations of 10, 
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30, 50, 100, 500 and 1000 robots respectively. The 

starting and target points of the robots are randomly 

generated each time. Then the proposed algorithm and the 

Monte Carlo method are used for task assignment. The 

Monte Carlo method takes the best allocation method out 

of 10,000 times as the representative value. After 

comparison, the smaller one is the better assignment in 

the simulation. For each number of robots, we have 1000 

simulations for both methods. This comparison index is 

to count the number of simulations that the proposed 

algorithm's result is not greater than the Monte Carlo 

method's result in 1000 simulations with different 

numbers of robots. The simulation results are 

summarized in Table 1. It is clear from Table 1 that the 

proposed algorithm can always have the same or better 

assignment way. Hence the proposed algorithm is better 

than Monte Carlo method for the formation 

transformation problem. 

Table 1.  Comparison results. 
Number of robots 10 30 50 100 500 1000 

Number of the results 

of proposed algorithm 
not worse than Monte 

Carlo method 

1000 1000 1000 1000 1000 1000 

5. Illustrated Examples 

This paper takes three formation transformations as 

examples, namely the flying goose formation, the front 

vector formation and the T-shaped formation, and 

MATLAB is used for simulation. The robot is located on 

a 7x7 grid plane. The configuration of each formation is 

shown in Fig. 1. For the flying goose formation (V shape), 

the robots are at (4, 1), (4, 7), (5, 2), (5, 6), (6, 3), (6, 5), 

and (7, 4). For the front vector formation (Q shape), the 

robots are at (2, 4), (3, 4), (4, 4), (5, 4), (6, 3), (6, 5), and 

(7, 4). For the T-shaped formation (T shape), the robots 

are at (2, 1), (2, 2), (2, 3), (2, 4), (2, 5), (3, 3), and (4, 3). 

The 7 robots form the flying goose formation initially. 

We would like to make the robots changed to the front 

vector formation, and then changed to the T-shaped 

formation. The assignment results are summarized in 

Table 2, and the routes for the robots are shown in Fig. 2. 

 

Table 2.  The assignment results. 
Pts of V-shape (4, 1) (4, 7) (5, 2) (5, 6) (6, 3) (6, 5) (7, 4) 

Pts of Q-shape (2, 4) (4, 4) (3, 4) (5, 4) (6, 3) (6, 5) (7, 4) 

Distance for #1 5 3 4 2 0 0 0 

Pts of T-shape (2, 1) (2, 2) (2, 3) (2, 4) (3, 3) (2, 5) (4, 3) 

Distance for #2 3 4 2 3 3 4 4 

Pts of V-shape (4, 1) (5, 2) (6, 3) (4, 7) (5, 6) (6, 5) (7, 4) 

Distance for #3 2 3 4 5 5 4 4 

 

 

6. Conclusion 

This paper proposed a new algorithm to solve the task 

assignment problem for a multi-robot system on 

formation transformation. Each mobile robot is limited to 

horizontal and vertical movement and starts at the same 

time. We’d like the transformation to be completed in the 

shortest time. The proposed algorithm can be used to 

systematically find out how to assign the target points of 

each robot so that the robot's formation can be 

transformed in the shortest time. Unlike previous works, 

we use determinant of a matrix to find out the shortest 

time required to complete the formation change, and use 

the Munkres assignment algorithm to obtain the shortest 

time. This work can ensure the best assignment result. 

 
(a) flying goose formation 

 
(b) front vector formation 

 
(c) T-shaped formation 

Fig. 1. Formations considered in this paper 
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(a) flying goose formation -> front vector formation 

 
(b) front vector formation -> T-shaped formation 

 
(c) T-shaped formation -> flying goose formation 

Fig. 2 Formation transformation simulation 
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Abstract 

In this paper, we present a system based on a microcontroller unit (MCU) for measuring the utilization rate of 

traditional, non-networked machinery. This equipment is designed for use with older machines equipped with andon 

lights. It employs optocoupler circuits to capture the status of these lights and current transformers to measure their 

operating and standby currents. Data is transmitted to the server using the Hypertext Transfer Protocol (HTTP) in 

JavaScript Object Notation (JSON) format. On the server side, a Hypertext Preprocessor (PHP) interprets the data, 

connects to a Structured Query Language (SQL) database, and stores the data using SQL commands. Users can access 

graphical data through a web-based interface, using it to refine production processes, reduce production costs, and 

minimize carbon emissions. 

Keywords: Utilization, Non-networked machinery, Andon lights, Current transformers. 

 

1. Introduction 

With the widespread adoption of Industry 4.0 concepts 

and the concurrent advancement of relevant technologies 

such as networking and microchips, the Internet of 

Things (IoT) has emerged as a globally esteemed 

paradigm. The internet of machines refers to the ability 

of machines and devices to interact with the internet 

without human intervention. Information from devices, 

including operational progress, work duration, 

production history, and more, is transmitted via the 

Internet to servers for recording and analysis. The data 

facilitates analyses such as production process and 

utilization rate, allowing enterprises to adjust production 

processes based on this data. However, these actions are 

typically limited to new generations of IoT-enabled 

devices, as traditional machinery lacks such capabilities. 

On the other hand, environmental protection has 

become a topic of global concern in recent years. Nations 

worldwide recognize the severity of greenhouse gas 

emissions and the importance of reducing carbon 

footprints. Governments have initiated carbon fees and 

tax policies, with the European Union passing a Carbon 

Border Tax set to take effect in 2026 [1]. This policy 

targets high carbon-emitting industries, imposing 

restrictions and charges. For enterprises, maintaining or 

reducing carbon emissions has become a matter of 

heightened concern. The determination of product carbon 

footprints and the subsequent implementation of carbon 

reduction labels are tasks to be addressed in the future.  

This paper aims to assist factories in recording changes 

in andon light signals and corresponding time-related 

variations in electrical currents without intrusively 

altering traditional machinery's existing hardware and 

software. This is achieved by incorporating IoT devices 

to facilitate the documentation of machine operating 

states, thereby reducing downtime and enhancing overall 

operational efficiency. In addition, it also provides 

relevant information on the product's carbon footprint, 

aligning with the demands of Industry 4.0 and the 

implementation of carbon taxes. 

2. Related Work 

2.1. Utilization 

The production or manufacturing process involves 

transforming raw materials or components into finished 

products. In the industrial context, production lines can 

be categorized into three types: automated production 

lines, semi-automated production lines, and manual 

production lines. The nature of a production line depends 

on the complexity of the finished product, production 

qunatity, and costs. Enterprises can plan and lay out 

production lines based on their requirements [2]. 
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As highlighted by both [2], [3], inefficient working 

hours on the production line primarily stem from machine 

waiting times for personnel handling, waiting for material 

changes, troubleshooting, and maintenance. The 

efficiency metric used is referred to as "utilization rate." 

The utilization rate indicates the percentage of the total 

working hours where the machine is under load during 

effective working hours. Effective personnel 

management plays a crucial role in improving the 

factory's utilization rate. 

2.2. Industry 4.0 and the Internet of Things (IoT) 

The term Industry 4.0 emerged in Germany in 2011, 

referring to the technology used in the manufacturing 

process to monitor processes and employ data-based 

techniques for predicting, correcting, and adaptively 

adjusting production strategies [4]. Its objective is to 

integrate various data, tools, and processes to analyze and 

reduce costs, mitigate risks, and enhance efficiency [5], 

[6], [7]. Unlike previous industrial revolutions, Industry 

4.0 is not based on a single technology. Instead, it is a 

convergence of modern technologies such as Big Data, 

the Internet of Things (IoT), Cloud Computing, and 

Artificial Intelligence (AI) [5]. 

The Internet of Things (IoT) applications have deeply 

penetrated our lives, with interconnected IoT devices 

sharing vast amounts of information without human 

intervention. According to [8], global IoT devices online 

in 2020 totaled 9.76 billion, with application areas 

illustrated in Fig. 1. Of these, 22% were applied in the 

industrial sector, 15% in transportation, and 14% in 

energy. By 2026, the number of online devices is 

projected to reach 21.09 billion; by 2030, it is estimated 

to approach nearly 30 billion devices. 

This project aims to transform traditional machinery by 

further integrating it into the framework of Industry 4.0 

to enhance machine utilization rates and production line 

efficiency. The referenced Internet of Machine 

Architecture model, as established in [10], [11], 

comprises five layers: the physical layer, sensor layer, 

connectivity layer, data layer, and application layer. The 

machinery transformation in line with Industry 4.0 

primarily focuses on configuring the sensor, connectivity, 

and data layers. In the sensor layer, determining required 

machine states is crucial, involving establishing 

corresponding sensors and utilizing the production 

information provided by the machine. The connectivity 

layer deals with how the collected information is 

transmitted to the server for processing. The data layer 

emphasizes planning the format of machine data and 

storing it in a database for subsequent applications and 

analysis. 

2.3. Carbon credit issues 

With global industrialization and increased energy 

consumption, there is a significant increase in carbon 

dioxide emissions, contributing to climate challenges. 

Addressing these issues requires international 

cooperation to reduce and control carbon emissions. The 

European Parliament has taken legislative action this year, 

entering a transitional phase from October. They are 

implementing the European Union Carbon Border 

Adjustment Mechanism (CBAM), which restricts the 

import of high-carbon products such as steel, cement, and 

electricity. It will be mandatory for imported products 

falling into supervised categories to purchase CBAM 

certificates [1] after 2026. 

3. System Architecture 

In this project, the collaborating partners are concerned 

about the machinery's operational status and energy 

consumption. However, due to the large number of 

machines, totaling 27 units with over ten different models, 

some of the actual machine appearances are depicted in 

Fig. 2. Embedded systems, coupled with sensors, will be 

utilized to extract information on machine status and 

energy consumption. This data will be wirelessly 

transmitted to a server for storage, facilitating subsequent 

analysis and processing. 

As illustrated in Fig. 3, the network architecture 

primarily consists of an MCU and a server. When the 

sensor reads values and transmits data to the MCU, the 

MCU packages the data in a predefined format. 

Subsequently, using the built-in Wi-Fi module, the data 

is transmitted to the server. Specific PHP (Hypertext 

Preprocessor) programs perform data analysis within the 

server and upload it to the MySQL database. Upon 

Fig. 1 The top 10 IoT application areas in 2020 [9]  

Fig. 2 The actual appearance of the machinery 

161



Paper Title (First 4 Words) 

©The 2024 International Conference on Artificial Life and Robotics (ICAROB2024), J:COM HorutoHall, Oita, Japan, 2024 

completion of the upload, users can view all the data as 

of a webpage or export the data into reports through 

additional programming. 

4. System Development 

4.1. Andon light status detection 

 The core component of the Andon light status 

detection circuit is component U1 in Fig. 4, which is a 

optocoupler element. A optocoupler element is a device 

that uses light (such as visible light or infrared) as a 

medium to transmit electrical signals [12]. As previously 

mentioned, different machine models on the production 

line may use different electrical configurations for 

warning lights, distinguishing between AC and DC. 

Therefore, the PC814 bidirectional photocoupling 

element manufactured by Sharp, a Japanese electronics 

company, has been selected for development for this 

project. The main difference lies in the internal structure 

of the PC814, which includes a pair of light-emitting 

diodes — one forward and one reverse — enabling it to 

function in both directions of current flow. It elegantly 

resolved the compatibility issue between alternating 

current and direct current.  

4.2. Current Measurement 

This project utilized the SCT013 split-core current 

transformer manufactured by YHDC to avoid damaging 

the original power wiring. The circuit structure employed 

is illustrated in Fig. 5 with the calculation method for the 

burden resistor according to Eq. (1). 

Burden Resistor(Ω) =
𝑉𝐴𝑅𝐸𝐹 ∗ 𝐶𝑇 𝑇𝑈𝑅𝑁𝑆

2√2 ∗ 𝐼𝑝𝑚

 (1) 

Where 𝑉𝐴𝑅𝐸𝐹  denotes analog reference voltage, CT 

TURNS represents the current transformer turns ratio, 

and 𝐼𝑝𝑚  denotes the maximum current on the primary 

side. By generating a voltage across the burden resistor 

through the secondary side current, the capacitor in Fig. 

5 can accurately represent the direction and magnitude of 

the current. This information is acquired through the 

MCU's Analog-to-Digital Converter (ADC). 

4.3. Data format and transmission 

Upon receiving the status and data from peripheral 

devices, the MCU must analyze and upload the 

information to the server. The transmitted data should 

include details such as machine ID, data type, and 

timestamp. JSON (JavaScript Object Notation) can be 

employed as the data packaging format. JSON is a 

lightweight data interchange format supported by most 

programming languages, often with additional libraries 

for convenient packaging and parsing. The specific 

packaging format for this project is illustrated in Fig. 6. 

The data, transmitted through HTTP request by the 

MCU with Wi-Fi functionality, undergoes analysis on the 

server side using PHP. PHP also responds to the HTTP 

request and uploads the data to the database for storage. 

The server-side data transfer path is illustrated in Fig. 7. 

Fig. 3 The network architecture diagram 

Fig. 4 Andon light status detection circuit diagram 

(detection part) 

Fig. 5 Current measurement circuit diagram 

(measurement part) [13]  

Fig. 6 Data format 
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5. Result 

 This paper uses the ESP32 series MCU, which 

Espressif Systems developed as the core for edge-side 

development. Its advantages lie in its cost-effectiveness 

and the integration of network modules with basic 

microprocessors. This MCU is commonly employed in 

the development of IoT applications. 

After collecting data, present it to users in a graphical 

format for more straightforward interpretation and 

analysis. The system is developed as a Web App to avoid 

the need for different applications on various devices and 

the authentication thresholds of mobile applications. The 

advantages of a Web App lie in its accessibility—any 

internet-connected device with basic browser 

functionality can use it. The web page is coded using 

HTML (Hypertext Markup Language) for interface 

design. JavaScript is employed for real-time content 

updates and user interaction. PHP serves as an 

intermediary between JavaScript and the database for 

data requests. 

Fig. 8 shows the interface displayed in the web app, 

divided into two main sections. Users can choose the 

machine number and time of interest on the left-hand side 

in the blue area. After selection, the data for the chosen 

machine will be displayed on the right-hand side in the 

white area. Each row in the chart on the right represents 

the data for a single machine on a given day. The various 

colored blocks represent the machine's status (indicator 

lights) during specific time intervals, while the lines 

depict the machine's current consumption. Analyzing this 

data assists factories in power consumption statistics, 

emission calculations, and formulating strategies for 

emission reduction. Aligns with national and 

international carbon policies, helping to minimize 

carbon-related costs and reduce unnecessary energy 

consumption during idle times. 

6. Conclusion 

This article utilizes a microcontroller with wireless 

connectivity, sensors, and electronic components to 

create a non-invasive device. Combined with a web app, 

factory administrators can swiftly gather production 

information to analyze and adjust production strategies. 
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Abstract 

An edge computing system based on micro control unit (MCU) for liquid level measurement is proposed in this paper. 

The system includes a solenoid electromagnet for bottle hit and a microphone to capture sound waves. The signals 

are converted from time domain to frequency domain by Fast Fourier Transform (FFT), employing an artificial 

intelligence (AI) model to predict the water level. Artificial Neural Network (ANN) model is applied for classification 

on the MCU. When optimizing hyperparameters, the accuracy of each parameter combinations should be considered. 

Ensure the model size suits the limited MCU memory and computing capabilities. The experimental results can be up 

to 99% accurate under multiple tests. 

Keywords: Artificial Neural Network, Hyperparameters, Edge Computing, Audio Process 

 

1. Introduction 

As artificial intelligence (AI) is more popular, there are many 

applications to be proposed no matter for the consumer or 

industrial market. Moreover, it is crucial to tackle the emerging 

challenges associated with edge computing [1], a topic of great 

significance and current prominence. The utilization of 

endpoints for model computation has attracted considerable 

attention, given its potential to reduce network latency and 

lower costs [2], [3]. Furthermore, the exploration of alternative 

AI models for measurement becomes pivotal in situations where 

sensor availability is constrained or cost prohibitive. When a 

container, such as bottle, experiences physical impact, it 

produces distinct tones depending on the liquid's varying levels 

inside, owing to vibration frequencies. Determining the water 

level through sound analysis, as presented in [4], relies on 

specific vessel geometries. However, employing an AI model 

or sound-based water level measurement becomes a viable 

option. Furthermore, given the limited resources of the endpoint 

platform, careful consideration of AI model selection and 

hyperparameter optimization for edge computing is crucial. 

Artificial neural networks (ANN) model, is simple yet effective 

for classification tasks, represent a viable candidate for this 

study [5], [6].  Moreover, Bayesian optimization emerges as a 

popular method for efficient hyperparameter optimization, 

offering convenient and efficient. 

A micro control unit (MCU) based edge computing system for 

liquid level measurement is proposed in this paper, and all 

calculation and control including data acquisition are performed 

by a consumer MCU, Artery AT32F415 [7]. The proposed AI 

model utilizes one-dimensional sound information for 

classification, resulting in reduced memory requirements. 

During the training stage, the proposed system offers a data 

sampling function, where the gathered information is 

transmitted to a personal computer (PC). The hyperparameters 

optimization and model training processes are conducted on the 

PC. Once completed, the trained model will be installed onto 

the MCU, enabling edge computing for measurement tasks 

performed by this MCU. 

2. Methodology 

2.1. SYSTEM STRUCTURE 

The proposed system structure is shown in Fig. 1. Two 

micro switches are used to trigger procedure, which 

includes knocking, sampling, and edge computing. 

Moreover, these two switches also could make sure that 

the hitting situation, such as position and distance. MCU 

is the center of the system, and controls the full procedure, 

as mentioned previously, which also provide the edge 

computing. The UART (Universal Asynchronous 

Receiver/Transmitter) protocol is adopted for 

communication with PC, the sound sampling is sent to 

PC for training from MCU. 
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Fig. 1  The system diagram 

A capacitive microphone is applied to convert sound 

to voltage, which amplitude is amplified and offset is 

shift by operational amplifier (OPA) [8] circuit for the 

input range of the Analog to Digital Converter (ADC), 

which is a built peripheral function of MCU. The knock 

component, a solenoid electromagnet, is driven by H-

Bridge [9] to eject and attract. 

2.2. DATA ANALYSIS AND REPROPCESSING 

Before algorithm development, the data analysis is 

necessary. As mentioned previously, the converted 

sampling data are sent to PC for analysis and training via 

UART. The audio voltage is sampled at 10k Hz, and the 

number of sampling points is 2048 per trigger. The time 

domain waveforms of the different water levels are 

shown in Fig. 2 and there is not any saturation and 

truncation, it means that the sampling rate and length are 

suitable for this application. To develop the algorithm, 

the Fourier transform converts waveform data in the time 

domain into the frequency domain as shown in Fig. 3. 

Note, the frequency of the first spike, which decreases 

with increasing water volume, this phenomenon is 

consistent with the sound heard. Frequency information 

only from 83Hz to 1464.8Hz is adopted to identify water 

level. Furthermore, the frequency domain differences 

between different water levels are obvious, and the 

classification function could be performed by the 

artificial neural networks (ANN) model, which is simple 

and efficient for categorization. Compared to most other 

AI models, ANN requires less memory and calculation 

resource, in other words, it is suitable to be adopted into 

the simple edge-computing platform, MCU. So, Fourier 

transform (FFT) is selected for pre-processing, and ANN 

is applied to classify the water level.  

 

Fig. 2  Audio signals at different water level 

In order to prevent the data from being affected by 

abnormal waveforms and to enhance the features, the 

system adopts Min-Max Normalization for each data. 

The Normalization finds the maximum and minimum 

values of the sound frequency, and then converts the 

maximum value is set to 1, and the minimum value is 

adjusted to 0. Finally, all audio data are scaled to the 

range between 0 and 1. The calculation formula is as (1) : 

𝑋𝑛𝑜𝑚 =
𝑋 − 𝑋𝑚𝑖𝑛

𝑋𝑚𝑎𝑥−𝑋𝑚𝑖𝑛

 (1) 

Here, 𝑋 is the original data, 𝑋min and 𝑋𝑚𝑎𝑥 are the 

minimum and maximum value of the frequency domain 

data, and 𝑋_𝑛𝑜𝑚 indicates the normalized data in 

frequency domain. The waveforms after data pre-

processing are shown in the Fig. 3. 

 

Fig. 3  Audio signals at different water level 

2.3. HYPERPARAMETER OPTIMIZATION 

Hyperparameter [10] is an important issue in deep 

learning algorithm as it determines the size and accuracy 

of AI model by selecting the number of hidden layers, the 

number of nodes and activation function in each layer. 

Typically, the hyperparameter combination that achieve 

the highest accuracy will be chosen to be implemented in 

the MCU. However, in this system, the implementation 

of edge computing is also a crucial consideration. 

Therefore, while ensuring the accuracy requirements are 

met, it is necessary to select a parameter combination that 

is suitable for the resource constraints. 

Bayesian optimization [11] is a modelling method based 

on surrogate function that is used to optimizing the 

hyperparameter in the proposed system. It employs 

Gaussian process to model and updates the acquisition 

function based on the model’s results, continually 

exploring the uncertain regions. As the number of 

searching increases, the surrogate function will be closer 

to the distribution of real function. Table 1 displays the 

results by hyperparameter search, sorted by the model 

size, number of hidden layers, number of nodes in each 

layer, and the corresponding model size and the accuracy 

rate Considering the memory limitation of the MCU, the 

first model which satisfies the accuracy requirements 
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while also relatively small memory requirements is 

selected as the training parameters for this system. 

 

Table  1.  HYPERPARAMETER BY BAYESIAN 

OPTIMIZATION RESULTS 

Hidden 

Layer(s) 

Node 

1 

Node 

2 

Node 

3 

Node 

4 

Size 

(kB) 

acc 

2 5 5 0 0 49.75 0.99 

2 5 7 0 0 49.77 0.98 

2 5 16 0 0 50.75 0.99 

3 5 8 8 0 57.53 0.99 

4 32 32 5 8 172.50 0.99 

4 32 32 5 16 174.50 0.80 

 

After confirming the hyperparameters, the collected 

data and hyperparameters are utilized to train the AI 

model. The MCU code includes a knocking driver, ADC 

sampling, and pre-processing functions. Subsequently, 

the execution program is installed on the MCU. The 

execution time of the program, as shown in Table 2 is 

only 0.71 seconds for the entire process, including data 

sampling, pre-processing, and prediction, as illustrated in 

Fig. 4. Regarding MCU memory usage, the proposed 

system requires only 125.8 KB of read-only memory 

(ROM) and 28.8 KB of random-access memory (RAM). 

This system can be implemented in most of the memory 

management systems available in the market. 

 

Table  2.  PROGRAM EXECUTION TIME 

 Sampling Pre-processing Prediction All 

Time(s) 0.20 0.22 0.014 0.71 

 

 
Fig. 4 Memory usage at MCU 

3. Results and Discussion 

The edge-computing platform proposed in this paper, 

which is include MCU, microphone, and solenoid 

electromagnet is shown in Fig. 5. In the picture, the micro 

switches on both sides of the solenoid valve ensure that 

the former can knock the middle of the bottle correctly 

 
Fig. 5 Edge-computing platform 

After installing the model into the MCU, the liquid 

level can be predicted. The performance of the AI model 

is often assessed using the confusion matrix, which 

categorizes predicted results into four classes: true 

positive (TP), false positive (FP), true negative (TN), and 

false negative (FN). These metrics are used to calculate 

various performance indicators, including accuracy as 

defined in formula (5), true positive rate (TPR), false 

positive rate (FPR), true negative rate (TNR), and false 

negative rate (FNR). 

In this paper, a multicategory model is proposed as the 

basis of analysis. Fig. 6 illustrates the index calculation 

for the '100ml' category when there are five output 

categories. If the predicted result matches the true label 

('100ml'), it is labeled as C_1,1 (𝑇𝑃). Here, the symbol 𝐶 

represents a case, and C_(i,j) denotes the case in the i-th 

row and j-th column of a confusion matrix. Therefore, 

C_1,1 represents the case in the 1st row (true label: 

'100ml') and 1st column (predicted label: '100ml') of a 

confusion matrix. TPR represents the probability that a 

positive sample is correctly identified as positive, while 

FPR is the probability that a negative sample is 

incorrectly classified as positive. TNR is the probability 

that an actual negative sample is correctly identified as 

negative, and FNR is the probability that a positive 

sample is incorrectly identified as negative. A complete 

list of formulas is provided in the following sections (2) 

to (6). 

 

Fig. 6 Categories of Confusion matrix 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑁 + 𝐹𝑃 + 𝑇𝑁 
 (2) 

TPR =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁 
=  

𝐶100,100

𝐶100,100 + ∑ 𝐶500
𝑘=200 100,𝑘

 
 (3) 

FPR =  
𝐹𝑃

𝐹𝑃 + 𝑇𝑁 

=  
∑ 𝐶500

𝑘=200 𝑘,100

∑ 𝐶500
𝑘=200 𝑘,100

+ ∑ ( ∑ 𝐶𝑖,𝑗
500
𝑗=200  )500

𝑖=200  
 

(4) 

TNR =  
𝑇𝑁

𝐹𝑃 + 𝑇𝑁 

=  
∑ ( ∑ 𝐶𝑖,𝑗

500
𝑗=200  )500

𝑖=200

∑ 𝐶500
𝑘=200 𝑘,100

+ ∑ ( ∑ 𝐶𝑖,𝑗
500
𝑗=200  )500

𝑖=200  
 

(5) 

FNR =  
𝐹𝑁

𝑇𝑃 + 𝐹𝑁
=  

∑ 𝐶500
𝑘=200 100,𝑘

𝐶100,100 + ∑ 𝐶500
𝑘=200 100,𝑘

 
 (6) 
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The Fig. 7 confusion matrix summarizes the actual and 

predicted classifications of online testing, and the 

confidence values of each liquid level are in line with 

expectations. As a result, 95% accuracy when calculating 

the true negative value of each water level, and 99% 

accuracy rate when calculating the full water levels.  

The results of this study can be used to verify the 

feasibility of the proposed system as well as the discussed 

artificial intelligence model. 

 

 

Fig. 7 Confusion matrix of the model 

4. Conclusion 

The paper proposes a MCU-based edge computing 

platform for liquid level measurement. This includes not 

only a knocking block, an audio signal preprocessing 

circuit, and MCU. but contains a detailed explanation of 

the development process, such as the optimization of 

hyperparameters, conversion of the model and 

installation for MCU. The utilization of glass bottles in 

the experiment led to more pronounced variations in the 

energy of the knocking sound. The experimental results 

can be up to 99% accurate under multiple tests. 

Experimental results indicate that the system is feasible 

and measurement accuracy is acceptable. 
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Abstract 

For a rapid area coverage multiple UAVs are often used simultaneously. However, a path planning for a UAVs group 

during an area coverage task is computationally challenging. In practice, heuristic algorithms are applied to solve this 

problem. This paper overviews approaches to an area coverage problem with a group of UAVs using genetic 

algorithms. The article explores modifications that may be useful for a genetic algorithm for solving the coverage 

problem as well as representation methods for chromosomes that reflect a path of multi-UAV. Additionally, UAV 

group collision avoidance strategies during area coverage are considered. 

Keywords: Genetic algorithms, Coverage path, multi-UAV coverage 

 

1. Introduction 

A current rapid progress in robotics drives robotic 

systems into many areas of a human life including 

autonomous driving [1], manufacturing [2], search and 

rescue activities [3], agriculture [4], [5], and medical 

services [6]. In modern industrial applications of Industry 

4.0 [7] a human–robot interaction in a shared workspace 

is emphasized [8], [9]. Service robotics [10] is a 

promising area for robots’ integration covering multiple 

applications from education [11] and medicine [12] to 

entertainment [13] and advertisement [14]. A task of area 

coverage using mobile robots often arises in various 

practical applications of mobile robotics. Together with a 

proper scheduling, a determining of an optimal route for 

a mobile robot to ensure coverage of all points in a certain 

area while avoiding collisions with obstacles plays an 

important role [15]. 

Unmanned Aerial Vehicles (UAVs) provide an 

efficient solution for automating coverage and 

monitoring of large areas. UAVs are not constrained by 

obstacles on the ground and can quickly navigate through 

hard-to-reach areas while reducing human labor costs 

[16]. The use of UAVs for area coverage can be a key 

element in solving complex problems such as security 

[17], mapping [18], forest fire monitoring [19], search 

operations [20]. The task of covering an area with a group 

of UAVs attempts finding a path for each UAV such that 

the UAVs observe all locations of a given area without 

colliding with each other [21]. This task may have 

constraints, such as a time limit for an entire mission, 

safety constraints related to a minimum distance between 

UAVs, flight range constraints due to a battery capacity, 

and others.  

The coverage path problem for a mobile robot is NP-

hard [22] due to a need of analyzing an entire set of 

possible solutions, a number of which grows 

exponentially with increasing a complexity and a size of 

an area to be covered. In practice, heuristic algorithms are 

often employed for this task as they allow to get close to 

the optimal solution rather quickly, yet do not find a 

guaranteed optimal solution.  

Genetic algorithms are popular heuristic algorithms that 

have a relatively simple implementation and could be 

easily parallelized, which is especially important when 

working with large solution spaces. Genetic algorithms 

can deal with multiple optimization criteria, which is 

often the case in practice. They provide a method for 
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exploring an entire solution space to find a global 

optimum, which is useful in problems with many local 

extrema. All these turn genetic algorithms into an 

effective solution of the multiagent coverage problem. 

2. Genetic algorithms 

Genetic algorithms are based on principles of biological 

evolution and often are applied to search problems [23]. 

They model a process of natural selection to find optimal 

solutions. These algorithms interact with a population of 

potential solutions, each called an individual. By 

successively evaluating a set of solutions a new 

generation is created. The best solutions have a higher 

chance of passing on their characteristics to a next 

generation. Over time, solutions within the population 

become better adapted to a particular task. 

First a genetic algorithm creates an initial population, 

which in typically contains random chromosomes. Each 

chromosome is a possible solution of a problem and a  

fitness function assigns each chromosome a numerical 

value that reflects its effectiveness in solving the problem. 

To create a next generation, individuals are selected from 

the population in a fixed manner. Individuals with a 

higher fitness for an environment have a better chance of 

surviving and passing their traits on to the next generation. 

This leads to an improvement in the population over time. 

A crossover operation is performed to create new 

offspring chromosomes. This allows new individuals to 

inherit the best characteristics from their parents, thus 

preserving them for future generations. Mutations are 

random changes in chromosomes of individuals that 

maintain a genetic diversity and periodically contribute 

to significant leaps in a population development. After a 

crossover, there is a certain probability that a mutation 

occurs. This mutation slightly alters chromosomes of an 

offspring. 

3. Features of genetic operators’ application in 

area coverage 

In the area coverage problem for UAVs, it is necessary 

to find an optimal trajectory employed by a UAV to visit 

all given points of an area. Each chromosome encodes a 

trajectory of a UAV and the population is a set of possible 

UAV trajectories. In practice, chromosomes are usually 

sequences of integers, yet a user decides on a way of 

trajectory encoding within a chromosome [24]. 

An important feature of applying a genetic algorithm to 

the coverage problem is that after crossover or mutation 

operations, a chromosome must encode some trajectory 

for a UAV. Therefore, crossover and mutation operations 

are subjects to certain constraints. 

Fig. 1 shows a two-point classical crossover operation 

that produces two offspring. A chromosome represents an 

order of visiting obstacle-free cells while covering a 

UAV's assigned area. If parents represent acceptable 

chromosomes, the offspring could contain the same genes 

and do not represent solutions of the coverage problem. 

For example, child A contains genes 2, 4, and 5, and 

according to the chromosome, the UAV trajectory passes 

through these regions twice, but it does not visit regions 

1, 3, and 8. 

 

Fig. 1. An example of a crossover operation where an 

offspring no longer reflects a proper UAV trajectory 

One solution is to modify the crossover operation. For 

example, using a two-point crossover from a single parent. 

With this method of the crossover from a single parent 

many children are formed and then two with a highest 

value of the fitness function are selected (Fig.2). In this 

case, each offspring reflects a proper UAV trajectory. In 

[25] the authors reported a four times computation 

acceleration of a genetic algorithm simulation using the 

proposed crossover method. 

 

Fig. 2. An example of a crossover from one parent 

producing three offspring 

4. Single UAV and group of UAV coverage tasks 

In practice, using a group of UAVs for an area coverage 

increases a speed and a reliability of the procedure. Each 

UAV acts as a moving obstacle for other UAVs, and its 

route cannot be planned in isolation from the rest of the 

group [26]. Therefore, the genetic algorithm must 

consider routes of all UAVs together. A multiagent 

coverage problem solution is a path for each UAV in 
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which they cover a given area together and do not collide 

with each other, i.e., the solution combines paths of all 

UAVs into a single chromosome (Fig. 3) [27]. 

 

Fig. 3. A chromosome combines paths of four UAVs 

5. UAV group collision avoidance strategies 

during area coverage  

While using a group of UAVs reduces a time to 

complete the task, it also introduces potential risks of 

UAV collisions during the mission. Two strategies of 

UAVs’ collision avoidance are discussed in this section 

in the context of genetic algorithms: assigning UAVs a 

different coverage areas and introducing a penalty for 

approaching other UAVs. 

In the first approach, to prevent UAVs from colliding 

in the air, the area could be divided into equal subareas 

and each UAV is assigned a different subarea to cover 

[28]. This method allows a computation paralleling for 

each UAV with a genetic algorithm (as their trajectories 

are independent, (Fig. 4) and keeps a genetic algorithm 

simple. Disadvantages of this strategy include a high 

dependence of a resulting coverage effectiveness on a 

quality of an area distribution between UAVs, collision 

avoidance considerations while distributing UAVs (that 

takeoff in a common area) for the assigned subareas, and 

complicated splitting into subareas for a case of different 

survey priorities of the subareas.  

In the second approach, a penalty function can be 

introduced to reduce a fitness function value if UAVs fly 

too close to each other at a coverage time [29]. This 

strategy is a flexible way to influence the genetic 

algorithm and allows using different penalty functions 

depending on task goals. Yet, it requires a pairwise 

Fig. 4. Example of division of area to be covered into 

separate areas for each UAV 

comparison of a minimum distance between each pair of 

UAVs and as a number of UAVs increases, a complexity 

increases exponentially. 

6. Conclusions 

Classical genetic algorithms require a task dependent 

adaptation in order to be employed for the problem of 

covering a known territory with a group of UAVs as the 

use of standard genetic algorithm operators in this context 

may destruct a chromosome that represents a trajectory 

of a UAVs’ group. Genetic algorithms should optimize 

methods of representation and decomposition of a 

surveyed area and incorporate dynamic obstacles’ 

collision avoidance strategies to increase the efficiency of 

their usage. 
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Abstract 

The functionality of industrial robots is provided primarily by the capabilities of their end effectors. The limited 

capabilities of robotic grippers determined the transition to the creation of anthropomorphic grippers. The number of 

degrees of freedom (DOF) of the end effector in the form of an anthropomorphic hand ensuring reliable grasping and 

holding the object should be at least nine, preferably twelve. The implementation of such a design is possible only 

when switching to the principle of construction of an underactuated grippers system. This paper presents the concept 

of constructing a group drive, which ensures the implementation of the movement of the output links of two or more 

executive groups from one motor. Technical solutions are based on the development of methods for analyzing 

complex mechanical systems using functional circuits. 

Keywords: Anthropomorphic gripper, underactuated grippers, end effector, robotic grasp 

 

1. Introduction 

Today, robotic manipulators are actively used in 

industrial production [1]. They improve working 

conditions of employees and reduce enterprise costs 

ensuring a continuous production. Typical applications 

include assembly, casting, stamping, cutting, machine 

loading/unloading, welding and material handling [2]. 

Generally, a robotic arm functionality is determined by 

design and properties of an end effector. The most 

applied end tool is a robotic gripper. The choice of a grip 

depends on many characteristics, including weight, shape 

of an object, motion speed, permissible compression 

force, and a point of contact [3]. Values of each 

characteristics are often taken into account at a design 

stage of a robotic arm. Thus, problems arise with an 

inefficient operation of a robot in case of miscalculations 

in the design or/and an inability to adjust the arm to a new 

task. One of the solutions is to unify the hand [4].  

The most widely used are universal vacuum suction 

grippers and multi-fingered hands [5]. The first one is a 

single mass of granular material that flows around a target 

object and takes its shape upon applying a pressure on the 

object. The disadvantage of this approach is a need to 

return to a neutral state after each grasping. Multi-

fingered hands usually possess many independently 

actuated joints. This design of the end effector has 

sufficient softness and rigidity for a reliable and stable 

grip of an object [6]. [7]. MCU Based Edge Computing. 

The main difficulty of the approach is related to a 

computational complexity of tactile sensing and 

computer vision based algorithms [8]. Our research is 

aimed at developing a concept of a multi-fingered hand 

using both active and passive joints. Such design allows 
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the hand to envelop an object without complex 

calculations. 

The most common anthropomorphic grippers are 

structure diagrams of grippers with three [9] or four 

parallel executive groups of links [10]. Each executive 

group includes, as a rule, three output links [11]. 

Collectively, the gripper has nine or more degrees of 

freedom (DOF). There are two typical layout schemes for 

installing individual drives for each link. In accordance 

with the first one, the motors are placed at the output links 

[10]. In the second case, the motors are located within a 

single link of the manipulator [12], [13].  

 Typically, dimensions of output links do not allow 

internal installation of motors with a sufficient power 

[14]. Consequently, forces generated at endpoints of the 

output links do not exceed 1.5 N [10]. Installing motors 

in a single link involves a significant complication of a 

design. For instance, a gripper by DLR [15] has 65 

pulleys for laying flexible rods on a manipulator link and 

38 pulleys directly on the gripper. At the same time, it is 

also impossible to provide a significant effort at the 

output link. In a modified DLR version, the maximum 

force is 9 N [16]. The use of individual drives complicates 

a control system. In this case, a number of controllers for 

drives equals to a number of output links. 

A group drive solves the abovementioned problems of 

controllability and complexity of individual drives. In the 

ASIMO grippers [17] and JPL‐Nautilus Gripper [18] a 

single motor provides a movement of three output links 

in each executive group. An object is grasped according 

to the principle of kinematically dependent movements of 

the links. Thus, the manipulator reliably grips objects of 

only a certain size with all three links. 

2. Related Work 

A qualitative change in operational characteristics of a 

system with a group drive is achieved by using a principle 

of underactuated grippers. It is based on an 

implementation of additional passive elements into a 

structure of each executive group. These can be 

compression springs [19], [20] or tension springs [21], 

[22]. At the same time, an adaptive motion control is 

implemented by output links in the executive group. 

Links move sequentially, from a proximal link to a distal 

link. A change of a control object (an output link) is 

achieved when external conditions change, and a moving 

link stops after reaching an external object. 

A further reduction of anthropomorphic gripper mass is 

possible by ensuring a motion of output links of adjacent 

executive groups from a single motor. Using the principle 

of underactuated grippers, flexible elements should be 

placed into a group drive system for an entire gripper. 

Similarly, for the executive group, this will ensure 

independent motion of the executive groups of links from 

a single motor. Thus, inspired by [23] we designed a 

modifiable structure of an anthropomorphic gripper, 

which is presented in this paper. 

3. A gripper design 

The proposed design is based on an anthropomorphic 

gripper with two parallel executive groups of links (Fig. 

1). From motor 1 that is installed at the basis of the 

gripper, the movement is transmitted by two parallel 

streams to two executive groups. A flexible twisting 

spring is integrated into a kinematic scheme of each 

stream, connecting coaxial shafts a and b. Links 2 and 3 

transmit movement through transmission systems to the 

output links using the shafts. The installation of flexible 

elements adds a relative rotation of the coaxial shafts to a 

motion transmission system. 

 
Fig. 2. Structure diagram of an anthropomorphic 

gripper with two opposite executive groups of the 

output links. 

 
Fig. 1. Structure diagram of an anthropomorphic 

gripper with two parallel executive  groups of the 

output links. 
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Fig. 2 shows a structure diagram of the 

anthropomorphic gripper with opposite executive groups 

of links 4, 5 and a lever system for motion transmitting 

[24]. The movement is transmitted from motor 1 in two 

parallel streams to driving links 2 and 3 involving 

twisting springs a and b. Then links 2 and 3 set into 

motion lever mechanisms 6 and 7. Executive groups 4 

and 5 are constructed using the principle of underactuated 

grippers. Compression springs d and c are installed 

between the links of the motion transmission system and 

the driving links.  

Executive groups 4 and 5 move from initial position 

synchronously in a direction of an object located between 

them, which should be grasped. A grasp can shift towards 

one of the executive groups, depending on a shape of the 

object. As the object is gripped by link 8, a rotational 

movement of leading link 2 decreases and spring a gets 

partially deformed. After grasping the object with all 

links 8-10, the transmission of rotation through spring a 

stops and the spring gets twisted. The movement of 

executive group 5 is maintained until its links completely 

encircle the object. The rotation of the motor stops after 

reaching a preset torque value. Deformed springs a and b 

retain a force corresponding to an end of the grasping 

process. This provides a given force effect on the object.  

 
Fig. 3. The constructed anthropomorphic gripper with 

three executive groups of links. 

Fig. 3 shows the constructed anthropomorphic gripper 

with three executive groups of links. The single motor 

provides the movement of the output links. The distal link 

possesses 10.5 N force for the entire length of the 

executive group links of 100 mm. 

4. Conclusion 

The paper proposed a new design an anthropomorphic 

hand with an underactuated gripper. A movement of 

output links of several executive groups of the gripper is 

performed using a single motor. A number of 

implemented flexible links equals to a number of 

executive groups. A shape of an object to be grasped 

determines a resulting motion of executive group links 

and a sequence of their motion. Experimental validation 

confirmed feasibility of the proposed construction of the 

anthropomorphic gripper. 
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Abstract 

As drones navigate through shared airspace, they often encounter other drones, wireless devices, and communication 

systems. This coexistence creates potential sources of interference that can degrade the signal-to-noise ratio (SNR). 

To maintain reliable communication in drone systems, it is crucial to effectively manage and mitigate interference 

from other drones and wireless devices operating on the same frequency bands. By addressing these challenges, we 

can ensure a stable and dependable SNR for seamless communication among drones. This paper sheds light on the 

history of applications and challenges of utilizing flying base stations for wireless networks and analyzes different 

factors that affect signal-to-noise ratio (SNR) to enhance the performance of drone communication. 

Keywords: SNR, UAV, drone, Matlab, IoT 

 

1. Introduction 

Unmanned aerial vehicles (UAVs) are set to play a 

crucial role in the next generation of wireless networks, 

offering a promising solution to meet the ever-increasing 

user demands. Their mobility, flexibility, improved line-

of-sight capabilities, and ability to reach inaccessible 

areas make them ideal candidates to act as aerial base 

stations. Researchers are actively exploring various 

aspects of deploying, analyzing performance, managing 

resources, optimizing trajectories, and modeling channels 

in such networks. This survey article focuses on different 

applications and the algorithms involved in implementing 

aerial base stations, providing a comprehensive review of 

each research area. In summary, this article highlights the 

key applications, challenges, and technology employed in 

the design and analysis of UAVs as base stations. 

In recent years, the widespread adoption of drones 

across various industries and applications has been 

remarkable. From capturing stunning aerial photographs 

to delivering packages, drones have become increasingly 

prevalent. One crucial factor that significantly influences 

the performance and efficiency of drone networks is the 

signal-to-noise ratio. The signal-to-noise ratio represents 

the ratio between the desired signal and unwanted noise 

in a communication system. A high signal-to-noise ratio 

is paramount for clear and reliable communication 

between drones and ground control stations, as well as for 

accurate data transmission [1]. However, achieving a 

high signal-to-noise ratio in drone networks presents 

several challenges [2]. The use of multiple drones 

operating in close proximity can result in interference and 

signal degradation, affecting the overall quality of 

communication. Moreover, the noise generated by the 

drones themselves, commonly referred to as ego-noise, 

can further impact the signal-to-noise ratio. These 

challenges necessitate careful consideration and 

innovative solutions to optimize the signal-to-noise ratio 

in drone networks, ensuring efficient and reliable 

communication between drones and ground control 

stations [3]. The interference experienced by each drone 

at a particular location can be measured by its signal-to-

noise ratio (SNR). The SNR is influenced by multiple 

factors, including the transmission power levels, antenna 

properties, drone altitude, path loss, and the power 

spectral density of the surrounding noise. These variables 

collectively contribute to the observed interference levels 

and play a crucial role in determining the quality of 

communication in drone networks [4]. The altitude at 

which drones fly significantly impacts the signal-to-noise 

ratio in their networks. Higher altitudes result in larger 

distances between the transmitter and receiver, leading to 

a decrease in signal quality. Atmospheric attenuation 

further contributes to signal loss as altitude increases. 

Transmission power levels and antenna characteristics of 

drones also play a vital role in determining signal strength. 

Optimal power levels ensure overcoming noise and 

interference, while antenna properties affect signal 

178



Gershom Phiri, Mastaneh Mokayef, MHD Amen Summakieh, M. K. A Ahamed Khan, Sew Sun Tiang, Wei Hong Lim, Abdul Qayyum 

©The 2024 International Conference on Artificial Life and Robotics (ICAROB2024), J:COM HorutoHall, Oita, Japan, 2024 

coverage and directionality. Lastly, the noise power 

spectral density, originating from various sources, 

introduces background noise that affects the overall 

signal-to-noise ratio. Careful consideration of these 

factors is crucial for maintaining reliable communication 

in drone networks [5], [6], [7]. In [8], they delve into the 

realm of drone-assisted backscatter communication 

within an Internet of Things (IoT) sensor network. Their 

work focuses on developing a framework to evaluate the 

likelihood of ground-based sensor nodes being covered. 

Raja's study in 2021 explores how communication 

propagates between drones and base stations in indoor 

environments, taking into account factors like diffraction, 

frequency, and atmospheric attenuation [9]. While paper 

[10] proposes an innovative multi-UAV communication 

model that prioritizes security. This model employs a 

wireless mesh network and cryptographic techniques to 

ensure efficient and protected communication among 

multiple drones. The study underscores the significance 

of establishing reliable data communication security 

between drones and servers. Collectively, these papers 

offer valuable insights into coverage probability 

assessment, propagation mechanisms, multi-UAV 

coordination, and security measures within the realm of 

drone communication. To aid in understanding the 

communication requirements of UAVs, Table 1 

concisely presents a summary of these requirements. This 

reference table offers a clear and accessible overview of 

the key aspects involved in UAV communication, 

making it easier for readers to grasp the necessary 

information. 

A Comparative Study of the distinctive features of 

drone types are presented in [9], [10], [11] and the 

summary of these results is tabulated in Table 2.

2. Methodology 

2.1. Performance evaluation Through SNR strength 

Unmanned aerial vehicles (UAVs) have gained 

significant popularity, due to their autonomous features, 

versatility, and wide range of applications. In this section, 

we will delve into a detailed evaluation of drone 

performance. Our main focus will revolve around 

analyzing a key metric of the SNR. This metric will be 

used to thoroughly assess and scrutinize the effectiveness 

of drone operations, providing valuable insights into their 

overall efficacy. SNR is commonly expressed in decibels 

and represents the ratio of signal power to noise power. 

An SNR greater than 1:1 (greater than 0 dB) indicates that 

the signal is stronger than the noise. When information is 

transmitted wirelessly from one point to another, it is 

Table 1:  Essential Communication Requirements for 

UAV Systems 

 Data Type  Data Rate  

 

DL 

Synchronization (PSS/SSS)  

N/A Radio control (PDCCH) 

Command and control ( C&C) 60-100 kbps 

 

UL 

Command and Control  (C &C) 60-100 kbps 

Application data Up to 50 

Mbps 

Table 2:  Distinctive Features of Drone Types [11], [12]  

 Micro 

(weight6100g) 

Very Small 

(100g<weight<2kg

) 

Small 

(2kg6weight<25kg) 

Medium 

(25kg6weight6150kg) 

Large (weight>150kg) 

Model Kogan nano 

drone 

Parrot Disco DJI Spreading Wings 

S900 

Scout B-330 UAV 

helicopter 

Predator B 

Illustration A 

16g N/A  

Multi-rotor 

B 

750g 

N/A 

Fixed-wing 

C 

3.3kg 

4.9 kg 

Multi-rotor 

D 

90kg 

50kg 

Multi-rotor 

E 

2223kg 

1700kg 

1700kg 

Multi-rotor 

Weight 16g 750g 3.3kg 90kg 2223gg 

Payload N/A N/A 4.9kg 50kg 1700kg 

Flying 

mechanism 

Multi-rotor Fixed-wing Multi-rotor Multi-rotor Multi-rotor 

Range 50-80 m 2km N/A N/A 1852km 

Altitude N/A N/A N/A 3km 15km 

Flight time 6-8 min 45min 18min 180min 1800min 

Speed N/A 80 km/h 57.6 km/h 100km/h 

(horizontal) 

482km/h 

Power 

supply 

3.7V/160mAh 

Li-battery 

2700mAh/25A 3-

cell 

LiPo Battery 

LiPo Battery (6S, 

10000mAh_15000mAh, 

15C(Min)) 

Gasoline 950-shaft-horsepower 

Turboprop Engine 
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referred to as a data link. In the context of unmanned 

aviation, this wireless transmission is known as a radio 

link or radio modem. The data link enables the exchange 

of information between the aircraft's autopilot and the 

Ground Control Station (GCS). This communication 

involves two distinct links: the uplink, which transmits 

information from the GCS to the aircraft, and the 

downlink, which transmits information from the aircraft 

to the GCS. Eq. (1) is used to calculate the SNR level. 

𝑆𝑁𝑅 (𝑑𝐵) =   𝑃 𝑠𝑖𝑔𝑛𝑎𝑙  (𝑑𝐵) − 𝑃𝑛𝑜𝑖𝑠𝑒  (𝑑𝐵)   (1) 

Where P is the power. The power levels can be 

expressed in decibels per dBm. The range at which a 

drone can fly in relation to a base station is determined by 

the minimum SNR required for the specific application. 

It is important to establish the maximum distance that can 

be achieved while maintaining the desired SNR. During 

flight, the SNR changes as the drone moves through 

different distances, adapting to meet the target SNR. To 

illustrate this relationship, Fig. 1 depicts a simulation 

graph created using MATLAB, showing how the SNR is 

influenced by the distance traveled by the drone. 

 

a. 

 

b. 

Fig. 1 SNR as a function of (a) distance traveled by 

drone, and (b) frequency of operation [13]  

2.2. SNR enhancement methods 

The analysis presented in Fig. 1 provides valuable 

insights into the significance of the signal-to-noise ratio 

(SNR) in determining the quality of output. The observed 

threshold value for SNR is -10 dB; however, to achieve 

optimal output quality, it is recommended to have an 

SNR higher than -20 dB. The graph illustrates a gradual 

decline in signal quality as the range increases, with the 

highest signal quality observed in close proximity to the 

transmitter. Considering the fixed parameters of a 

frequency threshold of 2.4 GHz, a power threshold of 1W, 

and a specific distance, it becomes evident that a stronger 

signal is required at a distance of 1m and a frequency of 

10 MHz, with a transmit power of 1W [11]. This is due 

to the reduced interference from various sources such as 

remote controls, phones, Bluetooth devices, plants, and 

buildings, which tend to degrade the signal quality. As 

the distance between the transmitter and receiver 

increases, the SNR decreases, indicating weaker signal 

quality at longer ranges.  

3. SNR enhancement by Array Gain for Line-of-

Sight Propagation 

SNR enhancement by array gain is a technique used to 

improve the quality and reliability of wireless 

communication in line-of sight propagation scenarios. 

Modern wireless communication systems often 

implement large-scale antenna arrays to take advantage 

of the benefits offered by array gain [14]. To improve the 

SNR level and consequently wireless communication, we 

proposed the use of an array antenna instead of the single 

antenna into the drone side [15], [16]. The SNR is 

calculated and compared for both SISO and SIMO cases 

using Eq. (2) and Eq. (3) respectively. 

𝑆𝑁𝑅𝑠𝑖𝑠𝑜 =
𝑃𝑡𝐺𝑡𝐺𝑟𝜆2

4𝜋𝑑2𝑁0
                                         (2) 

Where 𝑃𝑡 , 𝐺𝑡 , 𝐺𝑟 , and 𝜆  are transmitted power, 

Transmitted gain, Received gain and wavelength of 

transmitted signal respectively. The 𝑑 and 𝑁0 also stands 

for distance between transmitter-receiver, and the noise 

power. 

𝑆𝑁𝑅𝑠𝑖𝑠𝑜 =
𝑃𝑡𝐺𝑡 ∑ 𝐺𝑟𝑖𝜆2

4𝜋𝑑2𝑁0
                                       (3) 

Where 𝐺𝑟𝑖 is the gain of the i-th receiving antenna.  

The result of these calculations has been presented in a 

comparison way showing the energy per bit to noise 

power spectral density ratio. This technique is commonly 

used as a metric to quantify the quality of a 

communication system in terms of the received signal 

power and the noise power affecting the transmission. 
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Fig. 2 Energy per Bit to Noise Power Spectral 

Density Ratio (E/N) Comparison for SISO and 

SIMO Systems 

Due to the LOS communications, the transmitter and 

receiver are in direct communication.  For the ease of 

calculation, a four-element Uniform Linear Array (ULA) 

with half-wavelength spacing, is considered in our 

simulations. The SISO and SIMO channel BER and the 

energy per bit to noise power spectral density ratio is 

depicted in Fig. 2. In a SIMO system, the BER curve 

demonstrates a notable improvement of 6 dB when a 

receive array is utilized. This gain is primarily attributed 

to the coherent nature of the received signals that interact 

with the components of the receive array. As a result, the 

receive array can be strategically oriented towards the 

transmitter, leading to an enhanced Signal-to-Noise Ratio 

(SNR). This phenomenon indicates that the receiver has 

knowledge of the incoming signal path, allowing for 

improved performance in terms of signal quality and 

error rate. The observed gain can be explained by the fact 

that the received signals around the receive array 

components exhibit coherence. This coherence arises due 

to the spatial diversity provided by multiple antennas in 

the receive array. Each antenna captures multiple 

instances of the transmitted signal, with slight variations 

in phase and amplitude. When these signals are combined, 

they undergo constructive interference, leading to an 

increase in the overall received signal power. This 

phenomenon highlights the advantage of utilizing a 

receive array with multiple antennas, as it enables the 

system to effectively capture and utilize the coherent 

signals, resulting in improved signal strength. 

4. Conclusion 

In summary, this research paper emphasizes the 

significant role of Unmanned Aerial Vehicles (UAVs) in 

wireless networks, offering a wide range of applications 

such as aerial base stations, wireless network user 

services, and mobile relays in flying ad-hoc networks. 

Deploying UAV base stations can greatly enhance 

wireless network coverage and power, enabling 

communication in various scenarios, including those 

where the dissemination of public safety information is 

critical. Furthermore, UAVs show promise in supporting 

secure and energy-efficient millimeter-wave 

communications and Internet of Things (IoT) 

communications. When equipped with cellular links, 

drones require secure and low-latency communication 

with ground base stations. The coherent nature of 

received signals through the Single-Input Multiple-

Output (SIMO) receive array presents an opportunity to 

direct the array towards the transmitter, thereby 

increasing the Signal-to-Noise Ratio (SNR). Analysis of 

the Bit Error Rate (BER) curve reveals a gain of 6 dB 

achieved through the utilization of the receive array. This 

gain indicates that the receiver has knowledge of the 

incoming signal path. These findings highlight the 

advantages of incorporating UAVs into wireless 

networks, showcasing their potential to enhance coverage, 

power, and communication capabilities. The ability to 

steer the receive array towards the transmitter, coupled 

with the coherent nature of received signals, contributes 

to improved SNR and overall system performance. 

Future research can focus on optimizing UAV 

deployments, refining beamforming techniques, and 

exploring additional applications where UAVs can be 

effectively utilized in wireless networks. By harnessing 

the capabilities of UAVs in these contexts, advancements 

can be made towards more secure, reliable, and efficient 

wireless communication systems. 
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Abstract 

In this research, we have developed a prototype that aims to improve the weekly shopping experience for senior 

citizens. Our system tracks the movements of elderly individuals, eliminating the need for them to exert physical force 

in pushing or pulling the shopping trolley. To achieve this, we utilize a combination of sensors, including a gyroscope 

and magnetometer, to estimate the user's walking distance and direction. Additionally, we employ WiFi fingerprinting 

to accurately determine the user's position. Our experiments have yielded satisfactory results in terms of tracking 

accuracy and the overall functionality of the system. By addressing the specific challenges faced by senior citizens 

during the routine and essential process of grocery shopping, our smart shopping trolley concept seeks to enhance 

their experience. Through the integration of tracking technology and sensor-based solutions, we aim to make shopping 

more convenient and comfortable for elderly individuals. The positive outcomes observed in our experiments validate 

the effectiveness and feasibility of this approach. 

Keywords: smart shopping trolley, elderly citizen, smart phone, UML 

 

1. Introduction 

Senior citizens often encounter challenges when it 

comes to shopping, particularly in the case of grocery 

shopping. While there are options available such as 

helpers or online shopping, many elderly individuals 

prefer to do their own shopping but still require assistance 

in carrying their bags back home. The advancement of 

technology has sparked interest in integrating different 

systems, resulting in the rise of the Internet of Things 

(IoT) and its widespread use in wireless communication. 

The term "smart" has become increasingly common in 

various electronic devices and technologies, such as 

smartphones, smart cars, smartwatches, and even smart 

homes. In line with this trend, the concepts of "smart 

shopping" and "smart trolleys" have emerged to provide 

valuable support to senior citizens. Smart trolleys often 

incorporate Radio Frequency Identification (RFID) 

technology, enabling products to be scanned as they are 

placed in the trolley. By utilizing ZIGBEE 

communication, the collected data can be transmitted to 

the counter, reducing the time spent waiting in queues. 

Moreover, the use of RFID technology in smart trolleys 

can enhance security by facilitating cashless transactions.  

Additionally, the successful integration of purchased 

items, payment systems, and data collection relies on the 

implementation of IoT standards. This ensures smooth 

connectivity and compatibility among the various 

components involved in the shopping process. The 

Internet of Things (IoT) field is experiencing rapid 

growth in the world of wireless telecommunications [1]. 

Its purpose is to enable computers to interact with their 

surroundings and access information about devices and 

objects without the need for direct human involvement 

[2]. According to a report [3], IoT is characterized by 

moderate data transmission rates, affordability, and 

operates within the frequency range of 100MHz to 

5.8GHz. This advancement in wireless technology offers 

users a flexible and cost-effective means of 

communication.  A recent report [4], [5] suggests that by 

the year 2020, around 50 billion devices will be 
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connected to the internet, opening up a plethora of 

functionalities. There is a rising demand for technology 

and a growing need for convenient shopping experiences, 

which has spurred increased research efforts in the 

development of smart shopping concepts. These trolleys 

are equipped with core functionalities such as following 

the user, navigating through the shopping paths, and 

avoiding collisions with obstacles. This technology aims 

to eliminate the physical strain and difficulties that 

elderly individuals often face while shopping, resulting in 

a more comfortable and enjoyable experience. 

Advancements in autonomous navigation have been a 

key focus in the development of smart shopping trolleys. 

Researchers have been exploring various approaches to 

enable autonomous navigation for smart shopping 

trolleys. For example, a new automated smart cart system 

for modern shopping centers was presented, along with 

Android application-controlled approaches [1]. These 

advancements in autonomous navigation provide the 

trolleys with the ability to move independently, allowing 

elderly individuals to navigate the store without physical 

exertion. The implementation of smart shopping trolleys 

for elderly care holds several key advancements and 

benefits. Other recent reports in [6], [7] describe a smart 

trolley system for mega malls that uses a microcontroller. 

It allows customers to automatically scan products with a 

barcode scanner and see running totals on an LCD display, 

without needing to queue for checkout.  

In this paper, the novel smart shopping trolley has been 

introduced. The proposed smart trolley is designed to 

avoid the pushing the typical shopping trolley. It is also 

designed to follow the user to ease of the controlling 

process for the user. 

2. Hardware Interfaces 

The smart shopping trolley designed specifically for 

elderly care integrates various essential components to 

improve its functionality and user-friendliness. These 

components are crucial in creating a smooth and 

convenient shopping experience for elderly individuals. 

The following are the components utilized in this project: 

2.1. Micro Controller Unit (NodeMCU) 

The NodeMCU micro-controller is used in this project 

as the main controller which has the integrated WiFi 

module. NodeMCU is an open source Lua based 

firmware for the ESP8266 WiFi SOC from Espressif and 

uses an on-module flash-based SPIFFS file system. 

NodeMCU is implemented in C that ease the use of this 

component in IoT based projects. 

2.2. DC motor 

A utilized DC motor would have only two terminals. 

Since these terminals are connected together only 

through a coil, they do not have a polarity. Revering the 

connection will only reverse the direction of the motor. 

2.3. Inertial gyro sensor 

      In our proposed design, we have included a special 

sensor called a gyroscope to help us keep track of how 

something is rotating. This sensor is pretty clever because 

it also has a built-in accelerometer, which measures how 

fast something is moving in a straight line. So, while the 

accelerometer tells us about the linear movement of the 

user, the gyroscope tells us about the angular rotation. By 

combining these two sets of information, we can 

accurately detect and understand how the user is moving. 

Another great thing about this sensor is that it's small and 

doesn't cost too much, which makes it a perfect fit for our 

project. We wanted to make sure we chose components 

that are both effective and affordable.  

2.4. H-Bridge dual motor controller L298N 

In order to control the rotation direction of the motor, 

the current flow through the motor must be inverted. The 

most common method of doing that is by using an H-

Bridge circuit. An H-Bridge circuit contains four 

switching elements, transistors or MOSFETs, with the 

motor at the center forming an H-like configuration. By 

activating two switches at the same time, the direction of 

the current flow and as a result the rotation direction of 

the motor will be changed. In this project, the L298N is 

used as a dual H-Bridge motor driver which allows speed 

and direction control of two DC motors at the same time. 

3. Design and fabrication 

In the world of shopping trolleys, we've seen various 

types introduced over the years. However, our project 

takes things a step further with the development of a 

smart shopping trolley that brings convenience to a whole 

new level. Imagine being able to control your shopping 

trolley using your smartphone, thanks to Wi-Fi 

technology. Through a real-time Wi-Fi connection 

between the trolley's micro-controller and your 

smartphone, you can effortlessly guide the trolley to your 

desired destination. All it takes is a few taps on a 

dedicated app installed on your smartphone to send 

commands to the micro-controller via the Wi-Fi signal. 

It's like having a personal assistant for your shopping 

needs. 

But convenience isn't the only thing we focused on. We 

also wanted to ensure the safety of both the user and the 

trolley. That's why we integrated an ultrasonic sensor 

right at the front of the trolley. This little hero plays a 

crucial role in preventing accidents and damage caused 

by sudden stops or collisions. It works by emitting sound 

waves and then listening for the echoes that bounce back. 

By analyzing the time it takes for the sound waves to 

travel and return, the ultrasonic sensor can accurately 
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measure the distance between the trolley and any 

obstacles in its path. This allows the trolley to adjust its 

movement and avoid potential collisions by utilizing the 

signals it sends and receives. So, in a nutshell, our smart 

shopping trolley combines the convenience of 

smartphone-controlled Wi-Fi technology with the added 

peace of mind provided by the ultrasonic sensor. With 

this integration, we aim to enhance your shopping 

experience by giving you seamless control and ensuring 

a safe journey through the store, effortlessly avoiding 

obstacles along the way. It's like having a reliable 

shopping companion right by your side. The operation of 

ultrasonic sensor has been shown in Fig. 1. 

 
Fig.1 Obstacle detection via ultrasonic sensor 

 

     To establish the necessary connections for the 

ultrasonic sensor in the trolley, we connect the VCC 

(power supply) and GND (ground) pins to a 5V power 

source. Additionally, the trigger input (Trig) pin is linked 

to a digital output, while the echo (Echo) pin is connected 

to a digital input on the trolley's microcontroller. 

 

To accurately measure the distance between the trolley 

and an obstacle, we employ a technique that involves 

pulsing the trigger pin to a high level for approximately 

10 microseconds. After that, we wait for a high-level 

signal on the echo pin. The duration of this high-level 

signal corresponds to the time it takes for the ultrasonic 

sound to travel to the obstacle and back. By analyzing the 

response time and duration, we can determine the 

proximity of the trolley to the obstacle. This allows for 

precise distance measurement and enables the trolley to 

effectively detect and avoid obstacles. The distance can 

be calculated as follows: 

 

Distance= Time×Speed=time×0.034cm/µs     (1) 

 

As sound travels at approximately 340 meters per second. 

This corresponds to about 29.41 μs. 

 

The circuit design has been shown in Fig. 2. As shown in 

this figure, the MCU, ultrasonic sensor, two motors and 

motor controller are connected together as the main 

components of our proposed design. 

 
Fig.2 Circuit design for the proposed trolley 

The Node MCU, known for its energy efficiency and 

16-bit RSIC, is utilized as a controller because of its 

integrated ESP-12 and convenient WiFi module, which 

streamline the control process. The ESP-12 incorporates 

a CPU clock speed of 80MHz, with the ability to reach a 

maximum value of 160MHz. The L298N motor 

controller is employed to connect the DC motors to the 

microcontroller. Both the microcontroller and L298N 

motor controller are powered by a 9V battery in parallel. 

The controller has been programmed to define the 

movements of the trolley, as outlined in Table 1. 

Table 1. The motor movement instruction 

 

Movemen

t 

Left 

motor 

forwar

d 

 

Left 

motor 

backwar

d 

Right 

motor 

forwar

d 

Right 

motor 

backwar

d 

Forward High Low High Off 

Backward Low High Low High 

Left - - High Low 

Right High Low - - 

The controlling instructions are sent to the 

microcontroller through the app created by MIT app 

inventor. The block function of the created app is shown 

in Fig. 3. 
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Fig.3 The controlling function block of the app 

The fabrication of our proposed prototype is shown in 

Fig. 4. 

 
Fig.4 The fabricated prototype 

4. Conclusion and Future Work 

   In conclusion, we have successfully designed, 

fabricated, and tested a smart shopping trolley 

specifically tailored for elderly care. The results have 

been highly satisfactory, indicating the effectiveness of 

our proposed solution. By implementing advanced 

technology, our smart trolley is designed to recognize the 

movement patterns of elderly users and autonomously 

follow them. This eliminates the need for users to exert 

physical effort in pushing or pulling the trolley, providing 

a more convenient and comfortable shopping experience. 

Looking ahead, there is potential for further improvement 

and expansion of our smart shopping trolley. One 

possible avenue for future work is the integration of GPS 

technology. By incorporating GPS, the trolley can 

accurately determine its indoor and outdoor location, 

allowing users to easily navigate and even return the 

trolley to its designated location rather than being limited 

to indoor use only. This enhancement would offer even 

greater convenience and flexibility to the users, making 

their shopping trips more efficient and enjoyable. In 

summary, our smart shopping trolley for elderly care has 

shown promising results, offering a user-friendly and 

assistance-driven approach to shopping. The inclusion of 

GPS technology in future iterations has the potential to 

further enhance the functionality and versatility of the 

trolley, providing an improved and seamless shopping 

experience for elderly individuals. 
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Abstract 

This research work presents the development of an Ultra-Wideband (UWB) microstrip patch antenna (MPA) with the 

specific purpose of tissue characterization. The antenna was carefully designed and simulated to operate within a 

frequency range of 4.8 to 6.9 GHz, optimized for its intended application. To ensure the best performance, a series of 

simulations and comparisons were conducted using CST Microwave Studio. Various antenna shapes were tested and 

evaluated to determine the most effective design. The results of these simulations were highly promising, as they 

revealed a simulated return loss (𝑆11) of -33dB. This indicates excellent performance and demonstrates the suitability 

and acceptability of the proposed antenna for medical imaging such as breast imaging, tumor detection, or monitoring 

physiological changes. 

Keywords: Microstrip antenna, medical imaging, UWB, CST 

 

1. Introduction 

In recent years, the use of microstrip antennas in 

medical imaging has attracted significant attention. These 

antennas have demonstrated immense potential in 

delivering high-resolution images and precise 

measurements in various medical imaging techniques 

like magnetic resonance imaging and positron emission 

tomography. According to Shimu et al., microstrip patch 

antennas have found wide-ranging applications in the 

medical field, as well as in other industries [1]. Microstrip 

antennas offer several advantages that make them well-

suited for medical imaging applications. Firstly, 

microstrip antennas have a small size and low profile, 

which makes them ideal for integration into medical 

devices and equipment. Their lightweight nature allows 

for easy customization to meet specific requirements. 

Additionally, microstrip antennas can be designed with 

wide bandwidths, enabling the transmission and 

reception of diverse frequencies. Microstrip patch 

antennas also provide high gain and low return loss, 

ensuring efficient signal transmission and reception [1, 2]. 

Another advantage of microstrip patch antennas in 

medical imaging lies in their robust design and 

fabrication. These antennas are known for their durability 

and reliability, which are crucial factors in medical 

imaging where accuracy and consistency are of 

paramount importance. Furthermore, microstrip antennas 

exhibit excellent radiation characteristics, including low 

cross-polarization and high directivity. These 

characteristics are particularly valuable in medical 

imaging, as they contribute to clearer and more accurate 

imaging results. With these advantages, microstrip 

antennas have the potential to revolutionize medical 

imaging by providing high-quality images with improved 

resolution and accuracy. However, it is important to 

address the limitations associated with microstrip 

antennas in order to fully harness their potential in 

medical imaging. 

One limitation of microstrip antennas is their narrow 

bandwidth, which restricts the range of frequencies that 

can be transmitted or received. Researchers are actively 

exploring different techniques, such as adding additional 

resonant elements or using multiband designs, to increase 

the bandwidth of microstrip antennas. Additionally, 

microstrip antennas often have relatively low gain 

compared to other types of antennas [3]. To address this, 

researchers are investigating techniques such as 

designing stacked or array configurations to enhance the 

gain of microstrip antennas. Impedance matching is 

another issue that microstrip antennas face, leading to 

signal degradation. Researchers are focusing on 

improving the manufacturing process and developing 

advanced impedance-matching techniques, such as using 

matching networks or adding dielectric layers, to 

optimize impedance matching and improve overall 

performance. Furthermore, efforts are being made to 

enhance the polarization characteristics of microstrip 

antennas, as certain imaging techniques require specific 
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polarization orientations for optimal image quality. 

Researchers are exploring various polarization 

techniques, such as circularly polarized microstrip 

antennas or the use of metasurfaces, to control the 

polarization of the antenna [4]. The study in [1] presents 

the design, fabrication, and analysis of a compact 

microstrip patch antenna operating in the Industrial, 

Scientific, and Medical (ISM) frequency range of 2.4-2.5 

GHz for medical applications. To investigate the 

performance of this antenna structure through 

simulations, the high-frequency structure simulator 

(ANSYS HFSS) and Advanced Design System (ADS) 

has been used. Moreover, to measure the level of 

electromagnetic waves absorbed by the human head 

model the specific absorption rate (SAR) is simulated at 

different positions. A 2.45 GHz Rectangular Patch 

Microstrip Antenna (RMSA) was designed and analyzed 

for breast cancer detection in [5], using an insect feed 

technique for impedance matching. Simulations showed 

the RMSA had a VSWR<2 bandwidth of 70 MHz (2.8% 

of operating frequency), resonating at 2.45 GHz. Results 

indicate the RMSA outperforms existing designs, making 

it a promising option for improved breast tumor detection. 

While in [7, 8] a low-cost microstrip patch antenna was 

developed specifically for microwave imaging (MWI) 

applications across a wideband frequency range. The 

antenna design incorporates an artificial magnetic 

conductor (AMC) to enhance its performance. Computer 

simulations using CST demonstrated that the presence of 

the AMC significantly improved the frequency 

selectivity at 8.6 GHz, resulting in a peak realized gain of 

9.90443 dBi (simulated) and 10.61 dBi (measured). To 

validate the simulation results, the proposed microstrip 

antenna was fabricated and experimentally tested.  

2. Antenna Structure 

In this paper, we introduce a newly proposed Ultra-

Wideband microstrip antenna and provide an overview of 

its structure. The decision to utilize an FR-4 substrate is 

driven by its cost-effectiveness and wide accessibility in 

the market. The simplicity and convenience of 

implementing FR-4 as a substrate make it an ideal choice 

for the design of our antenna. In the upcoming sections, 

we will delve into the fabrication process and design 

specifics of the microstrip antenna, emphasizing its 

potential for Ultra-Wideband applications. 

As depicted in Fig. 1, the antenna is mounted on the FR-

4 substrate including the main and sub-fluidline for the 

impedance matching purpose. The detailed dimensions of 

the design can be found in Table 1. 

 

 

Fig.1 Front View of the Proposed Antenna 

 

 

3. Results and Discussion 

3.1. Accuracy of numerical integration 

As defined in [4], the UWB has a bandwidth of greater 

than 500MHz and an operating frequency of between 

3.1GHz and 10.6GHz. The return loss threshold of -10dB 

has been defined in [5]. A simulation of return loss 𝑆11 is 

shown in Fig. 2. 

Table 1. Antenna Dimensions 

Area Parameter Dimensions (mm) 

PATCH 

(copper) 

Width 10 

Length 13 

a 2 

b 9 

c 0.5 

d 5 

Thickness 0.035 

FEED LINE 

(FL) 

(copper) 

Width 0.6 

Length 8 

Thickness 0.035 

MAIN LINE 

(ML) 

(copper) 

Width 2 

Length 4 

Thickness 0.035 

SUBSTRATE 

(FR-4) 

Width 28 

Length 29 

Thickness 1.6 

GROUND 

(copper) 

Width 28 

Length 10.5 

Thickness 0.035 
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Fig.2 Return Loss of the Proposed Antenna 

 

The simulation and expected results match well. The 

threshold is pointed at -10dB, so the bandwidth is 2.1GHz, 

in agreement with the 500MHz minimum required by 

UWB. Furthermore, the resonance frequency is 5.8GHz. 

This one is great, the signal propagation characteristics at 

5.8GHz in free space are similar in rainy conditions. This 

issue is important to consider in tropical climates such as 

Malaysia [6]. The radiation pattern of the proposed 

antenna is illustrated in Fig. 3. 

  

 

Fig. 3 Antenna’s radiation pattern 

As shown in Fig. 3, the main lobe magnitude is 1.68 dBi 

and the main lobe direction of 179 deg has been obtained. 

The Angular width (3dB) of 94.8 degrees and the side 

lobe level of-1.7 dB has been obtained. Finally, the 

results of the VSWR simulation are given in Fig. 4. 

 

 

Fig. 4. Simulation of VSWR 

The acceptable range of Voltage Standing Wave Radio 

(VSWR) is under 2V. So the acceptable frequency of 

between 4.7 and 7 GHz are the acceptable range which 

matches well with the previous results obtained in the 

operating frequency from 4.8 to 6.9 GHz. 

4. Conclusion 

In conclusion, this project successfully proposed an 

Ultra-wideband (UWB) microstrip patch antenna (MPA) 

using an FR-4 substrate. The achieved return loss of -

33dB at a resonance frequency of 5.8GHz demonstrates 

the effectiveness of the antenna design. With dimensions 

of 29×28mm, this antenna offers a cost-effective, user-

friendly, and portable solution for various applications, 

particularly in breast cancer detection. Through 

meticulous design and simulation using CST Microwave 

Studio, the antenna was optimized to operate within the 

desired frequency range of 4.8 to 6.9 GHz. The extensive 

simulations and comparisons performed confirmed the 

superior performance of the proposed design. The 

obtained results, including the impressive return loss of -

33dB, highlight the antenna's suitability for medical 

imaging, such as breast imaging, tumor detection, or 

monitoring physiological changes. 

References 

1. Alhuwaidi, Sadiq, and Tanghid Rashid. "A novel compact 

wearable microstrip patch antenna for medical 

applications." 2020 International Conference on 

Communications, Signal Processing, and their 

Applications (ICCSPA). IEEE, 2021. 

2. Borkar, Nishant Madhukar and P. K. Parlewar. “Antennas 

in Medical Applications.” 2021 IEEE Indian Conference 

on Antennas and Propagation (InCAP) (2021): 152-154. 

3. S. Alhuwaidi and T. Rashid, "A Novel Compact Wearable 

Microstrip Patch Antenna for Medical Applications," 2020 

International Conference on Communications, Signal 

Processing, and their Applications (ICCSPA), Sharjah, 

United Arab Emirates, 2021, pp. 1-6, doi: 

10.1109/ICCSPA49915.2021.9385726. 

4. Khalily, Mohsen, et al. "A new wideband circularly 

polarized dielectric resonator antenna." Radioengineering 

23.1 (2014): 175-180. 

5. SM, Asha Banu, and Niresh Kumar. "Design of Microstrip 

Patch Antenna for the Detection of Malignant Tumor." 

190



M. Mokayef et al. 

©The 2024 International Conference on Artificial Life and Robotics (ICAROB2024), J:COM HorutoHall, Oita, Japan, 2024 

2022 4th International Conference on Inventive Research 

in Computing Applications (ICIRCA). IEEE, 2022. 

6. Ahmed, M. Firoz, and Md Hasnat Kabir. "Multislot 

Rectangular Microstrip Patch Antenna Design to Detect 

Breast Cancer." ECS Transactions 107.1 (2022): 10721. 

7. Summakieh, MHD Amen, and Mastaneh Mokayef. 

"Single wideband microstrip patch antenna for 5G wireless 

communication application." Journal of Electrical 

andElectronics Engineering (IJR DO) Volume-1, Issue-4, 

Paper-2 (2016). 

8. Hamza, Musa N., et al. "Low-Cost Antenna-Array-Based 

Metamaterials for Non-Invasive Early-Stage Breast Tumor 

Detection in the Human Body." Biosensors 12.10 (2022): 

828. 

 

Authors Introduction 

 
Dr. Mastaneh Mokayef  

She has received her PhD from 

Wireless Communication Centre 

Faculty of Electrical Engineering in 

University Technology Malaysia 

(UTM) in 2014. She has also 

obtained her master’s degree from 

the faculty of engineering in 2009 

from the University Technology 

Malaysia. She is a member of Board 

of Engineers Malaysia (BEM) since 

2017, She has been working in UCSI University, Malaysia, 

since 2015 in which she currently serves as an Assistant 

Professor in the Faculty of Engineering and Built 

Environment (FETBE). Her research interests include: 

Wireless communications, spectrum sharing method, 

spectrum management, cellular communication systems 

and Antenna design. To date, he has been awarded with the 

qualifications of a Chartered Engineer (C.Eng.) from U.K. 

Engineering Council. 
 

 

Mr. MHD Amen Summakieh 

He received the B.Eng. degree 

(Hons.) in communication and 

electronics engineering from UCSI 

University, Malaysia, in 2016, and 

the M.Eng.Sc. degree from 

Multimedia University, Malaysia, in 

2020. His research interests include 

heterogeneous LTE-advanced 

cellular networks, user association, 

metaheuristic algorithms, and antennas design. 
 

 
Dr. M. KA. Ahamed Khan  

He completed his undergraduate 

degree in Electronics and 

Communication Engineering and 

postgraduate degree in Electronics 

and Control Engineering in India. 

Additionally, he obtained an 

advanced diploma in Power 

Electronics and Drives from Lucas-

Nuelle in Germany in 2002, and a 

Diploma in Drives and Controls from Woo Sun in Korea 

in 2014. He pursued a PhD in Robotics, Power Electronics, 

and Controls in the United States and holds certifications 

as a Professional Engineer (PEng) in the USA and a 

Chartered Engineer (CEng) in the UK. He is a Senior 

member of the IEEE in the USA and a member of MIET 

in the UK. 

 
Dr. Sew Sun Tiang 

She is an Assistant Professor in 

Faculty of Engineering at UCSI 

University in Malaysia. She received 

her PhD in Electrical and Electronic 

Engineering from Universiti Sains 

Malaysia in 2014. Her research 

interests are optimization and antenna 

design.  

 

 

 
Dr. Wei Hong Lim 

He is an Assistant Professor in 

Faculty of Engineering at UCSI 

University in Malaysia. He received 

his PhD in Computational 

Intelligence from Universiti Sains 

Malaysia in 2014. His research 

interests are optimization and 

artificial intelligence. 

 
 

 

  

191



Optimized Microstrip Slot UWB 

©The 2024 International Conference on Artificial Life and Robotics (ICAROB2024), J:COM HorutoHall, Oita, Japan, 2024 

 
Dr. Abdul Qayyum 

He did his PhD in Electrical and 

Electronics Engineering from 

Universiti Teknologi PETRONAS, 

Malaysia 2018. He developed deep 

learning based algorithms for depth 

estimation of vegetation, trees near 

power lines for Tenaga Nasional 

Berhad (TNB) and Sabah Electric 

Supply Berhad (SESB) under the 

ministry of Green , Water and Technology (KeTTHA) 

Malaysia. He also developed a prototype for Vital signs 

(heart rate, breathing rate, Sp02) estimation and 

assessment of stroke and Arterial fibrillation (AF) using 

face video analytic based on deep leaning models. Earlier, 

he had completed his bachelor’s in computer engineering 

and Master in Electronic Engineering from Pakistan. 

Besides, he gained one-year industrial experience while 

working as a BSS engineer for Huawei, Pakistan. He had 

also taught several courses under electrical, specifically, 

signal processing domain for 7 years in various public and 

private universities in Pakistan. He was working as a 

research scientist in CISIR, UTP for less than one year and 

was developed deep learning algorithms for brain signal 

(EEG) classification and reconstruction, remote sensing 

image segmentation and biomedical image analysis. He is 

associated with burgundy university France as a Post Doc 

researcher and working on the cardiac MRI images using 

deep learning approach. He is also working as a consultant 

in various projects involving deep learning models in Big 

Data, Vital Sign Estimation, IoT and BCI applications. 

Currently he is associated with National Heart and Lung 

Institute, Imperial College London, UK. 
 

 

 

192

Powered by TCPDF (www.tcpdf.org)

http://www.tcpdf.org


 

©The 2024 International Conference on Artificial Life and Robotics (ICAROB2024), J:COM HorutoHall, Oita, Japan, 2024 

Development of an Innovative Undergraduate Industrial Automation and Robotics Degree 

Program 

M. K. A. Ahamed Khan
1*

, Mastaneh Mokayef
1
, Ridzuan, A1, Irraivan Elamvazuthi

2
, Badli Shah Yusoff

3
, Abu Hassan Darusman

3 
 

1UCSI University, Faculty of Engineering, Taman Connaught, 56000 Malayisa 

*Email: Mohamedkhan@ucsiuniversity.edu.my 

 
2University Technology Petronos, Faculty of Engineering, Malaysia 

3NIKL Malaysia France Institute, Malaysia 

 

 

Abstract 

In recent years, the need for integrated engineering courses has increased. Due to its multidisciplinary nature, 

Industrial Automation and Robotics degree course is an ideal example of curriculum integration. This paper discusses 

several issues such as course offerings, topical content, student profile, student performance and other pertinent 

matters  related to the recent development of an Industrial Automation and Robotics undergraduate degree programme 

at the University of Kuala Lumpur, Malaysia. 

Keywords: Industrial Automation, Robotics, Curriculum Development, Undergraduate 

 

1. Introduction 

Industrial Automation and Robotics is a 

multidisciplinary science that encompasses the areas of 

computer science, mathematics, physics, mechanical 

engineering, industrial engineering, electrical 

engineering, computer engineering, materials science, 

and manufacturing engineering among others. It provides 

an opportunity to break the barriers between all these 

disciplines in a single course and it offers an excellent 

example of multidisciplinary integration for engineering 

students. In recent years, several institutions, following 

the lead of the robot-building course at the Massachusetts 

Institute of Technology [1], now offer robot building 

classes and laboratories. Some graduate level courses in 

Artificial Intelligence also rely on robot building 

techniques to illustrate general concepts of decision-

making and machine intelligence [2], [3]. 

In Malaysia colleges, public and private universities 

offer many programs which lead to the degree of 

Bachelor of Engineering and Bachelor of Engineering 

Technology. These programmes range in topics from 

Electrical, Mechanical, Chemical, etc. With increasing 

frequency, employers are requiring employees in their 

engineering or technical staff to have multi-skills. 

Naturally, aspiring employees want to take-up inter-

disciplinary courses to enhance their marketability. To 

help meet these desires, a new degree was developed by 

University Kuala Lumpur with the first batch of students 

enrolled in July 2002.  

2. Planning Process 

A number of authors have considered the broad issues 

associated with current and future trends in 

multidisciplinary engineering education [4], [5]. It is 

clear that there is no one correct curricula or approach to 

treating multidisciplinary engineering education. Rather, 

one must take into careful consideration the regional 

employment demands, as well as the preparation 

necessary for graduate study. It is necessary to practice 

careful discernment regarding the rapid technological 

fluctuations that are prevalent today. Specifically, 

industry can be expected to make regular demands of 

undergraduate preparation to meet their perceived needs 

[6], [7], [8]. Sometimes these expectations will provide 

valuable insights into changing career paths, and at other 

times the demands will be inappropriate, and best 

understood as related to the “tools and toys” of the trade. 

Engineering students must have a fundamental concept 

base which allows agility and flexibility, for if a program 

is too specialised, the range of opportunities available for 

graduates will be compromised. In the course of 

investigating the content and structure of a new program 

to address the design and development of the ‘industrial 

automation and robotics’ programme, it became clear that 

close ties to the fundamental disciplines associated with 

electrical engineering was critical. The wide variety of 

distributed sensors, their associated electronic interfaces, 

the large-scale control systems, and the extreme 

environments within which they operate require careful 

treatment of analog and digital electronic circuit design, 

communication and control theory, mathematics, and 

physics. These topics traditionally constitute the core of 

the electrical engineering discipline [9], [10]. 

A curriculum planning process is necessary to 

investigate the individual program topics, their 

relationships, and the pedagogy necessary to present 

them in an integrated fashion at an undergraduate level. 

We utilised two methods of inquiry to meet these goals. 

The first method of inquiry was based on a series of 
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formal meetings (both group and individual) with 

representatives drawn from our industrial partners and 

industrial advisory board. This varied group of people has 

been asked to consider their educational needs (industrial 

automation and robotics) based on the large and clearly 

identified trends in their industries. The second method 

involved the exploration of the substantial educational 

literature available including such publications as the 

IEEE Transactions on Education and the Journal of 

Engineering Education. At the end of the planning period, 

the following outcomes were generated: 

• a compilation of the topical content for courses, 

particularly for topics that are new in the sense 

that they address emerging technologies and 

hence are non-traditional; 

• a prioritisation of the topics since covering 

everything may not be feasible; 

• a list of courses and their appropriate hierarchy 

in the curriculum; 

• an identification of the necessary technologies 

that would be needed to offer this new 

curriculum so that appropriate acquisition of 

laboratory equipment could be addressed and 

the attendant facilities set up; and 

• a time-bound roadmap for introducing the new 

curriculum 

3. The Development of Bachelor of Engineering 

Technology Programme 

The development of Bachelor of Engineering 

Technology Programme in Industrial Automation and 

Robotics Technology (IART) will discussed in the 

following paras. Once admitted into IART degree 

programme, the student takes a minimum of 120 semester 

credit hours of coursework (over 8 semesters) divided 

among four general categories of classes. The four areas 

are general studies, management, technical and industri 

training (INTRA) as shown in Table 1, where CH is the 

credit hours and TCH is the total credit hours. 

 

From Table 1, it can also be seen that the general studies 

is composed of 20.32%, management 12.19%, technical 

62.61% and INTRA 4.88%. The total credits hours is 123.                              

It is important to note that the department responsible for 

the technical concentration areas have specified the 

courses for each IART core area. Since concentration 

areas are attached to individual academic departments 

such department of automation, electrical and mechanical, 

this allows the individual departments a great deal of 

flexibility. There are currently 3 different technical 

concentrations available for the IART student, i.e., 

automation, electrical and mechanical. 

Various subjects are offered in the 8 semesters. As an 

example, some of the subjects offered in semester 1 is 

shown in Table 2. 

Table 1:  Subject Distribution of IART 

NO CATEOGORY SUBJECTS CH %  TCH % 

1 General LAN 9 7.31  

25 

 

20.32 

  English 6 4.88 

  French 2 1.63 

  Mathematics 8 6.50 

2 Management Unikl 4 3.25 15 12.19 

  Mfi 11 8.94 

3 Technical Automation 32 26.02  

77 

 

62.61 
  Electrical 32 26.02 

  Mechanical 13 10.57 

4 Intra Intra 6 4.88 06 4.88 

 TOTAL CREDITS HOURS 123  123 100% 
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From Table 2, it can seen that the subjects offered in 

semester 1 are ‘Introduction to Automation’, Engineering 

Drawing, Electrical Fundamental, Safety Management, 

Bahasa Malaysia, Islamic (Moral) Studies’, 

‘Mathematics I’ and ‘Statics and Dynamics’. As an 

example, looking at ‘Introduction to Automation’, it can 

noted that it is 2 credits hours subject where the number 

of contact hours between the lecturers and students are 3 

hours which is divided as 1 hour for lecture and 2 hours 

for practical. In one semester, 54 hours is allocated for 

this subject. A total of 396 ‘contact hours’ takes place 

between the lecturers and students. 

To look at the topical contents of the subjects offered, 

an example of a typical higher level subject is discussed 

below. The title of the subject title is known as ‘Robotics 

I’. It is offered as a 3 credit hour core subject. Its main 

objective is to provide senior undergraduate students with 

broad knowledge on robots. The class consists of two and 

a half hours of lecture and tutorial, and a three-hour 

laboratory session weekly. The lecture and tutorial 

portion is used to teach fundamentals of robotics while 

the laboratory portion teaches ‘hands on’ robot 

programming techniques. The course is concerned with 

“classical” Robotics, which covers geometric models of 

robot manipulators, kinematics, dynamics, control, and 

path planning. Many excellent textbooks in this area are 

available. The authors have used and particularly 

recommends the texts by John J. Craig [6] or P. J. 

McKerrow [7]. 

The course contents are listed below: 

• Review of Mathematical concepts. This part is a 

review and an introduction to trigonometric 

functions, vectors and matrices, and geometric 

transforms such as translations and rotations of 

objects in space. The use of Matlab in solving 

numerical problems is examined through lecture 

examples and homework assignments. 

• Kinematics of robot manipulators. The use of 

the Denavit-Hartenberg model for robot 

manipulators is introduced and the study of 

direct and inverse kinematics is presented. 

• Robot path planning and generation. Student are 

taught to use cubic splines to determine a path 

for the robot between two end points. 

• Dynamics and Control of a Two-link robot. The 

students are introduced to the concepts of 

Newton-Euler dynamics only in the case of a 

two-link robot. Classical joint-position and 

velocity control is also examined without 

delving too deeply into this subject. 

• Robot Manipulator Programming. A six-axis 

industrial robot, ABB and Staubli provides 

students with a test bed for robot manipulator 

programming. As a laboratory exercise, students 

program the ABB and Staubli, for a pick and 

place task or a simple assembly task. 

4. Student Data 

This section is divided into three sections, i.e., student 

profile in first section which encompasses the student 

intake and graduation, whilst the second section covers 

the student performance and the third section discusses 

about student employment. 

4.1 Student Profile 

The student profile which encompasses the student 

intake and graduation is given in Table 3. 

 

Table 2: Subjects of 1st Semester 

No  Code Subjects 
Credit 

Hours 

No. of Hrs 

Per Week 
LEC TD P 

No of Hrs 

Per Sem 

1 AUT 3412 Introduction to Automation 2 3 1   2 54 

2 FDE 3012 Engg. Drawing 2 3 2     54 

3 ELE 3112 Electrical Fundamental 2 3 1   2 54 

4 INM 3012 Safety Management 2 2 2     36 

5 LAN 1002 Bahasa Malaysia 3 3 3     54 

6 LAN 1004 Islamic (or Moral) Studies 3 3 3     54 

7 MAT 3112 Mathematics 1 2 3 1 1.5   45 

8 MAA 3012 Static and Dynamics 2 2.5 1 1.5   45 

   18 22 14 3 4 396 

Table 3: Student Profile 

Intake  M F TOTAL 

Batch July 2002 40 18 58 

Batch July 2003 19 4 23 

    

Final Semester M F TOTAL 

Batch July 2002 31 13 44 

Batch July 2003 12 3 15 

    

Graduate M F TOTAL 

Batch July 2002 30 11 41 

Batch July 2003 12 3 15 

    

Fail to Graduate M F TOTAL 

Batch July 2002 1 2 3 

Batch July 2003 0 0 0 
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It can be seen from the Table 3, for the batch July 2002 

out of 44 students, 41 manage to get the graduation and 3 

fail to graduate. For the batch July 2003 all 15 students 

graduated. 

The age group of batch July 2002 and batch July 2003 

is shown in Table 4. 

 

 

From Table 4, it can be seen that the age of the students 

enrolled in first semester varies from 21 to 28 years. The 

first and second batches had initial enrolment of 58 and 

23 students. The higher age group is an evidence of 

candidates enrolement with some Industrial experience. 

4.2 Student Performance 

The final semester results for the batch July 2002 and 

July 2003 is shown in Table 5. 

 

 

 

 

 

From Table 5, it can be seen that in batch July 2002, 3 

students fall under the category of  DL and 38 students 

comes under the category of  KB. Total number of 

students passed is 41. 

 

In batch July 2003, 4 students fall under the category of 

DL and 11 students come under KB. Total number of 

students passed is 15. 

 

The final CGPA results for the batch July 2002 and batch 

July 2003 is shown in the Table 6. 

 

 

 

From Table 6, it can be seen that in batch July 2002, 3 

students have got final CGPA ranging from 2.00 to 2.50, 

26 students have got CGPA ranging from 2.50 to 3.00, 9 

students have got CGPA ranging from  3.00 to 3.50 and 

finally 3 students rated above 3.5 CGPA. Total passed is 

41. 

 

In batch July 2003, 10 students have got CGPA ranging 

from 2.50 to 3.00 and 5 students have got CGPA ranging 

from 3.00 to 3.50.Total passed is 15. 

 

The trend of GPA for the batch July 2003 is shown in the 

Table 7. 

 

The trend of GPA is shown in Table 7, it can be seen that 

for the batch July 2003 [Sem 2003/2] out of total 22 

students, 17 got KB, 2 got GB and 3 doesn’t complete the 

semester. In Sem 2004/1, 13 students come under KB and 

3 come under KP1. In Sem 2004/2, 15 come under KB.In 

Sem 2005/1, 15 come under KB.In Sem 2005/2, 15 come 

under KB. In Sem 2006/1, 15 come under KB. 

 

4.3 Student Employment 

The majority of the students enrolled in the IART 

degree program are currently employed. In the first batch, 

60-70% of students were able to find employment within 

6 months of their graduation whereas 50-60% of the 

students were employed from the second batch which 

graduated in July 2006. They are employed in 

multinationals and as well as locally owned small and 

medium enterprises. Amongst the companies that there 

are attached with are Texas Instruments, Solectron, 

GlaxoSmith Kline, B Braun, Hicom, to name a few. At 

the time of writing this paper, it is already four months 

since the graduation of the second batch. As mentioned 

above, although 60% of them have found employment 

Table 4: Age Group 

Age 28 27 26 25 24 23 22 21 

To

tal 

Batch 

July 

2002 1 2 3 1 6 8 11 26 58 

Batch 

July 

2003   1       4 6 12 23 

Table 5: Final Semester Results 

Category DL   KB Total 

Batch July 2002 3   38   41 

Batch July 2003 4   11   15 

DL >3.5  

KB 2.00-3.49  

KP1 <2.00 1st time  

KP2 <2.00 2nd time  

GB <1.00 or <2.00 3rd time  

INC Incomplete semester  

Table 6: Final Semester Results 

CGP

A 

<2.0

0 

2.00-

2.50 

2.50-

3.00 

3.0-

3.50 

>3.

5 

Tota

l 

Batch 

July 

2002    3   

2

6  9  3 41 

Batch 

July 

2003       

1

0  5   15 

Table 7: Trend of GPA 

 KB KP1 GB INC Total 

Sem 2003/2 17    2 3 22 

Sem 2004/1 13  3    16 

Sem 2004/2 15      15 

Sem 2005/1 15      15 

Sem 2005/2 15      15 

Sem 2006/1 15      15 
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within this period, it is expected that over time, the 

majority of graduates will find employment. 

5.0 Conclusion 

This paper has discussed the development of an 

multidisciplinary course in industrial automation and 

robotics for undergraduate engineering students. The 

IART degree offers a student with a completed diploma 

the opportunity to complete a bachelor’s degree in a 

timely fashion, with little lose in transfer credits. The 

average CGPA of IART students are competitive, and 

employers recognise the degree and employ the graduates 

because of the academic content and the graduates’ 

ability to perform, both academically and professionally. 
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Abstract 

As people get older their shopping experience gets harder, as they have to keep pushing a trolley that is made of steel, 

as well as they keep on adding items through their shopping journey the trolley gets heavier. As a result, this project 

aims to help these senior citizens by providing a robotic trolley that follows them during their journey (through face 

detection) without the need of any physical interreference, in addition to calculating the walking distance providing 

the property of showing how many meters they have walked. The trolley has been fabricated with the walking distance 

estimation feature that has been accomplished by the ultrasonic sensor after the camera detects the user and tracks 

him. This strategy is achieved by using an OpenCV library that is particularly could be used in Python programming 

language. The results have shown a great improvement in the elderly individuals’ lives, as it supports them by giving 

more comfort and extra liberty to the shopping experience. 

Keywords: Smart following trolley, OpenCV, Face detection, Walking distance estimation 

 

1. Introduction 

As we live in a time where technology is advancing 

daily, people occasionally come up with contemporary 

ideas to update or develop specific technologies as 

elaborated by Ng [1]. One of these technologies is the 

shopping trolleys which are available in all supermarkets 

to make it easier for customers to choose and store 

products. Customers need to drop the products they want 

to purchase and then proceed to checkout. Currently, 

when entering the shopping mall or a grocery store the 

customer has to choose a shopping cart (trolley), select 

the items they want to buy, and then put them in the 

shopping trolley which is very challenging this to do for 

senior citizens. 

To get a robot to move and follow you, a brain of the 

prototype is in order, a brain will move everything in 

sequence and give orders to all the components chosen by 

the engineer (designer), and change this sequence if 

needed to and all of this is accomplished by the algorithm 

which is the software used to put everything in to place, 

the software means the language we people choose to 

communicate with device in this case an automated 

trolley we are creating as explained by Li [2]. 

The brain will keep reading the messages from the 

sensors the engineer chose to use as ultrasonic sensors 

which is very good when it comes to objects detection as 

demonstrated by Sanghavi [3], an infrared sensor is 

efficient to use for people detection even at night because 

it follows the temperature mapping technique as analyzed 

by Nagarajan [4], as well as the proximity sensor can be 

used for the reasons as the ultrasonic sensors used for 

however with better efficiency, on account of the 

proximity’s higher efficiency it is used for accidents or 

collision prevention, which is why it’s a perfectly suitable 

option as elaborated by Lee [5]. 

In order to get the trolley moving automatically, the 

presence of a motor is a must, as it will receive a signal 

from the brain (microcontroller) to move, however to get 

the motors to move in different directions forward, 

backward, right, and left motor controllers are needed, 

many motors can be used to get a robot to move it 

depends on the speed required, the place the robot will be 

used in, as DC motors or a servo motor. 

Before the microcontroller sends a message to the 

motors to move in any direction first the microcontroller 

should locate the person who is supposed to follow and 

then send the message, and that is accomplished by 

adding a camera to the trolley that would track the person 
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based on his/her features, or even the camera could 

follow something that the trolley user is holding on to, or 

even by using a transceiver 

2. Methodology and Experimental Setup 

In this chapter, the methodology applied for this project 

is described, as well as the mathematical approaches and 

correlations related to the smart follower trolley and the 

components selection shall be mentioned in Fig. 1. 

 
Fig. 1. Project flow chart 

In this proposed project the methodology thesis will be 

implemented into three parts. To begin with, how will the 

detection and tracking of the user’s movements will be 

implemented, following on from that, walking distance 

besides the user’s directions estimation, finally the whole 

project’s (the smart follower trolley) fabrication 

specification in terms of connecting all the components 

chosen due to their quality and cost. 

The components used to bring this project’s idea to life 

are a raspberry pi 4 model B as the main system core 

(brain of the system), a permanent magnet DC motor, an 

Arduino UNO is used to control these motors while being 

connected to the Raspberry pi 4 model B through an USB 

as a communication interface, the sensors chosen are the 

ultrasonic sensor used for obstacle detection and 

avoidance, as for the user’s detection the infrared sensor 

is used along with a camera settled on the trolley. 

2.1. Hardware of the trolley 

Raspberry pi 4 Model B  

The most recent model of the Raspberry Pi 

computer line is the Raspberry Pi 4 Model B. Comparing 

it to the Raspberry Pi 3 Model B+ of the previous 

generation, it provides revolutionary improvements in 

processing speed, multimedia performance, memory, and 

connection while maintaining backward compatibility 

and a similar level of power consumption. Performance 

on the desktop is comparable to that of entry-level x86 

PC systems for the end-user on the Raspberry Pi 4 Model 

B as denoted by Raspberry Pi [6]. 

This fourth-generation raspberry pi model is chosen for 

in project as the main system core in other words the brain 

of the robot, due to its high-performance 64-bit quad-core 

processor, a dual display support at a resolution up to 4K 

(Kilo) through the micro-HDMI (High Definition 

Multimedia Interface) ports as modular compliance 

certification for Bluetooth and dual-band wireless LAN 

(Local Area Network) enables the board to be integrated 

into finalized devices with a great reduction in 

compliance testing, reducing cost and speeding up time 

to market, as well as the raspberry pi 4 model B contains 

a higher memory (2/4/8GB RAM option), its connectivity 

is better than the other raspberry pi computer types, as it 

has 2.4 GHz and 5.0 GHz, the data transfer is done at a 

very high rate as it contains 2 USB 3.0 ports 2 USB 2.0 

ports. It has 40 GPIO pins. 

Arduino UNO 

An ATmega328P-based microcontroller board is the 

Arduino UNO. It contains 6 analogue inputs, a 16 MHz 

ceramic resonator, a USB port, a power jack, an ICSP(In 

Circuit Serial Programming) header, and a reset button. It 

also has 14 digital input/output pins, six of which can be 

used as PWM outputs. It comes with everything required 

to support the microcontroller; to get started, just use a 

USB cable to connect it to a computer, or an AC-to-DC 

adapter or battery to power it. You can experiment with 

your UNO without being very concerned about making a 

mistake as demonstrated by Arduino memory guide [7]. 

An ATmega328P-based microcontroller board is the 

Arduino UNO. It contains 6 analogue inputs, a 16 MHz 

ceramic resonator, a USB port, a power jack, an ICSP 

header, and a reset button. It also has 14 digital 

input/output pins, six of which can be used as PWM 

outputs. It comes with everything required to support the 

microcontroller; to get started, just use a USB cable to 

connect it to a computer, or an AC-to-DC adapter or 

battery to power it. You can experiment with your UNO 

without being very concerned about making a mistake as 

demonstrated by Arduino Memory Guide [7]. 

start
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Using an Arduino UNO to control the PMDC motors is 

very effective and why is that, due to its simplicity, the 

Arduino UNO is designed in a way to work efficiently 

with real-time projects, as well as the Arduino UNO can 

work easily with motor drivers as an L293D motor driver, 

L298N motor driver, in addition to it way to work 

effectively with components that consume low power, as 

well as changing the speed of a DC motor is fairly simple. 

The speed of a DC motor can change when PWM is 

applied to the analogue output pin of an Arduino. 

Therefore, it is a straightforward task. Unlike the 

raspberry pi 4 model B, it works efficiently with 

components that have high power consumption, it will 

work with the PMDC motor, but not as effectively as the 

Arduino UNO as explained by DC motor speed [8]. 

High precision ultrasonic sensor range finder 

Three ultrasonic sensors will be used, each one of them 

will be directly connected to the raspberry pi 4 model B 

(brain), they will be used for obstacle avoidance, 

ultrasonic sensor ESP32 is chosen as its better than the 

ultrasonic sensor ESP8266 in terms of performance as 

well as it provides BLE. 

PMDC motor 

A PMDC motor is chosen for this project dues to its 

high torque and low power consumption, the kind of 

PMDC motor is chosen based on its torque speed, and 

this parameter is chosen after choosing the trolley itself 

and deciding which size is preferred to bring this idea to 

life. 

43A H-Bridge driver 

If any motor would work on its own it would work in 

only one direction (forward), however in order for us to 

control how the motor we are using, in this case, a PMDC 

motor needs a driver to make the motor move forward or 

backward, this driver will be receiving the orders from 

the main system core (raspberry pi 4) to tell what should 

be the motor’s next move, in addition to what velocity 

should it move with, as well as the direction it should be 

headed to upon the logic added to this core. 

LM2596 3A Buck module with display 

 A converter is in order as its very important when it 

comes to prototyping, as different components are chosen 

for this project and each work at a very specific level of 

voltage, so the converter’s job is to step down the voltage 

in order not to ruin the components. 

2.2. Software 

The most important library used for this project is 

OpenCV python has the option of image processing that 

is chosen in this project to use in the software part for 

user’s detection. Processing a video means executing 

operations frame-by-frame to the video. Frames are 

nothing more than a single discrete instance of the video 

at a given point in time. Even in one second, there could 

be several frames. It is possible to treat frames similarly 

to an image. Therefore, we can execute all actions on 

frames that we can on images precisely explained by [9]. 

3. Results and Discussion 

In order for the brain to do its job which is to control all 

other components it needs to be connected to a power 

source which in this case is the laptop, after the 

connection is settled the set-up is made by VNC viewer 

which is a way to access and control the raspberry pi (any 

kind) desktop remotely from another computer, using a 

USB C-type cable to activate the brain itself, for this 

minicomputer to work it needs internet to function based 

on this the raspberry pi 4 model B has the feature to 

connect it to the internet without using an ethernet cable. 

In this project the raspberry pi has a wireless connection 

with internet. 

The connection between the Raspberry Pi and the 

Arduino UNO is done using a USB B type cable, this is 

only done for energizing it and it’s the way in which the 

Arduino UNO will take the orders from the raspberry pi, 

as for the connections between the Arduino UNO and the 

PMDC motor, first the motor works at a 250 watts, and it 

needs to be stepped down this is the main reason why a 

converter is used. The motors are designed in a way that 

when it works it works only in one direction to make this 

motor move in all directions a motor driver is used. The 

connections are made as follows starting with connecting 

the Arduino UNO to the motor driver ENA pins and IN1, 

afterward connecting the motor driver to the PMDC 

motor through positive and negative terminals, and the 

step-down converter as well in the same way. This 

converter will be connected to the power supply. And all 

of the components are connected to the same ground on 

the used breadboard. 

For connecting the ultrasonic sensor with the raspberry 

pi to achieve the second objective, first the ultrasonic 

sensor is set at the front of the trolley to be able to detect 

the person and calculate his walked distance, there are 

four main wires for this connection, one from the VCC 

(ultrasonic sensor) to the positive railway, ground wire to 

the negative railway on breadboard. As for the raspberry 

pi the GPIO pin 5 volts which is pin number two 

connected to the positive railway of the breadboard, as 

well as pin number six is connected to the negative 

railway where I plugged in the ultrasonic sensor. Then 

connecting the trig connection of ultrasonic sensor to 

GPIO 23 which is pin number 16 through a blank rail on 

the breadboard, and finally connecting ECHO in the 

ultrasonic sensor with GPIO 24 which is pin number 

eighteen through blank rail on the breadboard. Fig. 2 
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shows the primary fabrication of the proposed smart 

trolley. 

 
Fig. 2 Automated Trolley 

3.1. Software Results 

 
Fig. 3. Face Detection  

 

The performance or real-time face detection is one of 

the goals of this project first the numpy and OpenCV 

libraries were added to the code, and then adding the 

XML file that contains all of the important knowledge for 

accomplishing the face detection for us to enable the 

camera to recognize the person in front of it, afterward a 

video of size 640 cm x 480 cm starts that its only 

functionality is to keep capturing images, then a while 

loop is created for the continuous photo capturing. Inside 

the while loop, the photos (frames) captured will be 

turned into a grayscale for a better quality formation. The 

next step for all the faces detected in each frame is a blue 

box will appear marking all of them that will keep 

appearing even if the people move around in the camera’s 

region the system will wait for the person using the 

trolley to press the “ESC” button if they would like to end 

the shopping journey. If the person presses this button all 

data will be destroyed, and the system will be ready for 

the next customer. The result of face detection is 

illustrated in Fig. 3.  

Supported Sustainable Development Goals 

The Sustainable Development Goals ("SDGs") are 

intended to direct international development efforts 

during the ensuing fifteen years, from 2015 to 2030. They 

are planned to be endorsed by the United Nations General 

Assembly (UNGA) in 2015 as part of its development 

agenda. The Millennium Development Goals ("MDGs"), 

which were in effect from 2000 to 2015, have been 

replaced. The sustainable development means to make 

the world a better place without destroying the 

possibilities for the next generations keeping three life 

aspects in mind which are social progress, economic 

development and climate and environment. The smart 

follower trolley for elderly care project supports as 

explained by Pogge [10]. 

4. Conclusion  

The fabrication of a smart assistive trolley specifically 

designed for elderly care has brought about a remarkable 

advancement in enhancing the shopping experience for 

senior citizens. The incorporation of face detection 

technology and walking distance estimation capabilities 

in this robotic trolley has resulted in increased comfort, 

convenience, and a greater sense of independence for the 

elderly. These improvements ultimately contribute to 

enhancing the overall quality of life for older individuals, 

making their shopping experiences more enjoyable and 

empowering. 
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Abstract 

Precise segmentation of surgical instruments is a fundamental component in the development of computer-aided 

surgery systems by assisting the surgeons to navigate the patient’s body aiming to enhance the surgical precision and 

patient safety. Though real-time tracking of surgical instruments is critically important in invasive computer-assisted 

surgeries, it is challenging to achieve a highly sensitive and accurate system in complex surgical environment. 

Recently, synthetic data for instrument segmentation in surgery (Syn-ISS) challenge using synthetic datasets is 

organized to develop high performance methods for instrument segmentation. In this work, we present encoder and 

decoder-based hybrid parallel cross window attention-based transformer during the feature extraction, which consists 

of the multi-scale channel attention, convolutional layers, and Transformer layers, forming a unified block. Syn-ISS 

challenge dataset comprised of two tasks. In first task1, they need to develop deep learning-based method for binary 

instrument segmentation and in second task multiclass instrument segmentation is required. Experiments conducted 

on Syn-ISS dataset achieved 0.993 F-score for task 1 and 0.993, 0.975, and 0.951 F-score for shaft, wrist, and jaw 

segmentation respectively for Task 2. 

Keywords: Deep Learning, Parallel Cross Window Attention, Transformer, 2D Instrument Surgery segmentation, 

Dense Net. 

 

1. Introduction 

Minimally invasive segmentation using optical imaging 

systems have gained popularity in modern healthcare due 

to their advantages, including reduced patient recovery 

time and lower mortality rates. Optical imaging has 

enabled the use of robotic platforms such as the da Vinci 

surgical system by Intuitive Surgery for complex 

minimally invasive surgeries [1]. Nevertheless, during 

endoscopic surgical suturing procedures, the presence of 

surgical instruments can impede surgeons’ dexterity due 

to the confined working space and limited visual field-of-

view. These visual obstructions elevate the risk of tissue 

scars and tears. Therefore, the crucial task is to 

transparently remove or mask the surgical instruments 

from the background and subsequently fill the masked 

region with appropriate background content. Automated 

segmentation of surgical instruments in MIS is currently 

a focal point of research due to its significant practical 

applications [2]. 
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The challenges associated with surgical instrument 

segmentation are diverse and contingent upon factors 

such as the source of dataset acquisition, the type of 

surgical procedure, the specific instruments or tools in 

use, image resolution, dataset scale, tool characteristics, 

and challenging conditions like occlusions, rapid 

appearance alterations, specular reflections, smoke, blur, 

and blood spatter. Segmentation of surgical instruments 

has been formulated using both instance segmentation [2] 

and semantic and segmentation [2].  

Recently, Syn- ISS (synthetic data for instrument 

segmentation in surgery) challenge using synthetic 

datasets is organized to develop high performance 

methods for instrument segmentation [3]. Recently, there 

is a different method has been proposed using medical 

imaging and signals [4], [5], [6], [7], [8] for classification 

and segmentation. Based on our previous work on 

segmentation [6], [7], [8], [9]. We presented encoder-

decoder based hybrid transformer and CNN model for 

instrument segmentation with parallel cross window 

attention-based transformer block in encoder and 2D 

Dense Net layer CNN blocks in decoder. The main 

contribution in this work is: 

i. Developed Parallel Cross Window Attention 

Transformer encoder block for 2D 

segmentation task. 

ii. Proposed 2D Dense Net block at decoder side 

of proposed model using transformer-based 

encoder features. 

iii. Compare performance on synthetic data for 

instrument segmentation in surgery for binary 

and multiclass surgery instrument 

segmentation. 

2. Methodology 

2.1. Parallel Cross Window Attention Transformer 

and CNN model for instrument segmentation 

Due to the intrinsic locality of convolution, which is 

incapable of modelling long-range dependencies. In 

addition, Transformer generates single scale features 

with only token wise attention, and it ignores the 

relationship among channels, thus subpar to tackle 

situations such as segmenting multi scale lesion regions 

in medical images. Considering these issues, we 

introduce the hybrid Transformer block during the 

feature extraction, which consists of the multi-scale 

channel attention, convolutional layers, and Transformer 

layers, forming a unified block. Our proposed model is 

based on encoder and decoder layers, and we have 

proposed a hybrid transformer and CNN model for 

instrument segmentation. Our proposed model consisted 

of Parallel Cross window attention-based transformer 

block on the encoder side and 2D Dense Net layer CNN 

blocks on the decoder side. We have used Dense Net 201 

based layers on the decoder side. The proposed model is 

shown in Figure 1 (a) and Figure 1 (b).  

2.2. Parallel Cross Window Attention 

Transformer Block: 

An efficient hybrid segmentation framework consisting 

of integration of convolutional neural network and 

learnable global attention heads using Efficient Parallel-

Cross Attention module. We use the depth-wise separable 

convolution as an efficient version of convolution 

implemented by depth wise conv and pointwise conv, 

where the depth wise convolution gathers the spatial 

information while the pointwise convolution gathers 

along the channel dimension. Furthermore, we have 

concatenated features from multi-window transformer 

block with depth wise convolutional layer. In encoder 

side, we have used transformer-based block aided with 

cross attention window-based mechanism, however, we 

have used normal 2DCNN based module at decoder-side. 

The features are concatenated from window area partition 

and window partition and further these features are 

concatenated with depth wise convolutional layer 

features and then pass these features to next layer of the 

encoder block. 

Unlike the vision transformer (ViT) that computes 

relationship between tokens at each step of self-attention 

module, swin transformer is based on computation of 

attention within partition of non-overlapping local 

windows of lower resolution feature map and original 

image. In contrast to the original swin transformer that 

uses patch merging layer to empower it for pixel level 

tasks, we used rectangular-paralleled-piped windows to 

accommodate non-square images using Parallel-Cross 

Attention approach (window area partition and window 

partition). To extract different feature maps from each 

convolutional block with parallel window-based 

transformer in encoder, each block consists of Parallel 

Cross Window Attention Transformer block, patch 

merging and depth wise [7] convolutional layer. The 

proposed block is shown in Figure 1 (b). 

2.3 Convolutional Neural Network (CNN) block: 

To better encode spatial location information and inject 

strong inductive bias, we adopt convolutional block to 

extract local spatial features. Specifically, given an input 

feature F_(i-1), we adopt the convolutional block to 

model local spatial features, which are shown as follows: 

𝐹𝑐
𝑖 = 𝐶𝑜𝑛𝑣𝐵𝑙𝑜𝑐𝑘𝑠𝑖(𝐹𝑖−1), 𝑖 ∈ {1,2,3,4}          (1) 

𝑤ℎ𝑒𝑟𝑒 𝐹𝑐
𝑖 ∈ 𝑅

𝐻

2𝑖+1
×

𝑊

2𝑖+1
×𝐶𝑖  is the local features, which 

contains 2D spatial location information, making it 

possible to encode position information. The 

convolutional blocks in each decoder stage consisted of 

DensNet-201 based architecture is shown in Figure 1 (a). 
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Fig. 1 (a) The proposed model based on hybrid 

transformer and Dense Net CNN for instrument and 

instruments parts segmentation 

Fig. 1 (b) The proposed Transformer block based on 

parallel cross window depth wise attention module 

 

In the encoder block, the spatial input size has been 

reduced with an increasing number of feature maps and 

on the decoder side, the input image spatial size has been 

increased using a 2D Conv-Transpose layer. The input 

features’ maps that are obtained from every encoder 

block are concatenated with every decoder block feature 

map to reconstruct the semantic information. The spatial 

size doubled at every encoder block and feature maps are 

halved at each decoder stage of the proposed model. The 

feature concatenation has been done at every encoder and 

decoder block except the last 1x1 convolutional layer. 

The three-level deep-supervision techniques are applied 

to get the aggregated loss between ground truth and 

prediction. 

3.0 Experiment 

3.1 Dataset 

Recently, Syn-ISS challenge [3] is introduce in 

MICCAI-2023 to develop high performance methods for 

instrument segmentation. Syn-ISS dataset is synthetic 

instrument segmentation datasets consist of two main 

tasks. The task-1 is a binary segmentation to annotate all 

pixels that contain an instrument and consist of 1200 

instances of simulated scene along with computer 

generated corresponding masks. Task-2 further focuses 

on segmentation of pixels belonging to different parts of 

the instrument and consists of 1800 instances. 

3.2 Network Setting 

 

We adopted data augmentation of horizontal flips, 

vertical flips, and random rescales. The network is trained 

for 200 epochs using the Adam optimizer and the weight 

decay is 0.0001. We have used binary cross-entropy and 

dice loss used for training and optimization [10], [11]. 

[12]. The dataset has different spatial size, hence, we 

resized each image and label sample to 512x512, whereas 

we resized each sample to original input 2D image size 

by bilinear interpolation during inference time. The 25-

batch size is used during training. The model is training 

on A6000 GPU machine with 4 GPUs and all model 

codes are developed from scratch using Pytorch Library. 

 

4.0 Result 

The training dataset has been divided into 80 percent 

training and 20 percent validation. We have trained and 

validated our proposed model using 5-fold cross 

validation and based on the best validation score, the 

proposed model has been submitted for task 1 binary 

segmentation and task 2 multiclass segmentation. We 

have evaluated the performance using IOU, F-Score, 

Recall, Precision, and HD. The best score produced by 

our proposed model based on validation dataset is shown 

in Table.1 for Task 1 and Task 2. 

Table 1. The performance analysis of proposed solution 

for Task1 and Task2. 

Algo

rith

ms 

Ta

sk

s 

class

es 

IO

U 

F-

Score 

Recall Precis

ion 

HD 

Propo

sed 

mode
l 

Ta

sk

2 

shaft 0.98

68 

0.9930 0.9923 0.9920 14.2

3 

wrist 0.94

97 0.9753 0.9753 0.9695 

10.6

7 

jaw 0.90

86 

0.9506 0.9523 0.9357 12.8

8 

Propo

sed 
mode

l 

Ta

sk
1 

instru

ment 

0.98

68 

0.9933 0.9934 0.9909 0 

The visualization of validation input image for binary 

and multiclass segmentation is shown in Figure 2. Our 

proposed produced similar prediction masks as compared 

to ground-truth segmentation masks. 

input 

 

input 
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Ground-truth 

 

Ground-truth 

 

Prediction Prediction 

Fig.  2 The input, ground-truth, and predicted 

segmentation masks. shaft, wrist, and jaws are shown 

using a yellow, red, and green segmentation mask. 

5.0 Conclusion 

 Ideally, surgical instrument segmentation is used in 

real time, to identify tools being used as a surgery is being 

performed. The integration of surgical instrument 

segmentation into computer-aided surgery systems offers 

numerous benefits, including real-time guidance, 

instrument tracking, and improved surgical outcomes. In 

this work, we presented an encoder and decoder-based 

hybrid parallel cross window attention-based transformer 

which consists of the multi-scale channel attention, 

convolutional layers, and Transformer layers. 

Experiments conducted on Syn-ISS challenge dataset 

achieved 0.993 F-score for task-1 and 0.993, 0.975, and 

0.951 F-score for shaft, wrist, and jaw segmentation 

respectively for Task 2. 
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Abstract 

The human brain is a complex and heterogeneous organ composed of distinct compartments such as cerebral cortex, 

the cerebellum, the brainstem, and the subcortical regions. To analyze the chemical composition of tissues in brain, 

in vivo magnetic resonance spectroscopy allows non-invasive measurements of neurochemicals in either single voxel 

or multiple voxels. The reconstruction spectra using 1/3rd of original data than current Edited-MRS scans will not 

only result in four times faster edited-MRS scans but also extensively reduction in radiations. In this work, we present 

a deep depth-wise channel attention module (DCAM) based fine-tuned network for magnetic resonance spectroscopy 

image reconstruction. Besides, we have used channel-wise convolutions and average pooling without dimensionality 

reduction. We have trained the initial network from scratch on track-1 simulated dataset, however due to the limited 

dataset, we finetune the network on track-2 and track-3. Experiments are conducted on Edited-MRS-Rec-Challenge 

dataset1 that showed significantly better performance.  

Keywords: Deep Learning, Magnetic Resonance Spectroscopy, Style Transfer, depth-wise channel attention, 

Reconstruction, Huber loss. 

 

1. Introduction 

   The brain is a highly complex and heterogeneous organ 

that consists of many different types of cells, including 

neurons, glial cells, and endothelial cells. These cells 

interact with each other in complex ways to perform a 

wide range of functions, including perception, thought, 

movement, and emotion. Due to its complexity and 

heterogeneity, studying the brain is a challenging task 

that requires a wide range of techniques and approaches. 

These include anatomical imaging techniques, such as 

magnetic resonance imaging (MRI), magnetic resonance 

spectroscopy (MRS) and computed tomography (CT), 

functional MRI (fMRI) and positron emission 

tomography (PET). The biochemical processes that occur 

in the brain are highly complex and dynamic, and involve 

the activity of numerous neurotransmitters, enzymes, 

receptors, and other signaling molecules. Magnetic 

Resonance Spectroscopy (MRS) is a non-invasive 

imaging technique identical with nuclear magnetic 

resonance (NMR) spectroscopy. It uses magnetic fields 

and radio waves to analyze the chemical composition of 

tissues in the human body such as quantification of 

Gamma Aminobutyric Acid (GABA), which is 

overlapped by creatine and glutamate. 

   MRS provides information about the concentrations of 

various metabolites within tissues, which can be used to 

diagnose and monitor diseases. Besides, it can also be 
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used to detect tissue changes in stroke and epilepsy. MRS 

data is acquired as a series of spectra, each representing 

the concentration of a different metabolite [2], [3]. The 

spectra are typically acquired in a 3D volume, with each 

voxel (3D pixel) in the volume containing a spectrum and 

can provide estimates of GABA levels in the brain, 

however, it has limitations and may not always be precise 

or accurate. Figure 1 shows the different chemical peaks 

of a suspected brain tumor. Besides, its high-quality data 

is needed to efficiently estimate GABA which requires 

long scan times. Hence, Edited-MRS reconstruction 

challenge is organized to investigate the machine 

learning models for spectra reconstruct using 1/3rd of 

data than current Edited-MRS scans, which will not only 

result in to four times faster edited-MRS scans but also 

extensively reduction in radiations. In this work, we 

present a deep depth-wise channel attention module 

(DCAM) for magnetic resonance spectroscopy image 

reconstruction. Besides, we have used channel-wise 

convolutions and average pooling without dimensionality 

reduction. 

 

 
Fig.  1 MRS graph shows the different chemical peaks 

of a suspected brain tumor [1] 

 

   Recently deep learning models have been used in 

medical image analysis for segmentation, classification, 

and object recognition [4], [5], [6], [7]. The 2D and 3D 

segmentation models have been proposed for 

segmentation of medical imaging [8], [9], [10]. 

2. Methodology 

2.1. Proposed Depth-Wise Edited-Mrs 

Reconstruction 

   In this work, we presented UNet based model for MSR 

reconstruction tasks. Figure 2 and Figure 3 show the 

proposed reconstruction framework that consists of 

convolutional blocks, Max-Pooling blocks, Up-Sampling 

blocks, 1x1 Conv, depth wise channel attention module 

(DCAM) blocks (see figure 4. The DCAM block is 

introduced in each encoder block after the convolutional 

layer block. The convolutional block consists of 

convolutional layers with Batch-Normalization and 

ReLU activation function to extract the different feature 

maps from each block in the encoder side. The 2D max-

pooling layer has been used to reduce the input spectral 

size. The 1x1 convolutional layer with SoftMax function 

has been used at the end of the proposed model. Spectral 

input size is reduced with increasing the number of layers 

in the encoder block and the spectral input size is 

recovered via a 2D up sampling layer using a bilinear up 

sampling method in the decoder side. The DCAM block 

handles the input feature maps extracted from each 

convolutional block in the encoder side and further passes 

these feature maps into the decoder block. The output of 

each encoder block is fed into the proposed DCAM. Later, 

the outputs of DCAMs are concatenating them with the 

corresponding decoder blocks. The output of the last 

encoder block is passed to the DCAM, and the resulting 

feature maps are directly concatenated with the 

corresponding decoder block. Each max-pooling layer 

receives the output from DCAM. In addition to DCAM, 

we have implemented different other modules such as 

channel attention module (CAM), spatial attention 

module (SAM), channel spatial attention Module 

(CSAM). As we have larger dataset available for task 1, 

we trained the proposed model from scratch on track 1. 

However, there are only few samples available for track 

2 and track 3, thus we have developed the style-transfer 

based framework by finetuning the pre-trained model and 

freezing the parameters of the encoder and decoder layers 

except the bottom and last two layers where the weights 

or parameters are finetuned using vivo dataset for track-

2 and track-3. Figure 3 shows the block diagram of 

finetune network for track-2 and track-3. 

 

Fig.  2 The proposed model used for track1 simulated 

dataset 

 

 

Fig. 3 The proposed model used for track2 and track3 

vivo dataset 
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Fig.  4 Diagram of the proposed depth-wise channel 

attention module (DCAM) 

   Figure 4 is proposed depth-wise channel attention 

module (DCAM) used in encoder side of the proposed 

model. In this experiment, we have used two loss 

functions: Mean Squared Error (MSE) and Dynamic 

Huber loss (LHuber). MSE is sensitive towards outliers 

whereas L Huber is less sensitive to outliers than MSE 

loss. For N predictions, MSE loss function is defined by; 

𝐿𝑀𝑆𝐸 =
1

𝑁
∑ (𝑋𝑖 − 𝑋�̌�)

2𝑁
𝑖                                                (1) 

N and 𝑋 = (𝑥1, 𝑥2, … , 𝑥𝑁) are the ground truth MRI 

spectrum and �̌� = (𝑥1̌, 𝑥2̌, … , 𝑥𝑁)̌  are their 

corresponding estimated MRI spectrum. The huber loss 

function is defined; 

𝐿𝐻𝑢𝑏𝑒𝑟 =
1

𝑁
∑ 𝑧𝑖

𝑁
𝑖                                                           (2) 

Where 𝑁 is the batch size and 𝑧𝑖 is defined by;   

𝑧𝑖 = {
0.5(𝑥𝑖 − 𝑥�̌�)

2,               𝑖𝑓 |𝑥𝑖 − 𝑥�̌�| ≤ 𝛽

𝛽|𝑥𝑖 − 𝑥�̌�| − 0.5𝛽2    𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
              (3) 

Where 𝛽  is controlling hyperparameter. In our 

experiment, β decreases from 15 to 1 during the training 

for each epoch. 

2.2. Simulation Results 

In this section, we briefly first describe the dataset, 

followed by evaluation parameters, experimental setting, 

and evaluation. We have used preprocessing step 

provided by challenge organizer to convert dataset into 

Frequency domain spectra and added some noises 

(random Gaussian amplitude, random Gaussian 

frequency and random Gaussian phase noise, combined). 

2.3 Dataset and Evaluation Matrix 

The test set may differ in traditional features, such as by 

vendor and echo time and it will be lower quality data i.e., 

lower main SNR or larger frequency and phase shifts. 

The dataset consists of 5500 spectra (5000 ground-truth 

spectra and 500 corrupted spectra). The evaluation of the 

proposed model is performed on an evaluation set which 

has similar features to that of train set. To evaluate the 

performance, we have used mean squared error (MSE), 

signal to noise ratio (SNR), linewidth (FWHM), peak 

shapes GABA, GLX (PS). Evaluation of model is based 

on task (simulated, in vivo homogeneous, in vivo 

heterogeneous) and each metric is ranked individually 

and well as combined (MSE, SNR, FWHM, PS with ratio 

of 40%,20%,2 0%, 20%, 20% respectively). 

2.4 Parameter Setting 

In this work, we β decreases from 15 to 1 during the 

training for each epoch. We have trained proposed 

models using Adam optimizer and dynamics Huber loss 

function using 0.0001 learning rate and 200 epochs. The 

dataset is normalized using clip [0,1] window. All models 

use PyTorch and trained on Tesla V100 GPU machine 

[11], [12]. We have converted all dataset time series into 

frequency spectrum. The challenge organizers provided 

simulated and in vivo data training sets representing 

GABA-edited MEGA-PRESS scans composed of two 

sub spectra (ON and OFF). 

3. Results 

   We have used scripts provided by organizers to add 

varying noise, frequency, and phase shifts, that were used 

for data augmentation purposes. We have developed 

different variations of proposed framework (depth-wise 

channel attention module (DCAM), channel attention 

module (CAM), spatial attention module (SAM), channel 

spatial attention Module (CSAM)) and compared the 

performance. The frequency spectrum has been used as 

input to train our proposed model for task 1, 2 and 3. We 

have trained proposed model parameters from scratch 

using 80 percent simulated data in frequency domain and 

validated using 20 percent of the frequency spectra of 

simulated dataset. In task two, vivo data (i.e., single-

vendor data) in frequency domain has been used to fine-

tune the trained model that was trained using simulated 

dataset. Similarly, for task3, the heterogeneous in vivo 

data with different frequency spectra has been used to 

train the proposed model and later fine-tuned the 

proposed model using different number of epochs. We 

have used dynamic Huber and Dynamic Tukey loss 

function for training and optimizing the parameters of our 

proposed model. The combined loss (Huber and Tukey) 

loss function provided better performance on validation 

dataset. Figure 5 shows the comparative analysis. Table 

1 describes the evaluation results of proposed edited 

magnetic resonance spectroscopy reconstruction 

framework. We can notice that our proposed framework 

achieved significantly better mean squared error (8.89e-

03), signal to noise ratio (4.61e+01), linewidth (9.17e-02) 

and peak shapes score (9.44e-01) respectively in 

comparison to baseline method and other methods. 
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Table 1 Comparative evaluation of proposed framework 

(depth-wise channel attention module (dcam), channel 

attention module(cam), spatial attention module(sam), 

channel spatial attention module (csam)) with baseline 

results on task 1, task 2 and task 3 

 

  MSE  SNR  Linewidt

h  
Shape 

Score 
Comparative evaluation for track 1 

Baseline  4.37e

-02  

1.43e+0

1  

2.70e-01  6.89e-

01 

Propose

d DCAM  
5.79e

-03  

3.66e+0

1  

5.50e-02  8.52e-

01 

Propose

d CAM  
7.33e

-03  

4.11e+0

1  

6.44e-02  9.33e-

01 

Propose

d SAM  
7.88e

-03  

5.26e+0

1  

7.37e-02  9.683e

-01 

Propose

d CSAM  
6.33e

-03  

4.01e+0

1  

6.11e-02  8.10e-

01 

Comparative evaluation for track 2 
Baseline  4.09e

-02  

1.46e+0

1  

2.56e-01  7.09e-

01 

Propose

d DCAM  
5.79e

-03  

3.66e+0

1  

5.50e-02  8.52e-

01 

Propose

d CAM  
7.33e

-03  

4.11e+0

1  

6.44e-02  9.33e-

01 

Propose

d SAM  
7.88e

-03  

5.26e+0

1  

7.34e-02  9.68e-

01 

Propose

d CSAM  
6.33e

-03  

4.26e+0

1  

6.11e-02  8.12e-

01 

Comparative evaluation for Track3 with 2048 

spectra 
Baseline  9.30e

-03  

3.77e+0

5  

1.25e-01  9.21e-

01 

Propose

d DCAM  
8.26e

-04  

5.11e+0

2  

8.18e-02  9.92e-

01 

Propose

d CAM  
7.12e

-04  

7.22e+0

2  

5.27e-02  5.12e-

01 

Propose

d SAM  
5.32e

-04  

6.59e+0

2  

4.22e-02  7.12e-

01 

Propose

d CSAM  
7.88e

-04  

6.44e+0

2  

6.22e-02  6.33e-

01 

Comparative evaluation for Track3 with 4896 

spectra 
Propose

d DCAM  
6.92e

-04  

5.95e+0

5  

7.68e-02  9.94e-

01 

Propose

d CAM  
7.09e

-04  

2.29e+0

2  

7.63e-02  9.97e-

01 

Propose

d SAM  
6.10e

-04  

3.11e+0

2  

6.41e-02 9.89e-

01 

Propose

d CSAM  
6.88e

-04  

3.89e+0

2  

6.11e-02  8.66e-

01 

Propose

d DCAM  
6.33e

-04  

3.22e+0

2  

6.83e-02  8.98e-

01 

 

Fig.  5 Comparative analysis: ground truth vs proposes 

depth-wise channel attention module (DCAM) based 

reconstruction 

4. Conclusion 

In this paper, we presented deep depth-wise channel 

attention module (DCAM) based fine-tuned UNet 

architecture for magnetic resonance spectroscopy image 

reconstruction. Due to the availability of large dataset for 

task 1, we have trained network from scratch on track-1 

simulated dataset followed by finetuning the network on 

track-2 and track-3. Experiments are conducted on 

Edited-MRS-Rec-Challenge dataset that showed 

significantly better performance for all parameters i.e. 

mean squared error (8.89e-03), signal to noise ratio 

(4.61e+01), linewidth (9.17e-02) and peak shapes score 

(9.44e-01) respectively in comparison to baseline method 

and other methods. 
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Abstract 

Federated learning is an emerging approach that enables large-scale decentralized learning without the need to share 

data among different data owners. This approach is particularly valuable in addressing data privacy concerns in 

medical image analysis. However, existing methods often impose a strict requirement for label consistency across 

clients, which significantly limits its applicability. Various clinical sites may only provide annotations for specific 

organs of interest, and there may be limited or no overlap in the labeled data among different sites. The human brain 

receives nutrients and oxygen through blood vessels in the brain. The pathology of small vessels, i.e. mesoscopic 

scale, is a vulnerable component of the cerebral blood supply and can result in major complications such as Cerebral 

Small Vessel Diseases (CSVD). In this paper, we propose a hybrid architecture for medical image segmentation to 

produce efficient representations from global and local features and adaptively aggregate them, aiming to fully exploit 

their strengths to obtain better segmentation performance in federated learning. Furthermore, we propose a multi-

scale feature extraction module embedded at the bottom of the proposed model, which can efficiently extract hidden 

multi-scale contextual information and aggregate multi-scale features. Experiments on segmentation over three-

dimensional rotational angiography of internal Carotid Artery with aneurysm (SHINY-ICARUS) challenge dataset 

show the effectiveness of the proposed multiscale framework.  

Keywords: Federated Learning, Deep Learning, Medical Image Analysis, 3D volume Segmentation, Cerebral Small 

Vessel Diseases, Brain angiography. 

 

1. Introduction 

Distributed big data and digital healthcare technologies 

hold immense potential for advancing medical services. 

However, challenges arise when attempting to develop 

predictive models from diverse and intricate e-health 

datasets. Federated learning (FL) [1] has emerged as a 

decentralized learning paradigm that enables multiple 

data owners to collectively train deep learning (DL) 

models without sharing the raw data. Previous studies [1], 

[2] have showcased the viability of FL, particularly the 

federated averaging (Fe-dAvg) algorithm in the context 

of medical image segmentation. Federated Learning (FL), 

as a collaborative machine learning technique, aims to 

tackle these challenges by creating a joint predictive 

model across clients at multiple sites, especially within 

distributed medical institutions or hospitals. FL allows 
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for the collective training of deep learning models using 

distinct patient data from various hospitals for various 

clinical applications, including medical image 

segmentation. Given the non-convex nature of the 

training objective in deep neural networks, averaging 

locally trained models can result in suboptimal solutions 

within the parameter space, potentially leading to 

performance degradation [1]. However, a significant 

issue with FL is the performance degradation it may 

experience when dealing with data that are not 

independently and identically distributed (non-iid), a 

situation commonly encountered in medical image 

datasets. Recent publications by various authors [2], [3], 

[4], [5] have focused on federated deep learning, 

especially for segmentation and classification tasks. 

Wicaksana et al. [3] introduced "FedMix: Mixed 

Supervised Federated Learning for Medical Image 

Segmentation," while Xu et al. [4] presented "Federated 

Cross Learning for Medical Image Segmentation." 

Additionally, Qiu et al. [5] proposed "Federated Semi-

Supervised Learning for Medical Image Segmentation 

via Pseudo-Label Denoising."  

As the expert knowledge usually required for 

annotating medical images is much more demanding and 

difficult to obtain, various medical institutions have very 

limited strong pixel-level annotated images and most 

available images are unlabeled or weakly annotated. 

Therefore, a realistic clinical mechanism that utilizes 

every available supervision for cross-institutional 

collaboration without data sharing is highly desirable. We 

propose to develop a label-agnostic Mixed Supervised 

Federated Learning approach that efficiently uses data 

labeled in any form for medical image segmentation. 

Specifically, in the absence of pixel-level labels, it will 

effectively utilize unlabeled images as well as useful 

information contained in the weakly labeled for 

producing and selecting high-quality pseudo labels. We 

will devise an effective adaptive weight assignment 

across clients, where each client can learn an aggregation 

weight. Adaptive weight assignment is essential to handle 

inter-client variations in supervision availability. 

Recently, the SHINY-ICARUS challenge was organized 

to analyze vascular morphology and topology efficiently 

to provide a platform and benchmark for brain vascular 

segmentation [6]. Recent advancements in deep learning 

and imaging technology have enabled the development of 

advanced deep learning models and large-scale datasets 

[6], [7], [8]. Recently a lot of work proposed deep 

learning-based segmentation methods for medical 

imaging and signals [8], [9], [10], [11], [12]. In this work, 

we present an efficient hybrid attention and multi-scale 

feature aggregation 3D deep learning framework for 

automatic brain vascular segmentation. Experiments are 

conducted on the SHINY-ICARUS challenge which 

shows the effectiveness of the proposed framework. 

The key contributions of this work are: 

1. Present a 3D UNet-based segmentation framework 

aided with hybrid attention and multi-scale features 

for automatic brain vascular segmentation in the 

federated learning environment. 

2. The attention-guided feature fusion module exploits 

the most useful features (both high-level features and 

low-level features) between two adjacent layers and 

the multiscale feature module assists the model in 

extracting precise features at different scales and 

training on each client and communicating with the 

server model using the weighting aggregation 

approach. 

3. Extensive experiments were conducted on the 

SHINY-ICARUS challenge dataset which showed 

efficient segmentation of brain vascular. 

2. Methodology 

3D angiographies of brain vasculature segmentation 

especially segmentation of visible vasculature connected 

to one or more of the main feeding arteries of the brain is 

a challenging problem due to its complex nature. To 

effectively analyze the vascular morphology and 

topology, we present an efficient hybrid attention and 

multi-scale feature aggregation 3D deep learning 

framework for automatic brain vascular segmentation. In 

the following section, we first present the overall 

framework followed by details of each component. The 

proposed vascular segmentation architecture is based on 

a classical U-shape encoder–decoder structure [13], [14], 

[15]. Besides, we have also integrated two core modules 

(hybrid spatial and channel attention module, multi-scale 

feature extractor module) subtly and seamlessly which 

helps to select important multiscale contextual spatial 

information and semantic information adaptively. The 

hybrid spatial and channel attention module (HSCA) 

suppresses the low-level background noise and retains 

local semantic information of vessel structure, whereas 

the multiscale feature extractor module (MSFE) assists in 

the effective extraction of concealed multi-scale 

contextual information as well as aggregating multi-scale 

features. As a results, it helps to enhance the capability of 

the network to deal with complex cases where vascular 

heavily varies in shape and size, and many are 

intertwined. Figure 1 illustrates the proposed framework. 

To extract different feature maps from each 

convolutional block in the encoder, each block consists 

of 3D convolutional layers with batch-normalization and 

ReLU activation functions. We have used the 3D max-

pooling layer to reduce the input spatial size of the image. 

Notice that we have reduced the size of spatial input with 

the increase in several layers and we have recovered the 

spatial resolution in the decoder. To recover the spatial 

resolution in the decoder, we have applied 3D up-

sampling using bi-linear up-sampling. In this experiment, 

we have used 3 × 3 × 3 kernel size in both the encoder 

and decoder and the number of feature map numbers to 

16, 32, 64, 128, and 256 for each encoder. To down-

sample the spatial resolution. we have set the kernel size 

to 2 × 2 × 2 for the 3D-MaxPool layer on encoder side. 
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Finally, we have used a transpose3D convolutional layer 

with stride 2 and 2 × 2 × 2 kernel size for up-sampling the 

size of each decoder. At the end, we have concatenated 

the output of each encoder block to the corresponding 

decoder block. To generate the final output segmentation 

map, we have used a 1 × 1 convolutional layer with 

softmax function. 

Fig. 1. Proposed Multi-scale Feature extraction Module (MSFE) and hybrid spatial and Channel attention module 

(HSCA) aided brain vascular segmentation framework. E1, E2, E3, E4 are encoders blocks and D1, D2, D3 and D4 are 

decoders blocks respectively.

Our approach follows the structure of the FedAvg [1] 

algorithm, a widely recognized benchmark in the field of 

Federated Learning (FL). This approach involves a 

central server node and K client nodes. The central 

server's main role is to manage the communication and 

computation processes among the various client nodes. 

Meanwhile, the client nodes are primarily responsible for 

training the model using their local data and computing 

devices. With a universal label set encompassing M 

organs, each client node possesses a local dataset 𝐷𝑘 , 

which is labeled with a subset of 𝑁𝑘(≤ 𝑀))organs. Our 

objective is to develop a segmentation network F(.,θ) for 

all M organs by leveraging the labeled datasets {𝐷𝑘}𝑘=1
𝐾 , 

which are distributed across distinct client nodes and 

cannot be joined or centralized for training purposes. The 

training process within the Federated Learning (FL) 

framework is comprised of Tcommunication rounds 

between the server and client nodes. In each 

communication round, denoted as the 𝑡𝑡ℎ round, each 

client node k initially downloads the parameters of the 

current segmentation network, represented as 𝐹(. , 𝜃𝑡) 
from the server (referred to as the global model). This 

process results in a local copy of the model, denoted as 

the local model. 

Subsequently, the client node proceeds to train its local 

model using its local dataset, Dk, for a specified number 

of E epochs. Following the local training, the server 

collects the trained local models, 𝐹(. , 𝜃𝑘
𝑡), from all 

Kclient nodes and combines them into a new global 

model through a parameter-wise averaging process. 

𝜃𝑡+1 = ∑
|𝐷𝑘|

∑ |𝐷𝑗|𝐾
𝑗

𝐾

𝑘
. 𝜃𝑡 

(1) 

Since the local models are trained separately on the 

client nodes, the server node is only required to transmit 

the model parameters, as opposed to the raw data, from 

the clients. This approach allows the Federated Learning 

(FL) model to gain insights from distinct client datasets 

without compromising data privacy. Figure 2 showed the 

process of federated learning environment for brain 

tumor segmentation. 

As labels for regions in brain vascular are sparse, hence, 

we have used binary cross-entropy and weighted binary 

cross-entropy loss [14] which can adjust the learning bias 

between vessels and background. Besides, we also used 

dice similarity coefficient loss [15] to ensure the 
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segmentation of small vessels. Finally, we define the 3D 

optimization loss function. 

L = BCE + αWBCE + (1 − α)LDSC (2) 

where α is the weight balance parameter between 

weighted binary cross entropy (WBCE) and LDSC (Dice 

loss). We have empirically set α = 0.6. 

 
Fig. 2 Federated Learning environment for brain tumor segmentation 

 

3. Results and Discussion 

In this section, we first present details of the dataset 

followed by the experiment and results. We have 

evaluated and compared the performance using the Dice, 

Jaccard index, volumetric similarity coefficient, and 

balanced average Hausdorff distance (HD). SHINY-

ICARUS challenge evaluation is based on two 

overlapping matrices such as clDice5 and Dice. ClDices 

measure the similarity while favoring both connectivity 

and topology. Both clDice5 and Dice carry the same 

weight for the evaluation. 

3.1. Dataset 

SHINY-ICARUS dataset consists of manually 

segmented cerebral arteries NIfTI volumes with 16-bit 

representation. The images (resolution 0.227 × 0.227 × 

0.227mm) are acquired by interventional 

neuroradiologists from patients presenting intracranial 

aneurysms, using a GE INNOVA 3D. The dataset 

consists of contract images of most of the patient’s head. 

In this experiment, we have divided the dataset into five-

fold cross-validation based on the best validation score, 

the proposed model uploaded in a docker container. The 

challenge organized provided 35 volumes for training the 

proposed model. A detailed description of the dataset can 

be found [6]. A sample dataset with manual annotation is 

shown in Figure 3.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(a) image (b) mask 

Fig. 3 A sample dataset was used in our proposed model. 
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3.2. Experimental Results 

For evaluation purposes, the SHINY-ICARUS 

challenge provides two test sets (primary and secret). We 

have trained the proposed model using patches of input 

volume due to the limitation of memory. We have found 

160 × 160 × 160 the best patch for training. We have 

generated 10 random patches with a single epoch during 

training and optimization. In this experiment, we used 

Adam optimizer, batch size 2, and set the learning rate to 

0.0001 and epoch to 1000. We have used a combined loss 

functions function between the prediction mask and the 

ground truth. We have used early stopping criteria and 

training was ended after 20 epochs on similar validation 

dice. We have used NVIDIA GTX 3070 GPU having a 

24GB memory machine and developed the model in 

PyTorch library and trained from scratch. Figure 4 

illustrates the visualization of the validation set. Table 1 

shows the results of the proposed model using the 

validation dataset. 

Figure 4 shows the predicted and ground truth 

segmentation for subject1 and subject2 validation 

datasets. The proposed model produced a similar 

segmentation mask as compared to ground truth 

segmentation. Our proposed model produced 

overestimated some branches and we can remove these 

extra segmentation branches using connected 

components.  

 

Table 1. Results on the proposed model on the validation dataset. 

Models Dice Re Pr clDice clRe clPr 

3DUNet+MSFE 0.8674 0.9990 0.7664 0.8496 0.9988 0.7392 

3DUNet+HSCA 0.8969 0.9882 0.8210 0.8573 0.9890 0.7566 

3DUNet+HSCA+MSFE 0.9374 0.9432 0.9317 0.8968 0.9567 0.8440 

 

Fig. 4 The first shows the prediction and ground truth (GT) segmentation mask for validation subject 1 and the second 

row shows results on subject 2.

 

GT input 

 

GT volume 

 

GT input 

 

GT volume 

 

Predict 

 

Predict Volume 

 

Predict  

 

Predict Volume 
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4. Conclusion 

In this paper, we presented an efficient brain vascular 

segmentation deep framework aided with hybrid 

attention and multi-scale feature aggregation modules. 

Experiments are conducted on the SHINY-ICARUS 

challenge which shows that our model is ranked 2nd on 

the secret test and 3rd on the combo test that validates the 

effectiveness of the proposed framework. We have 

divided the dataset into five-fold cross-validation and 

based on the best validation score, the proposed model 

was uploaded in a docker container. Experiment results 

showed efficient (dice and clDice5) segmentation of 

brain vascular. 
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Abstract 

Quantum machines enhance the capabilities of classical counterparts across various domains, notably in addressing 

real-world challenges. The classification of brain MR images for tumor detection is a crucial diagnostic process in 

the analysis of brain images. Traditional approaches, such as classical machine learning techniques and conventional 

deep learning structures like convolutional neural networks, are frequently employed for image classification. 

However, as the network size increases, training these models becomes increasingly arduous. Quantum algorithms 

offer advantages by optimizing the performance of classical algorithms through the incorporation of the intrinsic 

properties of quantum bits. In this paper, we proposed a hybrid classical and quantum convolutional neural network 

for Alzheimer's disease (AD) classification. The proposed model was further validated on the brain tumor 

classification task. The fundamental concept involves encoding data into quantum states, facilitating quicker 

information extraction, and subsequently utilizing this information to discern the data class. The proposed model 

results underscore the reliability and robustness and demonstrated by optimal performance accuracies across various 

datasets, the proposed model substantiates its efficacy in detecting and classifying AD disease and brain tumors. 

Keywords: Quantum machine learning, Deep learning, Classification, Alzheimer's disease, Brain Tumour, Hybrid 

Quantum technique in medical imaging. 

1. Introduction 

Alzheimer’s disease (AD) is the most common reason 

of dementia worldwide [1]. Dementia belongs to assess 

abnormal changes in the brain and commonly interrupts 

the communication between the brain cells [1]. Disrupted 

communication between cells can lead to impairments in 

an individual's cognitive functions, including memory 

loss, emotional regulation, reasoning and decision-

making, behavior, and language proficiency [1]. In recent 

years, substantial progress has been achieved in the 

advancement of cerebrospinal fluid (CSF) biomarkers [2] 

and cutting-edge imaging techniques like amyloid and 

tau positron emission tomography (PET) [2]. Although 

there have been significant advancements, numerous 

emerging diagnostic and treatment approaches are still 

primarily confined to research settings. As a result, the 

primary means of diagnosis before death continues to rely 

on traditional clinical evaluation, neuropsychological 

testing [10] and magnetic resonance imaging (MRI) [11]. 

Mild cognitive impairment (MCI), which serves as an 

early precursor to dementia, can also represent a subtle 

initial manifestation of Alzheimer's disease (AD). 

Diagnosing MCI as an early sign of AD demands a high 

level of clinical expertise from skilled specialists. 

Alzheimer's disease (AD) is a neurological disorder that 

can be detected through brain imaging, and numerous 
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studies have concentrated on using machine learning or 

deep learning methods to classify AD based on brain 

images [3]. 

Recently, various studies proposed deep learning 

models for AD classifications [3], [4]. They proposed 

traditional deep learning classification models, in this 

study we investigate a hybrid model based on classical 

deep learning and quantum machine learning. Recently 

Quantum machine learning research has gained success 

in the medical community.  

Few studies proposed quantum machine learning for 

brain tumor classification [5]. We have proposed hybrid 

deep learning and quantum layers for the classification of 

AD and compared the performance with state-of-the-art 

methods using a hybrid proposed approach. We proposed 

first-time hybrid classical deep learning and quantum 

machine learning models for AD classification. We have 

compared performance using the brain tumor dataset 

using our proposed technique.  

2. Methodology 

Our proposed approach combines a classical network 

with a quantum network to harness the strengths of both 

worlds, creating a model that can effectively identify AD 

abnormalities using MRI analysis. The architecture 

primarily emphasizes the utilization of classical 

algorithms for enhanced detection, thereby expediting the 

diagnosis and treatment processes. The substructure 

integrated into constructing a quantum layer aims to 

transform classical data points into quantum states, 

facilitating faster information extraction and improving 

the efficiency of feature detection and pattern recognition.  

The Convolutional Neural Network (CNN) is a widely 

employed architecture for a range of processing tasks, 

such as image recognition, segmentation, and 

classification [6], [7], [8], [9], [10], [11], [12]. It is 

composed of three basic layers: Convolution, pooling, 

and fully connected layers. The convolution and pooling 

layers are involved in feature extraction from input 

images, while the fully connected layer extracts features 

to the output, facilitating classification based on the 

identified features. A typical CNN structure comprises 

multiple blocks that integrate convolution, pooling, and 

fully connected layers. We have proposed three blocks of 

conv layers. Each block consisted of 2D Conv, 2D 

MaxPool, and 2D Normalization layers [13], [14], [15]. 

We have used one fully connected (FC) layer and one 

hybrid quantum layer for AD and brain tumor 

classification. The structure of the proposed model is 

shown in Figure 1. 

 

Fig. 1 The structure of the proposed classical and Quantum deep learning network. 

 

3. Quantum Layers 

Quantum supremacy manifests when solving intricate 

problems more effectively than traditional classical 

methods [5]. Quantum mechanics provides the 

fundamental framework for the operation of quantum 

machines. In a quantum computer, the fundamental unit 

of information processing is a quantum bit, or qubit, akin 

to the role played by classical bits in conventional 

computers. A standard quantum computer utilizes the 

unique features of a quantum bit, primarily superposition 

and quantum entanglement, to process data and 

information. Unlike a classical bit, a qubit's superposition 

property enables it to simultaneously exist in multiple 

states, including zero and one. In essence, qubits can be 

described as state vectors within Hilbert space. The 

hybrid layer has been proposed with classical deep 

learning models for AD classification and further 

compared on the brain tumor classification dataset. 
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Figure 2 shows the complete block architecture of the 

quantum layers. 

 

Fig. 2 Block of the quantum layer. 

 

4. Dataset 

We have used an Alzheimer's Disease Neuroimaging 

Initiative (ADNI) dataset, consisting of 1,821 participants 

based on magnetic resonance imaging (MRI) scans. After 

rigorous inclusion criteria were applied, the dataset 

comprised a total of 8,916 participants. Subjects were 

labeled according to the clinical diagnoses provided by 

the ADNI study cohort.  For any subjects with 

documented dementia and a primary diagnosis of 

Alzheimer’s disease dementia, an AD label was assigned 

regardless of the presence of additional dementing 

comorbidities. We compared the performance of our 

proposed method using a brain tumor dataset. All 

algorithms undergo training and performance validation 

using the Kaggle Brain Tumor MRI dataset. The Kaggle 

Brain dataset comprises 7,023 human brain MRI scan 

images in DICOM format, categorized into four distinct 

classes, namely glioma, meningioma, no tumor, and 

pituitary [5]. 

5. Results and Discussion 

In this study, a series of tests have been performed to 

assess the benefits of employing quantum circuits in AD 

disease and brain cancer classification. These tests 

specifically compared the performance of a traditional 

CNN with quantum circuits used for feature extraction, 

with a focus on highlighting the advantages of quantum 

circuits. The proposed approach with Quantum layers 

produced comparable performance using both datasets as 

shown in Table 1. 

 

Table 1 Classification performance of brain tumor using classical and quantum deep learning models 

Methods Accuracy precision recall F1-score 

A. Pashaei et al. [16] 93.68 -- -- -- 

Classical CNN 94.33 95.07 94.33 94.98 

Classical and Quantum CNN  95.33 96.34 95.88 94.23 

Table 2 The Alzheimer classification using classical and quantum deep learning models. 

Methods Accuracy precision recall F1-score 

Di Wang et al. [17] 87.25 -- -- -- 

Classical CNN 88.33  88.90 89.90 90.39 

Classical and Quantum CNN  89.56  90.87 91.63  91.22 
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Table 2 shows the performance of the proposed model 

using classical and hybrid deep learning models. The 

quantum-based hybrid deep learning model produced 

optimal performance on brain tumor and AD disease 

classification tasks. 

Furthermore, the results found have the capacity of the 

hybrid quantum model to enhance the efficiency of 

medical image classification and diagnosis. However, 

additional research is necessary to evaluate its 

performance in classifying different types of data. This 

research offers valuable insights into the benefits of 

integrating quantum circuitry into CNN models for the 

analysis of medical images, opening possibilities for 

quantum-enhanced machine learning within this field.  

6. Conclusion 

The proposed study introduces an efficient Hybrid 

Quantum deep learning model for the classification and 

diagnosis of AD disease and Kaggle brain tumors 

medical image datasets. The proposed model attains a 

comparable performance accuracy as compared to the 

conventional CNN's performance. The validation 

accuracy results provide additional evidence of this 

superior performance. Future research efforts will be 

directed towards assessing the resilience of hybrid 

quantum-based models against adversarial attacks. The 

research on quantum with classical deep learning models 

will continue to enrich the body of knowledge in quantum 

computing and its potential applications in medical 

imaging research, ultimately driving progress in precise 

diagnosis and enhanced patient care. 
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Abstract 

This paper investigates the discontinuous state feedback control for stabilizing a class of nonholonomic integrators 

with drift terms. The control design relies on constraining state trajectory in an invariant set. To this end, we apply 

constant controls to drive the states moving into the invariant set and then switch to a continuous control law with 

suitable gain selections. It is proven in the Lyapunov sense that the proposed control scheme achieves global 

exponential stabilization of the states, and the control switch would only occur at most once. Numerical simulations 

are carried out to validate the proposed control law. 

Keywords: Nonholonomic integrators, Discontinuous feedback, Nonlinear control 

 

1. Introduction 

Nonholonomic integrators refer to one kind of control 

systems that obstruct Brockett’s necessary condition for 

the existence of static time-invariant stabilizers [1]. They 

have attracted much attention in the control community 

because various robotic systems can be converted into 

nonholonomic integrators [2]. 

Due to non-integrable properties, only discontinuous, 

time-varying, or hybrid control laws are applicable to 

stabilize the nonholonomic integrators [3], [4], [5], [6]. 

Via forcing the state trajectories to move on a sliding 

mode surface, a stabilization and a tracking control law 

were developed in [3] for nonholonomic integrators, 

achieving global asymptotical convergence of the states. 

In [4], a novel logic-based hybrid control law with the 

switching mechanism that achieved global exponential 

stabilization was reported. Using virtual control and 

variable structure design, the control scheme in [5] 

stabilized the states of nonholonomic integrators to zero 

exponentially from any initial states. An alternative with 

the control Lyapunov function approach for stabilizing 

the nonholonomic integrators can be found in [6]. The 

leading results in [3], [4], [5], [6] are helpful in 

understanding the structural properties and solution 

trajectory of nonholonomic integrators. Yet, the drift 

terms that play affect on the dynamic performance of the 

system are not considered in the literature mentioned 

above. 

It is necessary to consider drift terms for utilizing the 

results developed for pure nonholonomic integrators on 

practical robotic systems. In [2], an adaptive leader-

following formation control scheme of multiple wheeled 

mobile robots was developed by applying techniques 

associated with nonholonomic integrators, regulating 

formation errors globally convergent to the neighborhood 

of the origin. After converting the kinematic model of 

unicycles into the form of nonholonomic integrators with 

drift terms, a control law capable of rendezvous and 

tracking of networked unicycles was proposed in [7], 

which, however, only consider the case that the error 

states are initialized inside an invariant set. 

Motivated by the discussions above, this paper makes 

further endeavors on the control design of nonholonomic 

integrators. The concerned nonholonomic integrators can 

be viewed as an augmented version of that in [1] by 

adding a drift term. The control design involves a state 

feedback control law and a constant control law, which 

achieves asymptotical convergence of the states in an 

invariant set and forces the state trajectory to move into 

the invariant set, respectively. A simple switch would 

occur if the initial states are outside the invariant set. 

Lyapunov stability theory is utilized to prove the obtained 

theoretical results. 

The rest is organized as follows. Section 2 formulates 

the control problem and presents the control design. 
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Numerical simulations are carried out in Section 3. 

Section 4 concludes the work briefly. 

 

2. Main results 

2.1. Problem formulation 

The concerned nonholonomic integrator with a drift 

term in this work holds the form below, 

( )

1 1

2 2

3 2 1 1 2 1 2,

z u

z u

z z u z u f z z

 =


=


= − +

 (1) 

where 1 2 3 1 2, , , , , :z z z u u f  , and there is a 

positive number 
1  such that ( )  1 2 1 1 2, ,f z z z z . 

The nonholonomic dynamic (1) obstructs the famous 

Brockett’s necessary condition for the existence of full-

state time-invariant static stabilizer.  To this end, we plan 

to find a discontinuous control law for (1) so that  

1 2 3lim 0,lim 0,lim 0
t t t

z z z
→ → →

= = =  (2) 

from any initial states. 

Remark 1. Either kinematic or dynamic models of 

various nonholonomic systems, including nonholonomic 

unicycles and underactuated hovercrafts [7], can be 

converted into the form of (1). Thus, the addressed 

nonholonomic integrator (1) has general property though 

its form is simple. 

2.2. Control design 

The discontinuous control design includes two steps. 

First, we design a state feedback control law so that the 

state trajectory is convergent to zero in an invariant set. 

Second, we propose a constant control to force the states 

to move into the invariant set. The design process above 

is depicted in Fig. 1. 

 

 
Fig. 1. The invariant set and switching mechanism. 

 

Design the following control law, 

( )

( )

2
1 1 1 2 32 2

1 2

1
2 1 2 2 32 2

1 2

tanh

tanh

z
u k z f g k z

z z

z
u k z f g k z

z z

= − − + +
+

= − + + +
+

 (3) 

where
1 2 1 1 1 2 2 1tanh tanh , 2 0g k z z k z z k k− +   . The 

effectiveness of the control law (3) is summarized in the 

lemma below. 

LEMMA 1. The application of (3) on (1) achieves that 

1 2 30, 0, 0z z z→ → → as t →+ and 
1 2,u u L , if 

2 12 0k k  and ( )  3 2 2

1 2 30 .Z C Z z z z  +   

Proof. Substituting (3) into (1) results in, 

( )

( )

2
1 1 1 2 32 2

1 2

2
2 1 2 2 32 2

1 2

3 2 3

tanh

tanh

z
z k z f g k z

z z

z
z k z f g k z

z z

z k z

= − − + +
+

= − + + +
+

= −

 
(4) 

Obviously, one has ( ) ( ) 2

3 3 0 k tz t z e−= and obtains that 
3z  

would converge to zero exponentially. Choose a positive 

function,  

( )2 2

1 20.5V z z= +  (5) 

The time derivative of V along with the solution 

trajectory of (4) can be calculated as, 

1 1 1 1 2 2tanh tanh 0V k z z k z z= − −   (6) 

which implies that the states 
1z  and 

2z  converge to zero 

asymptotically. Next, we prove the boundedness of the 

control inputs and invariant properties of the set C . Due 

to the forms of f  and g , it is direct to obtain  

2 2

1 2 2

2 2

1 1 1 2 1 2 22

f z z

g k z k z k z z

 +

 +  +

 (7) 

which, together with (3), demonstrates that 

2 3

1 1
2 2 2 2

1 2 1 2

2 3

1 1
2 2

1 2

3

f g k z
u k

z z z z

k z
k

z z


+
 + +

+ +

 + +
+

 (8) 

According to tanh ,x x x   , we derive that 

( )2 2

1 1 2 12V k z z k V − + = −  (9) 

Using the comparison principle then yields [8], 

( ) ( )12 0k tV t e V−  (10) 

Therefore, one has 

( ) ( ) ( ) ( ) 1

1 2 1 2, 0 , 0 k tz t z t z z e−        (11) 

and 

( )

( ) ( )

33

2 2 2 2

1 2 1 2

0

0 0

zz

z z z z


+ +
 (12) 

Combining (8) and (12), we find out that 

( )

( ) ( )

3

1 1 1 2
2 2

1 2

0
3

0 0

z
u U k k

z z
 + +

+
 (13) 

and 
1u is bounded. Following the same routine above, we 

can also prove the boundedness 2u U . Additionally, 

the inequality (11) and the fact ( ) ( ) 2

3 3 0 k tz t z e−= imply 

that 2 2

1 2 3 , 0z z z t+    as 
2 12k k  and ( )0Z C . 
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Therefore, the set C is invariant. This completes the 

proof.  □ 

The Lemma 1 shows that the state trajectory would 

converge to zero asymptotically in the invariant set C . In 

what follows, we would like to use constant controls to 

drive the state trajectory moving into the set C if the 

states are not initialized therein. 

Without losing generality, the initial states are assumed 

to be outside the invariant set C , i.e., ( ) 30Z C − . 

Consider the constant control inputs, 

1 1 2 2,c cu u u u   (14) 

Using (14) and integrating (1) with respect to time then 

lead to, 

( ) ( )

( ) ( )

( ) ( ) ( ) ( )

( ) ( )( )

1 1 1

2 2 2

3 3 2 1 1 2

1 2
0

0

0

0 0 0

, d

c

c

c c

t

z t z u t

z t z u t

z t z z u z u t

f z z  

= +

= +

= + −  

+

 (15) 

The term ( ) ( )( )1 2
0

, d
t

f z z   satisfies, 

( ) ( )( ) ( ) ( )( )

( )

1 2 1 1 2
0 0

1 1 2
0

2

1 2

, d 0 0 d

d

t t

t

c c

f z z z z

u u

c t c t

    

  

 +

+ +

= +

 

  (16) 

where ( ) ( )( ) ( )1 1 1 2 2 1 1 20 0 , 0.5 c cc z z c u u = + = + . 

Let ( ) ( ) ( )( ) ( ) ( )0 3 3 1 1 2 2 1 1 20 , 0 0 0 0c cc z c z z z u z u= = + + −   , the 

estimation for ( )3z t can be given by, 

( ) 2

3 0 3 2z t c c t c t + +  (17) 

It hence follows that, 

( ) ( ) ( ) ( )( ) ( )( )
2 22 2

1 2 3 1 1 2 2

2

0 3 2

2

2 1 0

0 0c cz t z t z t z u t z u t

c c t c t

b t b t b

+ −  + + +

− − −

= + +

 (18) 

with  

( ) ( )

( ) ( )

2 2

2 1 2 2

1 1 1 2 2 3

2 2

0 1 2 0

,

2 0 2 0

0 0 0

c c

c c

b u u c

b z u z u c

b z z c

+ −

+ −

+ − 

 (19) 

Observing (19), if 
1 2,c cu u are chosen satisfying 

2 2

1 2 2c cu u c+  , then we conclude from 
2 0b  and 

0 0b 

that there exists a finite time instant 
1 0t  so that, 

( ) ( ) ( )

( ) ( ) ( )

2 2

1 1 2 1 3 1

2 2

1 2 3 1

0

0,

z t z t z t

z t z t z t t t

+ − =

+ −   
 (20) 

Such a 
1t  can be estimated as, 

2

1 1 2 0

1 2

2

4
0

2

b b b b
t t

b

− + −
   (21) 

The derivations above are gathered together in the 

following lemma. 

LEMMA 2. Given the constant control inputs  1 2,c cu u  in 

(14) satisfying 2 2

1 2 2c cu u c+   and ( ) 30Z C − , there 

is a finite time instant 
1t  given by (21) so that ( )1Z t C . 

Proof. The proof is direct via following the derivations 

(14)-(21), and hence omitted.  □ 

 

According to Lemmas 1-2, the discontinuous control law 

can be constructed as 

( )

( )

2
1 1 2 32 2

1 21

3

1

1
1 2 2 32 2

1 22

3

2

tanh ,if  

,                                         if  

tanh ,if  

,                                         if  

c

c

z
k z f g k z Z C

z zu

u Z C

z
k z f g k z Z C

z zu

u Z C


− − + + 

+= 
  −


− + + + 

+= 
  −

 (22) 

THEOREM 1. Given the discontinuous control law (22), 

the system (1) is globally asymptotically stable if 

2 12 0k k  and 2 2

1 2 2c cu u c+  . 

Proof. According to Lemma 1, the states would converge 

to zero asymptotically in the invariant set C by the 

control law (22). Moreover, the states would be driven 

moving into the set C  in finite time if they are initialized 

outside the invariant set. Thus, the discontinuous scheme 

(22) would always ensure the asymptotic convergence to 

zero of the states. The claims in the theorem are 

established immediately.  □ 

 

Remark 2. Note that the time instant 
1t is not necessarily 

known for control switch in (22). We introduce the 

estimation on 
1t  to prove that the state trajectory would 

move into the invariant set C  in finite time. 

 

Remark 3. Due to the invariant property of C , the switch 

of the control law (22) would only occur once at most. 

 

2.3. Application to the tracking control of a 

unicycle robot 

This subsection illustrates the application of (22) on 

the trajectory tracking of a unicycle robot. The kinematic 

model of a unicycle robot can be given by 

cos , sin ,x v y v   = = =  (23) 

where  ,
T

x y denotes the Cartesian position,   is the 

orientation angle, u represents linear velocity and 

stands for the angular velocity. Let  , ,
T

r r rx y  denote the 

reference trajectory generated by 

cos , sin ,r r r r r r r rx v y v   = = =  (24) 

where the reference velocities 
rv and 

r are bounded. 

Define the following tracking errors, 

( ) ( )

( ) ( )

1

2

3 1 2

cos sin

2 sin 2 cos

r r

r

r r

z x x y y

z

z x x y y z z

 

 

 

= − + −

= −

= − − + − +

 (25) 
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The time derivative of (25) can be calculated as 

( )

( )

1 3 1 2 2

2

3 2 1 1 2 2 1

0.5 cos

2 sin

r

r

r r

z v z z z v z

z

z z z z z v z z



 



= + − −

= −

= − + −

 (26) 

Obviously, the error dynamics (26) features the same 

structure as (1) if we define  

( )

( )

1 3 1 2 2

2

2 1

2 2

1

0.5 cos

2 sin

2

r

r

r r

r r

u v z z z v z

u

f v z z

v



 



 

= + − −

= −

= −

= +

 (27) 

Therefore, applying the control law (22) on (26) would 

steer the error (25) to zero globally asymptotically. As the 

state transformation (25) is globally invertible, the 

original tracking errors ,r rx x y y− − and 
r − would 

converge to zero asymptotically from any initial states. 

3. Numerical Simulations 

This section validates the proposed control law (22) by 

numerical simulations. To this end, we initialize the 

nonholonomic integrator (1) by ( )  0 1,1, 4
T

Z = − − and set 

the control coefficients as 
1 20.25, 0.55k k= = . The drift 

term is ( )1 20.2f z z= + . The constant control inputs are 

1 20.2, 0.2c cu u= = . We depict the results in Figs 2-3. 

 
Fig. 2. The state trajectories. 

As can be seen from Fig. 2. the initial states are outside 

the invariant set, and the control inputs are constant in 

this phase. The control is automatically switched into 

state feedback control law as soon as the switching 

condition ( ) ( ) ( )2 2

1 2 3z t z t z t+   is satisfied, which can be 

drawn from the turnings in Fig. 2. Then, the states are 

constrained in the invariant set and converge to zero 

asymptotically. In addition, the control inputs are always 

bounded, which can be concluded from Fig. 3.  

 
Fig. 3. The control inputs. 

To validate the control law on solving the trajectory 

tracking control problem of a unicycle robot, we set the 

reference signal by 0.2, 0.1r rv = = with initial condition 

( ) ( ) ( )0 0, 0 2, 0 0r r rx y = = − = . The initial pose of the 

unicycle is chosen as ( ) ( ) ( )0 2, 0 2.5, 0x y  = − = − = . 

Meanwhile, the control coefficients 
1 2 1, , ck k u and 

2cu are 

set the same as previous case. We depict the position 

trajectory and errors in Fig. 4 and Fig. 5, respectively.  

As can be seen, the Fig. 4-5 illustrate the success of 

applying discontinuous control law (22) on the trajectory 

tracking control of a typical unicycle robot. The pose 

tracking errors are convergent to zero asymptotically. 

 
Fig. 4. The position trajectory(*:starting point). 

 

 

 
Fig. 5. The tracking errors. 

4. Conclusion 

This brief introduces a discontinuous global stabilizer 

for a class of nonholonomic integrators with drift terms. 

The proposed control scheme includes a state feedback 

controller and a constant control law, fusing with a simple 

criterion for control switching. It is proven in the 

Lyapunov sense that the system states converge to zero 

globally asymptotically, with the control switching 

occurring at most once. In the future, the authors will 

generalize the current control scheme to solve global 

stabilization problems of other nonholonomic systems. 
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Abstract 

Optimal design of vibration absorbers has been extensively investigated. Most of the design methods are 

approached by optimizing certain performance indices, resulting in a set of optimal parameters that are 

independent of exogenous forcing frequencies. In practical designs, however, it is often desirable to know 

the performance limits over a frequency band of interest. This problem is tackled in the present paper 

where both lower and upper bounds are obtained. Numerical examples are given to validate the 

corresponding designs. 

Keywords: Vibration absorbers, optimal design, performance limit 

 

1. Introduction 

Tuned mass dampers (TMD) are widely used for 

vibration attenuation either at a frequency or over a 

frequency range. Many configurations have been 

proposed [1], [2], [3] while one typical TMD consists of 

a secondary mass-damper-spring system, attached to a 

vibrating primary system. The secondary system is also 

called an absorber whose parameters are to be designed. 

Besides the classical “equal height” methods, many 

approaches have been proposed for optimal design of 

TMD parameters. Most of the developments are preceded 

with formulating optimization problems by optimizing a 

properly chosen performance index. For example, 

H2/H∞ forms of performance indices can be optimized 

where even analytical solution can be found for optimal 

parameter selections [4], [5]. A comparison between 

different optimization criteria is given in [6],  while more 

elaborated examples can be found in [7]. As a result of 

the optimization, optimal parameters can be obtained 

which is usually represented as optimal damping and 

frequency ratios as a function of the mass ratio.  

In review of the available results in the literature, it is 

seen that the optimization of performance indices leads to 

the results that only optimize the pre-designated indices, 

yet performance limits, particularly the frequency-

dependence performance bounding information cannot 

be obtained. This frequency-dependence performance 

limit of vibration absorbers is considered in the paper. It 

is organized as follows: section 2 formulates the problem 

to be considered. Section 3 proceeds to develop the lower 

and upper bounds. Numerical examples are also provided 

before a conclusion in section 4. 

2. Problem Formulation 

The model can be represented as: 
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where the dependence on time has been omitted for easy 

reference. The frequency response property for the 

transmission force can then be written down: 
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                                                                                      (2) 

where )( jF  and )( jD  are the Fourier transforms 

of )(tF  and )(td , respectively. 

The aim of the TMD design is to design the absorber 

parameters 2m , 2c , and 2k  in such a way, so that 

certain appropriate performance indices such as 

energy/magnitude defined by H2/H∞ norms are 

optimized. Although the optimization “routines” exist for 

obtaining feasible solutions to the corresponding 

optimization problems, it is still of great significance and 

interest to seek the boundary or limit of performance. As 

the limits will dictate the achievable performance, on the 

one hand, they are not to be conquered by any form of 

performance index to be optimized; on the other hand, 

they will actually provide guidance to the designers if a 

choice of performance index is suitable by knowing its 

“distance” to the limits. Henceforth, performance limits 

should be treated as a benchmarking that any design 

through any optimization method with any performance 

index must compare with. These issues are treated in the 

following sections. 

3. Performance Limit: Lower & Upper Bounds 

From equation (1), it is known that the following 

frequency responses relationship holds: 

( ) )()( 111  jXcjkjF +=                                     (3) 

For any particular configuration, the primary system 

parameters 1c and 1k are known, hence optimizing 

)()(  jDjF  is equivalent to optimizing 

)()(1  jDjX . From equation (2), it is known: 
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Thus the objective of TMD design can be re-stated to 

reduce the transmission magnitude )()(1  jDjX  

through the optimal selection of the absorber parameters 

2m , 2c , and 2k . In the following, the performance 

bounds for attenuation of the magnitude of 

)()(1  jDjX  through the to-be-designed 

parameters of 2m , 2c , and 2k  will be sought. This is 

preceded by boldly stating the results. 

Theorem 1 (Lower Bound): The performance of 

)()(1  jDjX  is bounded from below by: 
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The relationship is strictly “greater than” implying that 

the lower bound is absolute and never to be attained.  

Theorem 2: The performance of )()(1  jDjX  is 

bounded from above by: 

)()(

)( 22422

1









h

CMK
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 ,          (6) 

where: )(h  is a positive function dependent on 

frequency. 

From the above result, a series of observations 

follow: 
(1) While the minimum lower bound is attained at 

natural frequency of the primary system 

111 mk= , the minimum upper bound is 

achieved at the natural frequency of the absorber 

222 mk= . 

(2) As the lower bound, the upper bound is also inversely 

proportional to the natural frequency 2 —to 

increase the bound, 2  needs to be decreased! 

(3) Yet one of the most important applications for upper 

bound is the assertion that the performance 

)()(1  jDjX  will always be attenuated over 

the frequency bands where the upper bound is less 

than unity. This can be developed into a very useful 

and powerful design methodology.  

For example, assume 1c  and 2m  are unities, then 

the bound becomes: 

 

( ) 22

2

22

2

5

2

1






ck

c

+−
+

                                     (7) 

Then a calculation for cubic unities of 2k , 2c , and   

with a grid of 101010   shows that a set of solutions 

exist for satisfying (7). This is shown in Figure1. 
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Figure 1: feasible choices of parameters 

2k , 
2c , and 

  within a 101010   cubic unity grid 

4. Conclusion 

Frequency-dependent performance limits of tuned mass 

dampers have been considered. It has been demonstrated 

that the performance is not only bounded from below, but 

also bounded from above. The existence of the lower 

bound is very useful providing guidance upon best 

performance to be expected. Combining with the concept 

of attenuation by bounding from above, it has been shown 

that this can lead to design methods with such features as 

guaranteed performance.  
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Abstract 

In this paper, an adaptive iterative learning algorithm is proposed to solve the optimal tracking control problem 

(OTCP). Unlike the existing method, we select the finite-time horizon cost function to measure tracking performance. 

Our method doesn’t require an accurate system dynamic and the concurrent learning (CL) technique is utilized to 

learn the system identification model.  Based on identification model, we present our concurrent iterative learning 

algorithm under the Pontryagin’s framework to learn the solution for OTCP. The proposed algorithm overcomes the 

limitation of Adaptive Dynamic Programming (ADP) methods when dealing with time-varying systems or situations 

involving state inequality constraints. The algorithm's effectiveness is demonstrated through a numerical simulation.  

Keywords: Optimal tracking control, Concurrent learning, State inequality constraints, Adaptive iterative algorithm 

 

1. Introduction 

Optimal tracking control [1], [2] is a comprehensive 

problem to find an optimal control input to minimize the 

tracking cost function to ensure that the system follows 

the prescribed trajectory. Due to the complexity of the 

nonlinear systems, it is difficult to obtain analytical 

solutions for OTCP. This paper aims to design an 

iterative algorithm to realize the tracking control without 

the accurate system information. 

 Many researchers apply Reinforcement learning (RL) 

technique [3], [4], [5], [6] to solve the above problems. 

The advantage of reinforcement learning is that it does 

not require a precise prior knowledge of system dynamics. 

Most of the methods use the ADP technique to solve the 

tracking Hamilton–Jacobi–Bellman (HJB) equation. 

Approximation methods like neural networks (NNs) are 

widely used in ADP literature for value function 

approximation. Although ADP is effective, it still has 

inherent technical obstacles. The HJB equation reduced 

to the form of an ODE under an infinite-horizon cost 

function and an affine nonlinear system. It is easier to 

learn solutions compared to PDE. 

Another important problem for the OTCP is the is the 

existence of constraints. For control input constraints, a 

nonquadratic performance function [7], [8] is used in the 

optimal regulation problem. As for the state constraints 

problem, the explicit expression between optimal control 

and value function no longer holds in affine nonlinear 

systems. Therefore, within the ADP framework, the 

problem of state constraints for OTCP remains 

unresolved.  

This paper aims to develop a new adaptive iterative 

algorithm to solve the OTCP with finite-horizon cost 

function and state constraints. CL technique [9] is used to 

learn the system identification model. Based on 

Pontryagin’s framework and the identification model, we 

design a new adaptive iterative method to learn the 

optimal control input which minimize the tacking cost 

function in prescribed time interval without the exact 

system dynamic. Moreover, the system trajectory not 

only tracks the predetermined trajectory, but also satisfies 

the state constraints. 

2. Problem statement 

We consider the following nonlinear dynamic system: 

�̇� = 𝑓(𝑥, 𝑢, 𝑡),   𝑥(𝑡0) = 𝑥0 (1) 

where 𝑥 ∈ ℝ𝑛 is the system state with initial state 𝑥0, and 

𝑢 ∈ ℝ𝑚 is the control input. The unknown map 𝑓:ℝ𝑛 ×

ℝ𝑚 × ℝ → ℝ𝑛 is Lipschitz continuous. It is assumed that 

the state must be limited to satisfy the following 

inequality constraints:  

𝑠(𝑥, 𝑡) ≤ 0 (2) 
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where 𝑠 = (𝑠1, 𝑠2, … , 𝑠𝑧)
𝑇 ∈ ℝ𝑛 × ℝ → ℝ𝑧  is a z-

dimensional column vector function. Let 𝑥𝑑(𝑡) ∈ ℝ
𝑛 is a 

prescribed trajectory with initial state 𝑥𝑑0, the dynamic of 

tracking error and the constraints can be expressed as: 

                                      {
�̇� = 𝐹(𝑒, 𝑢, 𝑡)                                (3)

𝑆(𝑒, 𝑡) ≤ 0                                    (4)
 

where 𝑒 = 𝑥 − 𝑥𝑑  is the tracking error, 𝐹(𝑒, 𝑢, 𝑡) =

𝑓(𝑒 + 𝑥𝑑 , 𝑢, 𝑡) − �̇�𝑑  and 𝑆(𝑒, 𝑡) = 𝑠(𝑒 + 𝑥𝑑 , 𝑡) . We 

define the following finite-horizon cost function for 

tracking performance: 

𝐽(𝑒, 𝑢) = ∫ 𝐿(𝑒, 𝑢)𝑑𝑡
𝑡𝑓

𝑡0

(5) 

where 𝐿(𝑒, 𝑢) = 𝑒𝑇𝑄𝑒 + 𝑢𝑇𝑅𝑢 , 𝑄 ∈ ℝ𝑛×𝑛  and 𝑅 ∈

ℝ𝑚×𝑚  are positive definite symmetric matrices. The 

optimal tracking control problem in this paper aims to 

find an optimal control input 𝑢∗(𝑡), 𝑡 ∈ [𝑡0, 𝑡𝑓]  to 

minimize the cost function (5) subject to system (3) and 

inequality constraints (4). 

It is proved [10] that the above state constraints optimal 

control problem can be reduced to solve a sequence of 

unconstrained problem by minimizing the following 

Kelley-Bryson penalty cost function as 𝑘 → ∞: 

𝐽(𝑒, 𝑢, 𝑟𝑘) = ∫ 𝐿(𝑒, 𝑢) + 𝑟𝑘∑ℎ(𝑆𝑗)𝑆𝑗
2(𝑒, 𝑡)

𝑧

𝑗=1

𝑑𝑡
𝑡𝑓

𝑡0

(6) 

where lim
𝑘→∞

𝑟𝑘 = ∞ and ℎ(𝜎) = {
1, 𝜎 > 0 
0, 𝜎 ≤ 0.

  

The necessary condition for each optimal control 

problem associated with 𝐽(𝑒, 𝑢, 𝑟𝑘) is concluded by: 

{
 
 

 
 
�̇� = −𝐻𝑒 − 2𝑟

𝑘∑ℎ(𝑆𝑗)𝑆𝑗𝑆𝑗𝑒

𝑧

𝑗=1

𝑢 = argmin
𝑢

𝐻(𝑒, 𝑢, 𝜆, 𝑡)

(7) 

where 𝐻(𝑒, 𝑢, 𝜆, 𝑡) = 𝐿(𝑒, 𝑢) + 𝜆𝑇𝐹(𝑒, 𝑢, 𝑡).  

3. Concurrent learning iterative algorithm 

3.1. System identification 

First, we suppose that the unknown error dynamic (3) 

can be represented through a finite set of basis functions: 

𝐹(𝑒, 𝑢) = Θ𝑇(t)Φ(𝑒, 𝑢) + 𝜀 (8) 

where Φ(𝑒, 𝑢): ℝ𝑛 × ℝ𝑚 → ℝ𝑁  is the vector of basis 

functions. Θ:ℝ → ℝ𝑁×𝑛  is the unknown time-varying 

weight matrix. 𝜀  is the vector of approximation errors. 

According to the Weierstrass approximation theorem, 𝜀 

can be reduced to zero with arbitrarily high precision as 

𝑁 → ∞. We define the estimate of weight matrix and 

tracking error as Θ̂ and �̂�, respectively.  

For error dynamic system (3), we define the historical 

data stack as {𝔼𝑗(𝑡), 𝕌𝑗(𝑡), �̇�𝑗(𝑡),   𝑡 ∈ [𝑡0, 𝑡𝑓]}𝑗=1
𝑊

, 

which stores the tracking error, the control input, and the 

derivative of the tracking error. We have the following 

assumption for history trajectory stack:  

Assumption 1. Let Π𝑡 = ∑ Φ𝑇(𝔼𝑗
𝑡 , 𝕌𝑗

𝑡)𝑊
𝑗=1 Φ(𝔼𝑗

𝑡 , 𝕌𝑗
𝑡). It 

is assumed that there exist positive constants 𝜇 > 𝜇 > 0, 

for ∀𝑡[𝑡0, 𝑡𝑓], we have 𝜇𝐼 < Π𝑡 < 𝜇𝐼.  

We design the following adaptive updating law of the 

𝑖-th estimates for tracking error �̂�𝑖 and weight matrix Θ̂𝑖: 

{
 
 
 

 
 
 
�̇̂�𝑖 = (Θ̂𝑖(𝑡))𝑇Φ(𝑒, 𝑢) + 𝜔�̃�𝑖,   �̂�𝑖(𝑡0) = 𝑥0 − 𝑥𝑑0 (9)

Θ̂𝑖(𝑡) = Θ̂𝑖−1(𝑡) + (𝐼 − 𝜇Π𝑡)2Φ(𝑒, 𝑢)(�̃�𝑖)𝑇

    +𝜇∑Φ(𝔼𝑗
𝑡 , 𝕌𝑗

𝑡) (�̇�𝑗
𝑡 − (Θ̂𝑖−1(𝑡))

𝑇
(Φ(𝔼𝑗

𝑡 , 𝕌𝑗
𝑡)))

𝑇
𝑊

𝑗=1

= Θ̂𝑖−1(𝑡) + (𝐼 − 𝜇Π𝑡)2Φ(𝑒, 𝑢)(�̃�𝑖)𝑇 + 𝜇Π𝑡Θ̃𝑖−1(𝑡)   
                                                                                           (10)

 

where 0 < 𝜇 <
1

𝜇
  is a positive constant. �̃�𝑖 = 𝑒 − �̂�𝑖 and 

Θ̃𝑖(𝑡) = Θ(t) − Θ̂𝑖(𝑡)  are 𝑖 -th estimation errors of the 

tracking error and the weight matrix, respectively. Under 

Assumption 1, the adaptive updating law (10) guarantees 

that the weight matrix Θ̂𝑖 converges to its true values. 

3.2. Iterative learning algorithm 

In this subsection, we will provide our iterative 

learning algorithm to solve the optimal tracking problem. 

To start with, we define: 

{
𝑃(𝑒, 𝑢, 𝑟, 𝑡) = 𝐿(𝑒, 𝑢) + 𝑟𝑘∑ℎ(𝑆𝑗)𝑆𝑗

2(𝑒, 𝑡)

𝑧

𝑗=1

𝑄(𝑒, 𝑢, 𝑟, 𝑡, 𝜆, Θ) = 𝑃(𝑒, 𝑢, 𝑟, 𝑡) + 𝜆𝑇Θ𝑇(t)Φ(𝑒, 𝑢)

(11) 

Algorithm 1.  Iterative learning algorithm for 

optimal tracking problem 

Step 1: Initialize parameters 𝑟0 > 0, 𝑎0 > 0, 𝑏0 > 0, 

Θ̂0(𝑡), 𝑡 ∈ [𝑡0, 𝑡𝑓] , convergence error 𝜖1 > 0 , 𝜖2 > 0 ,  
𝜖3 > 0. Select the initial control input u0(𝑡), 𝑡 ∈ [𝑡0, 𝑡𝑓]. 

Update the initial estimation of tracking error by solving: 
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�̇̂�0 = (Θ̂0(𝑡))𝑇Φ(𝑒, 𝑢) + 𝜔�̃�0,   �̂�0(𝑡0) = 𝑥0 − 𝑥𝑑0 (12) 

Calculate the initial tracking cost function: 

𝐽(𝑒0, 𝑢0, 𝑟0) = ∫ 𝑃(𝑒0, 𝑢0, 𝑟0, 𝑡)𝑑𝑡
𝑡𝑓

𝑡0

(13) 

Let 𝑖 = 0 and 𝑘 = 0.  

Step 2: Calculate 𝑢𝑖+1 and 𝜆𝑖  by following equation:  

{
 
 

 
 
�̇�𝑖 = −𝑄𝑒(𝑒

𝑖 , 𝑢𝑖+1, 𝑟𝑘 , 𝑡, 𝜆𝑖 , Θ̂𝑖),    𝜆𝑖(𝑡𝑓) = 0 

𝑢𝑖+1 = 𝑎𝑟𝑔𝑚𝑖𝑛
𝑢

𝑄(𝑒𝑖, 𝑢, 𝑟𝑘 , 𝑡, 𝜆𝑖 , Θ̂𝑖)

+𝑎𝑖‖𝑢 − 𝑢𝑖‖
1
+
1

2
𝑏𝑖‖𝑢 − 𝑢𝑖‖

2

2

(14) 

Step 3: Calculate ê𝑖 and Θ̂𝑖 by following equation:  

{

�̇̂�𝑖 = (Θ̂𝑖(𝑡))𝑇Φ(𝑒, 𝑢) + 𝜔�̃�𝑖 ,   �̂�𝑖(𝑡0) = 𝑥0 − 𝑥𝑑0
Θ̂𝑖(𝑡) = Θ̂𝑖−1(𝑡) + (𝐼 − 𝜇Π𝑡)2Φ(𝑒, 𝑢)(�̃�𝑖)𝑇

+𝜇Π𝑡Θ̃𝑖−1(𝑡)

(15) 

Step 4: Calculate the tracking cost function:  

𝐽(𝑒𝑖+1, 𝑢𝑖+1, 𝑟𝑘) = ∫ 𝑃(𝑒𝑖+1, 𝑢𝑖+1, 𝑟𝑘 , 𝑡)𝑑𝑡
𝑡𝑓

𝑡0

(16) 

If 𝐽(𝑒𝑖+1, 𝑢𝑖+1, 𝑟𝑘) > 𝐽(𝑒𝑖 , 𝑢𝑖 , 𝑟𝑘) , let 𝑎𝑖 ⟵ 𝑎𝑖 + 𝑑𝑎 

and 𝑏𝑖 ⟵ 𝑏𝑖 + 𝑑𝑏 , where 𝑑𝑎  and 𝑑𝑏  are positive step 

size, then go to Step 2. Else go to Step 5.  

Step 5: If ‖𝑢𝑖+1 − 𝑢𝑖‖ ≤ 𝜖1, go to Step 6. Else let 𝑖 ⟵

𝑖 + 1, 𝑎𝑖 ⟵ 𝑎0, 𝑏𝑖 ⟵ 𝑏0, go to Step 2.  

Step 6: If ‖Θ̂𝑖+1 − Θ̂𝑖‖ ≤ 𝜖2, go to Step 7. Else let 𝑖 ⟵

𝑖 + 1, 𝑎𝑖 ⟵ 𝑎0, 𝑏𝑖 ⟵ 𝑏0, go to Step 2. 

Step 7: If 𝑆(𝑒𝑖+1, 𝑡) ≤ 𝜖3, go to Step 8. Else let 𝑖 ⟵
𝑖 + 1 , 𝑎𝑖 ⟵ 𝑎0 , 𝑏𝑖 ⟵ 𝑏0 , 𝑟𝑘 ⟵ 𝑟𝑘 + 𝑑𝑟  where 𝑑𝑟  is 

the positive step size, then go to Step 2. 

4. Simulation 

In this section, we provide a nonlinear dual motor servo 

system with backlash to validate the efficiency of our 

algorithm. The system can be modeled as: 

{

𝐽𝑖�̈�𝑖 + 𝑏𝑖�̇�𝑖 = 𝑢𝑖 − 𝜏𝑖

𝐽𝑚�̇�𝑚 + 𝑏𝑚�̇�𝑚 =∑𝜏𝑖

2

𝑖=1

 

where 𝜃𝑖 and 𝜃𝑚 represent the angles of motors and the 

load, 𝐽𝑖  and 𝐽𝑚  are the moment of inertia for the motor 

and the load, 𝑏𝑖 and 𝑏𝑚 are the resistance coefficients of 

the motor and load, respectively. 𝑢𝑖 is the input torque of 

the motor, 𝜏𝑖 is the torque transmitted when the driving 

motor and load come into contact, which can be 

expressed as the following dead zone function: 

𝜏𝑖 = {

𝑘(𝑧𝑖 + 𝛼),    𝑧𝑖 ≤  𝛼
0,                  |𝑧𝑖| <  𝛼

𝑘(𝑧𝑖 − 𝛼),    𝑧𝑖 ≥  𝛼
 

where 𝑘 is the torque torsion coefficient, 𝑧𝑖 = 𝜃𝑖 − γ𝜃𝑚 

is the angular error between the motor and the load, γ is 

transmission ratio,  2𝛼 is the backlash width. Due to the 

non differentiability of the dead zone function, it is 

generally approximated by the following smooth 

continuous differentiable functions: 

𝜏𝑖 = 𝑘 (𝑧𝑖 − 𝛼 (
2

1 + 𝑒−𝑟𝑧𝑖
− 1)) = 𝑘(𝑧𝑖 − 𝛼𝑔𝑖) 

Assuming two motors have the same parameters, the 

transmission ratio γ is selected as 1, the parameter r in the 

approximation function is selected as 10, and the 

parameters of the system are selected as Table 1. 
 

Table 1.  The system parameters. 

Parameter Value Units 

𝐽𝑚 0.185 𝑘𝑔 ∙ 𝑚2 

𝑏𝑚 1.2 𝑁 ∙ 𝑚 ∙ 𝑠/𝑟𝑎𝑑 

𝐽𝑖 0.028 𝑘𝑔 ∙ 𝑚2 

𝑏𝑖 1.3 𝑁 ∙ 𝑚 ∙ 𝑠/𝑟𝑎𝑑 

𝑘 56 𝑁 ∙ 𝑚/𝑟𝑎𝑑 

𝛼 0.2 𝑟𝑎𝑑 

Let 𝑥 = (𝜃𝑚, �̇�𝑚, 𝜃1, �̇�1, 𝜃2, �̇�2)
𝑇

. The target is selected 

as 𝑥𝑑(𝑡) = [1 0 1 0 1 0]
𝑇,  we choose cost function: 

𝐽(𝑒, 𝑢) = ∫
1

2
(∑𝑒𝑖

2

6

𝑖=1

+∑𝑢𝑗
2

2

𝑗=1

)𝑑𝑡
20

0

 

the state constraints are assumed to be |𝑥2| ≤ 0.4𝑟𝑎𝑑/𝑠, 

|𝑥4| ≤ 0.4𝑟𝑎𝑑/𝑠 , |𝑥6| ≤ 0.4𝑟𝑎𝑑/𝑠 , which can be 

rewritten as: 𝑠1 = 𝑒2 − 0.4, 𝑠2 = −𝑒2 − 0.4, 𝑠3 = 𝑒4 −

0.4 , 𝑠4 = −𝑒4 − 0.4 , 𝑠5 = 𝑒6 − 0.4 , 𝑠6 = −𝑒6 − 0.4 . 

The basis function is selected as Φ(𝑒, 𝑢) =

(𝑒1, 𝑒2, 𝑒3, 𝑒4, 𝑒5, 𝑒6, 𝑔1(𝑒1, 𝑒3), 𝑔2(𝑒1, 𝑒5), 𝑢1, 𝑢2)
𝑇 . The 

initial state is 𝑥0 = (1.5 0 1.6 −0.1 1.5 0.1)𝑇 . 

The initial parameters are set to be 𝑟0 = 𝑐0 = 𝑑0 = 1 , 

Θ̂0
0 = 𝑟𝑎𝑛𝑑(6,10)𝑇, 𝜖1 = 𝜖2 = 𝜖3 = 0.001.  
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Fig. 1 and Fig. 2 are visual representations of the 

results. We can see that compared with the initial 

trajectory, the angles of load and motor have stabilized 

around the predetermined values.  

Fig. 1. Comparisons of the tracking angles.  

Fig. 2. Comparisons of the tracking angular velocities. 

5. Conclusion 

In this paper, we present a novel concurrent iterative 

learning algorithm. The tracking cost function is selected 

as a finite-horizon form. Our method does not require 

precise dynamic information and can handle with the 

time-varying systems. Moreover, state constraints are 

considered in the process of solving OTCP.  
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Abstract 

This paper investigates privacy-preserving mean-square consensus in distributed heterogeneous multi-agent systems 

with communication noise on fixed undirected graphs. To mitigate the impact of communication noise, we introduce 

a stochastic approximation step rule in the control protocol. Utilizing graph theory, stochastic analysis, and Lyapunov 

theory, consensus conditions are derived. Subsequently, a cryptographic cryptosystem encrypts the designed protocol, 

safeguarding against eavesdropping and information privacy loss between agents during consensus. Numerical 

simulations confirm the efficacy of the proposed consensus protocol and privacy protection algorithm. 

 

Keywords: Distributed, Heterogeneous multi-agent systems (HMAS), Consensus, Privacy preserving 

 

1. Introduction 

In recent years, research on multi-agent systems has 

profoundly impacted the development of engineering 

technology [1]. Consensus control stands out as a key 

issue in multi-agent system studies, aiming for the 

convergence of state and output values of each agent 

through a control protocol [2]. Extensive research results 

exist for consensus control in multi-agent systems 

comprising first or second-order agents [3]. However, the 

focus is expanding to include Heterogeneous Multi-

Agent Systems (HMAS) consisting of both first-order 

and second-order agents. HMAS demonstrates superior 

load and task configuration capabilities, making it 

suitable for more complex environments [4]. 

In the above research, the consensus control protocol 

relies on the interaction of state information between 

adjacent nodes to achieve consensus. For instance, a 

group of agents aiming to converge at a specific location 

may wish to keep their initial locations confidential. In 

recent years, various privacy protection schemes have 

 
 

been explored. A commonly used method is differential 

privacy, where random noise is introduced to the 

interaction state to obscure the true state [5]. However, 

this approach is susceptible to eavesdropping, as the 

added noise compromises accuracy [6], [7]. Another 

approach involves a state decomposition mechanism 

introduced in literature. To address privacy concerns 

without sacrificing accuracy, the study delves into the 

homomorphic encryption scheme and extends the 

average consensus of first-order agent systems to second-

order agent systems [7], [8]. Nevertheless, practical 

networks often operate in uncertain communication 

environments with random perturbations. Consequently, 

instead of assuming a deterministic form, literature 

considers the mean square consensus of communication 

noise [9], [10]. However, it overlooks privacy protection 

in the presence of communication noise, leaving the 

challenge of achieving privacy-preserving consensus for 

Heterogeneous Multi-Agent Systems (HMAS) with 

communication noises unresolved. This paper presents a 

distributed consensus algorithm for HMAS based on 

cryptography. The main contributions of this paper are as 

follows: 
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1) We propose a privacy consensus algorithm for 

HMAS with communication noises based on partial 

homomorphic cryptography;  

2) The privacy protection for the initial state of the 

agent is analyzed in detail. In particular, compared with 

the existing approach in [7], [8], our algorithm can 

achieve higher privacy when there exists an agent 

connected with only one neighbor;  

3) The effectiveness of our method is verified by 

simulation. 

2. Preliminaries and problem description 

The network of HAMS consisting of n agents is 

represented by an undirected connected graph G . For 

HMAS with first-order and second-order agents, the 

Laplacian matrix of the graph G can be described as 

s sf sf

fs f fs

+ − 
=  

− + 
，

L D A
L

A L D
 

where
sL and fL represent the Laplacian matrices of the 

graph comprising the second-order agents and first-order 

agents, respectively. sfA and fsA denote the adjacency 

matrix between the second-order agents (first-order 

agents) and first-order agents (second-order agents) 

respectively, sfD and fsD denote their row sums. 

Paillier Cryptosystem: The Pailler crypto-system has 

key generation, encryption and decryption functions. The 

encryption operatorE and the decryption operator D are 

usually used in the encryption and decryption process. 

Now, we introduce the additive homomorphism property 

of the Paillier cryptosystem: 

 
11

( ) ( ) ( ) ( ).
k k

k

ii

z z z kz
==

= = =E E E E  

We assume that there are n agents in the HMAS, and the 

first group has m second-order agents, labeled
mV

{1,2, , }m= , while the rest are first-order agents, 

labeled { 1, 2, , }n m m m n− = + +V . The dynamic equati-

on of the composed HMAS is as follows: 

( 1) ( ) ( )

( 1) ( ) ( ) ,  ,

( 1) ( ) ( ) , .

i i i

i i i m

i i i n m

x k x k v t T

v k v k u t T i

x k x k u t T i −

+ = +


+ = + 
 + = + 

V

V

                     (1) 

where ) ,(ix k  ( )iv k  and ( )iu k  are the posi-

tion, velocity and control input of agent i , respectively. 

The sample time is 0 1T  . All results can obtained 

exist in n by using the Kronecker product.  

Definition 1. The HMAS consisted of (1) is said to 

achieve mean-square consensus if for any initial 

condition, we have 

 
 

2

2

lim ( ) ( ) 0 , 1,2, ,

lim ( ) 0 , 1,2, ,

j i
k

i
k

E x k x k i j n

E v k i j m

→

→

− = =

= =

 

Lemma 1. Let { ( )},{ ( )}k k  and { ( )}, 0,1,q k k = , be 

real sequences, satisfying 0 ( ) 1, ( ) 0q k k   ，

( ) 0k  , 
0

( )
( ) , 0, ,

( )k

k
q k k

q k



=

=  → →   and 

( 1) (1 ( ))k q k +  −  ( ) ( ),k k +  then 

( ) 0,k k → → . 

3. Main contents 

3.1. Mean-square Consensus in Heterogeneous Multi-

agent Systems 

We propose the following consensus protocol: 

1

1

1

( ) ( ) ( ( ) ( ) ( )) ( ), ,

( ) ( ) ( ( ) ( ) ( )), .

n

i ij j ji i i m

j

n

i ij j ji i n m

j

u k k a x k w k x k k v k i

u k k a x k w k x k i





=

−

=


= + − − 



 = + − =






V

V

      (2)                                            

where ( )k  and 
1k  are the control gains, { ( ),jiw k  

0}k  are communication noise sequences.  

Let ( ) ( ) ( )i i i my k x k v k i= + ， V , then derived from (1) 

 ( 1) (1 ) ( ) ( )i i ix k T x k Ty k+ = − + . 

Define
1 1 1( ) [ ( ), , ( ), ( ), , ( ), ( ),m m mk x k x k y k y k x k +=  

, ( )]nx k ・
,

1 1( ) [ ( ), , ( ), ( ), ,T T T

mW k W k W k W k= ( )]n

T TW k

1 1 2, {0, ,0, , , }, [ , , , ],n i i i indiag a a a   = = ( )iW k

1[ ( ), , ( )]T

i niw k w k= . Then the HMAS (1) can be 

rewritten as 

1 2( 1) [ ( ) (1 ( )) ] ( )

( ) ( )

m nk I k T k T k

k T W k

   



++ = −  − − 

+ 
       (3) 

where 

1 1 1(1 ) ( ) ( 1)

( )

m m

m s sf m sf

fs f fs

I I

k I k I T

T T

 −
 

 = − + + − − 
 − + 

0

0

L D A

A L D

 

2 1 1(1 ) ( 1) .

m m

m m

I I

k I k I

− 
 

 = − −
 
  

0

0

0 0 0

 

It is clear that 1[( 1) , , ]m m n mk −= − 1 1 1封 ・
and n m+1  are the left 

eigenvector and right eigenvector associated with zero 

eigenvalue of 
1 2( ) (1 ( ))k T k T  + −  , respectively.  

Assumption 1. The additive independent noise{ ( ),jiw k  

0}k  , ( ( )) 0jiE w k = , .({ ( ))ji WVar w k =  
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Assumption 2.  Suppose that the control gains satisfy the 

following conditions 

2

0 0

1) ( ) ,0 ( ) 1, ( 1) ( ) 2) ( ) .
k k

a k a k a k a k a k
 

= =

=    +    ，  

Lemma 2. If Assumptions 1-2 hold, 
0

0 min{max
i

T
 

   

02 2 2 2

1 1
,max }

Re ( Im ( Re) ) ) ( )( Imi
i i i i

   + +

and 
1 1 max iik l + , ,iil  

1,2, ,n , then 
10 ( ) 1,k T   20 (1 ( )) 1k T  −  , 

where 1,2, ,,i i n m = + and 1,2, ,,i i n m = + are the 

eigenvalues of 
1 and

2 , 
1 and

2 are the spectral 

radius of 
2  and

2 , respectively. 
iil  is the diagonal 

element of the Laplacian matrix. 

Theorem 1. If Assumptions 1-2 hold, 
0

0 min{max
i

T
 

 

02 2 2 2

1 1
,max }

Re ( Im ( Re) ) ) ( )( Imi
i i i i

   + +

and 
1 1 max iik l + , ,iil i

1,2, ,n= , then the HMAS (3) reach mean-square 

consensus.                   

3.2. Privacy protection 

In this paper, honest-but-curious and eavesdropper 

were considered.  

Algorithm 1 Encrypted information exchange 

Initialization: Each agent i initializes its state (0)ix , 

the public key
ipk and private key

isk are generated, 

and broadcasts
ipk to its neighbor(s) while keeps

isk

private. Each time a message is sent, a independent 

random variable ( ), , ,j i mw k i j k→   =V  0,1,  is 

added. 

Input:
1( ),ix k k ; Output: ( )iu k . 

1: Agent i encrypts ( )ix k  with its public key
ipk ： 

( ) ( ( ))i i ix k x k− → −E  

then sends ( ( ))i ix k−E to each neighbor
ij N , the 

equivalent of sending )( ( ) )(i i i jx w kk →− +E . 

2: Each agent j encrypts ( ),jx k and ( )jv k with its 

public key
ipk :  

( ) ( ( ))ij jx k x k→E  

3: Each agent i generates the number ( )ia k and agent

ij N generates the number ( )ja k . 

4: Each agent
ij N computes the encrypted 

differences based on property of the Paillier 

cryptosystem: 

 
   

( )

( ( )) ( ( ) ) ( ( ) ( )

) ( ( ( ) ( ) ))

( ( )( ( ) ( ) ))

( )

( ) ( )

( )

j

i j i i i j i j i

a k

i j i i

j

j i j

i j j i i

x k x k w x k x k

w x

k

k

k kk x k w

a k x x kk w

→

→ →

→

− + = −

+ → − +

= − +

E E E

E

E

 

then sends encrypted differences back to agent i . 
5: Agent i decrypts the received ciphertexts with 

private key
isk and computes weighted differences: 

( )

( ( )( ( ) ( ) ))

( )( ( ) ( ) )

( ( ) ( ) )

( ) ( )

( )

( )i

i j j i i j j i

j j i ji

a k

ij j i ji

a k x k x k w w

a k x k x k w

k

k k

k

ka x k x w

→ →



− +

→ − +

⎯⎯⎯→ − +

+E

 

6: The values calculated in step 5 are taken into 

protocol (2) to update ( )ix k  and ( )iv k . 

7: Set 1k k + . 

Definition 2 [7]: For a connected network of n nodes, the 

privacy of the initial value (0)ix of node i is preserved if 

an honest-but-curious adversary cannot estimate (0)ix

with any accuracy. 

Similar to  [7], the fixed coupling weight can be decom-

posed, ( ) ( ) > 0,iij ij ja a a k a k= = where ( )ia k is genera-

ted when agent i transmits information and only known 

by itself. Similarly, we split the noise delivered by a 

communication link, i.e., ( ) ( )( )ji i j j iw k kw w k→ →+=  in (2). 

Theorem 2: In a connected network of nodes with system 

dynamics given by (1), each agent adheres to the consen-

sus protocol (2) and Algorithm 1 for state updates. An 

honest-but-curious node, Eve, capable of receiving 

messages from a neighboring node, Alice, cannot 

ascertain Alice's initial state if Alice is also connected to 

another legitimate node, Bob. Furthermore, Alice's 

privacy remains undisclosed to external eavesdroppers. 

Theorem 3: In a connected network of nodes governed 

by system dynamics as described in (1), each agent 

adheres to the consensus protocol (2) and Algorithm 1 for 

state updates. If a node, Alice, is solely connected to the 

rest of the network through an honest-but-curious node 

(or a colluding group of such nodes) Eve, and the noise 

introduced by the communication link is symmetrical, 

Eve can asymptotically deduce Alice's initial state. 

Conversely, in the case of asymmetric noise, while Eve 

can receive messages from its neighbor Alice, it lacks the 

means to ascertain Alice's initial state.  

4. Numerical simulation 

Consider the HMAS with eight agents, where nodes 1-

4 represent first-order agents with input saturation and 

nodes 5-8 represent second-order agents. The network of 

the eight agents between communication topology shown 
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in Fig. 1(a). We assume
1 5k = , given the initial value

(0) [1,2,3,4,5,6,7, ,, (08] [1,2 3,4) ]x v == 封
. Fig. 1 (b) 

represents the case where the state of the agent converges 

to 0. Fig. 1 (c) is the comparison between the real value 

of the input of agent 1 and the encrypted ciphertext. 

          
a.  Network    b. Convergence         c. Control input 

Fig.1. Numerical simulation picture 

 

5. Conclusion 

This paper explores privacy-preserving consensus in 

distributed heterogeneous multi-agent systems with first-

order and second-order agents, addressing communi-

cation noise using graph theory, stochastic analysis, 

Lyapunov theory, and cryptography. It proves that the 

closed-loop system attains consensus. The designed 

protocol is encrypted to prevent eavesdropping and 

information privacy loss. However, there are limitations 

when a secure agent connects with an adversary alone. 

Numerical simulations validate the consensus protocol's 

effectiveness and the privacy protection algorithm's 

ability to safeguard agent privacy. 
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Abstract 

The event-triggered consensus problem for singular multi-agent systems with Lipschitz nonlinearity under directed 

topology is investigated in this paper. A sampled-data-based event-triggered mechanism is constructed to decide when 

the current data-packet should be broadcast. The objective is to design an event-triggered protocol such that the 

considered multi-agent system can achieve admissible consensus. Based on graph theory and singular system theory, 

sufficient conditions of consensus of nonlinear singular multi-agent systems are derived. Finally, a numerical example 

shows the effectiveness of our proposed approach. 

Keywords: Singular multi-agent systems, Event-triggered scheme, Consensus control, Lipschitz nonlinearity 

 

1. Introduction 

In recent decades, the distributed coordinated control of 

multi-agent systems has attracted tremendous attention 

due to its wide adoption in various fields, such as robot 

formation [1], [2], [3], sensor network [4], [5], [6], neural 

network [7], [8], target tracking control [9] and so on. 

Consensus is the basis problem of the coordinated control 

of multi-agent systems. In practical, each agent may be 

equipped by the embedded microprocessor, which is with 

limited computing and communication capabilities. How 

to utilize these limited resources to operate system 

efficiently becomes a concerned issue. Therefore, event-

triggered consensus has attracted much attention and 

achieved some results [10], [11], [12]. Singular systems, 

can provide convenient and accurate description in 

economic systems, power systems and aircraft modeling 

from practical considerations. Some literatures have 

studied the event-triggered for singular systems [13], [14], 

[15]. However, to the best of our knowledge, there are 

few works regarding to the event-triggered consensus for 

singular multi-agent systems (SMAS), which motivates 

the current study. 

In the present study, we focus on the event-triggered 

consensus control for a class of SMAS with Lipschitz 

nonlinearity under directed topology. An even-triggered 

mechanism excluding Zeno behavior is proposed, and an 

artificial transition time-delay is introduced to design the 

event-trigged consensus control protocol. Sufficient 

conditions that can guarantee the consensus of the 

considered SMAS are obtained. Throughout this paper, 

𝑷 > 𝟎 (𝑷 ≥ 𝟎)  means that 𝑷  is positive definite 

(positive semi-define). 𝑰𝑵 is the 𝑵 × 𝑵 identity matrix. 

⨂ and ‖∙‖ are used to represent Kronecker product and 

Euclidean norm of a vector or a matrix, respectively. In a 

symmetric matrix, * denotes the matrix entries implied by 

symmetry. 𝐝𝐢𝐚𝐠{⋯ } stands for a block-diagonal matrix. 

2. Problem formulation and preliminaries  

2.1. Graph theory 

A directed graph  𝒢(𝒱, ℰ,𝒜) is considered in this paper, 

in which 𝒱 = {𝜈1, 𝜈2, ⋯ 𝜈𝑁} is the node set, ℰ is the edge 

set, and 𝒜 = [𝑎𝑖𝑗]𝑁×𝑁
 is the adjacency matrix, 𝑎𝑖𝑗 > 0 if 

𝜈𝑖  can receive the information from 𝜈𝑗(𝑖, 𝑗 = 1,2,⋯ 𝑁), 

otherwise 𝑎𝑖𝑗 = 0 . The set of neighbors of the 𝜈𝑖  is 

denotes as 𝒩𝑖 . Let  𝑑𝑖 = ∑ 𝑎𝑖𝑗
𝑗=𝑁
𝑗=1  be the in-degree of 

node 𝜈𝑖  and 𝐷 = diag(𝑑1, ⋯ , 𝑑𝑁). The Laplacian matrix 

of  𝒢 can be defined as ℒ = 𝐷 − 𝒜. Suppose the graph 𝒢 

has a directed spanning tree. 

2.2. Problem formulation 

Consider a group of N agents, and the dynamic of 𝑖th 

agent is described by  

𝐸�̇�𝑖(𝑡) = 𝐴𝑥𝑖(𝑡) + 𝐵𝑢𝑖(𝑡) + 𝑓(𝑥𝑖(𝑡)), 𝑖 = 1,2⋯ ,𝑁(1) 

where 𝑥𝑖(𝑡) ∈ ℝ𝑛 , 𝑢𝑖(𝑡) ∈ ℝ𝑚  denote the state and the 

input, respectively. 𝐸,  𝐴 and  𝐵 are constant with 

𝑟𝑎𝑛𝑘(𝐸) = 𝑟 < 𝑛.  The nonlinear function 𝑓(𝑥𝑖(𝑡)) 

satisfies ‖𝑓(𝜍1) − 𝑓(𝜍2)‖ ≤ 𝜇‖𝜍1 − 𝜍2‖ , ∀𝜍1, 𝜍1 ∈ ℝ𝑛 

with 𝜇 > 0 is the Lipschitz constant. 

Definition 1: The SMAS (1) is said to achieve admissible 

consensus if it is regular, impulse free while satisfying 

𝐥𝐢𝐦
𝒕→∞

∥ 𝒙𝒊(𝒕) − 𝒙𝒋(𝒕) ∥ = 𝟎, ∀𝒊, 𝒋 = 𝟏, 𝟐⋯𝑵.      
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In this paper, we assume that the state of the multi-agent 

system (1) is periodically sampled at a constant sampling 

period 𝒉 > 𝟎. The sampling sequence is described by the 

set 𝕊𝟏 = {𝟎, 𝒉, 𝟐𝒉,⋯ , 𝒌𝒉,⋯ }. The transmission event is 

determined by an event-triggered scheme. The 

transmission sequence of agent 𝒊 is described by the set 

𝕊𝟐 = {𝟎, 𝒕𝟏
𝒊 𝒉, 𝒕𝟐

𝒊 𝒉,⋯ , 𝒕𝒌
𝒊 𝒉,⋯ }. 

The event detector is described as follows 

{

𝑡𝑘+1
𝑖 ℎ = inf {𝑘ℎ|𝑘ℎ > 𝑡𝑘

𝑖 ℎ, 𝜓𝑖(𝑘ℎ) ≥ 0}

𝜓𝑖(𝑘ℎ) = 𝜒𝑖
𝑇(𝑡𝑘

𝑖 ℎ + 𝑙𝑖ℎ)Φ𝜒𝑖(𝑡𝑘
𝑖 ℎ + 𝑙𝑖ℎ) −

                  𝛿𝑖𝜆𝑖
𝑇(𝑡𝑘

𝑖 ℎ + 𝑙𝑖ℎ)Φ𝜆𝑖(𝑡𝑘
𝑖 ℎ + 𝑙𝑖ℎ)}

               (2) 

where 𝒌𝒉 = 𝒕𝒌
𝒊 𝒉 + 𝒍𝒊𝒉,  𝒍𝒊 ∈ ℕ, 𝜹𝒊 > 𝟎  is the threshold 

parameter, 𝚽 is a positive definite matrix, and 

{

𝝌𝒊(𝒕𝒌
𝒊 𝒉 + 𝒍𝒊𝒉) = 𝒙𝒊(𝒕𝒌

𝒊 𝒉 + 𝒍𝒊𝒉) − 𝒙𝒊(𝒕𝒌
𝒊 𝒉)

𝝀𝒊(𝒕𝒌
𝒊 𝒉 + 𝒍𝒊𝒉) = ∑ 𝒂𝒊𝒋(𝒙𝒊(𝒕𝒌

𝒊 𝒉) − 𝒙𝒋(𝒕𝒌𝒋
′

𝒋
𝒉))

𝒋∈𝓝𝒊

      

with 𝒌𝒋
′ = 𝒂𝒓𝒈𝒎𝒊𝒏𝒑{𝒕𝒌

𝒊 + 𝒍𝒊 − 𝒕𝒑
𝒋
|𝒕𝒌

𝒊 + 𝒍𝒊 > 𝒕𝒑
𝒋
, 𝒑 ∈ ℕ}. 

 Under the event-triggered scheme (2), 𝒕𝒌+𝟏
𝒊 𝒉 − 𝒕𝒌

𝒊 𝒉 

denotes the transmission period of the Event generators. 

Let 𝝉𝒌
𝒊  denote the signal transmission delay of 𝒊th agent. 

Suppose 𝝉𝒌
𝒊  is bound, that is, 𝝉𝒌

𝒊 ∈ (𝟎, 𝝉𝑴], where 𝝉𝑴 is a 

positive integer. In view of the effect of signal 

transmission delay, the released states 𝒙𝒊(𝒕𝒌
𝒊 𝒉) will reach 

the controller at the time instants 𝒕𝒌
𝒊 𝒉+𝝉𝒌

𝒊 . 

Obviously,  𝒕𝒌
𝒊 𝒉 + 𝝉𝒌

𝒊 < 𝒕𝒌+𝟏
𝒊 𝒉 + 𝝉𝒌+𝟏

𝒊 (𝒌 = 𝟏, 𝟐⋯ ) .  

Figure 1 shows the above-mentioned event-triggered 

transmission scheme.  

0 h 2h 3h 4h 5h 6h 7h 8h 9h

𝑡0
𝑖 ℎ 𝑡1

𝑖ℎ 𝑡2
𝑖 ℎ 𝑡3

𝑖 ℎ 

𝑡0
𝑖 ℎ + 𝜏0 𝑡1

𝑖ℎ + 𝜏1 𝑡2
𝑖 ℎ + 𝜏2 𝑡3

𝑖 ℎ + 𝜏3 

:sampling sequence :transmission instant

:arrived instant  

Figure 1. Example of time evolution of the sampling 

and transmission series of agent 𝒊 

In system (1), based on the event-triggered mechanism 

(2), consider the following control protocol 

𝑢𝑖(𝑡) = −𝐾 ∑ 𝑎𝑖𝑗 (𝑥𝑖(𝑡𝑘
𝑖 ℎ) − 𝑥𝑗 (𝑡

𝑘𝑗
′

𝑗
ℎ))𝑗∈𝒩𝑖

                 (3) 

where 𝒕 ∈ [𝒕𝒌
𝒊 𝒉 + 𝝉𝒌

𝒊 , 𝒕𝒌+𝟏
𝒊 𝒉 + 𝝉𝒌+𝟏

𝒊 ) , 𝒊 = 𝟏, 𝟐⋯𝑵, and 

𝑲 is the control gain matrix to be determined. 

Define the function 𝝉𝒊(𝒕) as 

𝝉𝒊(𝒕)

= {

𝒕 − 𝒕𝒌
𝒊 𝒉,             𝒕 ∈ [𝒕𝒌

𝒊 𝒉 + 𝝉𝒌
𝒊 , 𝒕𝒌

𝒊 𝒉 + 𝒉 + 𝝉𝑴) 

𝒕 − 𝒕𝒌
𝒊 𝒉 − ∆𝒉, 𝒕 ∈ [𝒕𝒌

𝒊 𝒉 + ∆𝒉 + 𝝉𝑴, 𝒕𝒌
𝒊 𝒉 + ∆𝒉 + 𝒉 + 𝝉𝑴)

𝒕 − 𝒕𝒌
𝒊 𝒉 − 𝒅𝒉,      𝒕 ∈ [𝒕𝒌

𝒊 𝒉 + 𝒅𝒉 + 𝝉𝑴, 𝒕𝒌+𝟏
𝒊 𝒉 + 𝝉𝒌+𝟏

𝒊 )

 

where 𝜏𝑀 = max {𝜏𝑘
𝑖 } , ∆ is a positive integer satisfying 

∆≥ 1. It is easy to see that   

𝑒𝑖(𝑡𝑘
𝑖 ℎ + ∆ℎ) = 0, 𝑡 ∈ [𝑡𝑘

𝑖 ℎ + 𝜏𝑘
𝑖 , 𝑡𝑘

𝑖 ℎ + ℎ + 𝜏𝑀),   

𝑒𝑖(𝑡𝑘
𝑖 ℎ + ∆ℎ) = 𝑥𝑖(𝑡𝑘

𝑖 ℎ + ∆ℎ) − 𝑥𝑖(𝑡𝑘
𝑖 ℎ),      

              𝑡 ∈ [𝑡𝑘
𝑖 ℎ + ∆ℎ + 𝜏𝑀 , 𝑡𝑘

𝑖 ℎ + ∆ℎ + ℎ + 𝜏𝑀) 

𝑒𝑖(𝑡𝑘
𝑖 ℎ + ∆ℎ) = 𝑥𝑖(𝑡𝑘

𝑖 ℎ + 𝑑ℎ) − 𝑥𝑖(𝑡𝑘
𝑖 ℎ),    

 𝑡 ∈ [𝑡𝑘
𝑖 ℎ + 𝑑ℎ + 𝜏𝑀 , 𝑡𝑘+1

𝑖 ℎ + 𝜏𝑘+1
𝑖 ) 

Then, we get  

𝒙𝒊(𝒕𝒌
𝒊 𝒉) = 𝒙𝒊(𝒕 − 𝝉𝒊(𝒕) − 𝒆𝒊(𝒕𝒌

𝒊 𝒉 + ∆𝒉))           

Then, the event-triggered scheme (2) can be rewritten as   

𝝌𝒊
𝑻(𝒕𝒌

𝒊 𝒉 + 𝒍𝒊𝒉)𝚽𝝌𝒊(𝒕𝒌
𝒊 𝒉 + 𝒍𝒊𝒉) < 𝜹𝒊 [∑ 𝒂𝒊𝒋(𝒙𝒊(𝒕𝒌

𝒊 𝒉) −𝒋∈𝓝𝒊

                    𝒙𝒋(𝒕𝒌𝒋
′

𝒋
𝒉)))]

𝑻

𝚽[∑ 𝒂𝒊𝒋(𝒙𝒊(𝒕𝒌
𝒊 𝒉) − 𝒙𝒋(𝒕𝒌𝒋

′
𝒋

𝒉))𝒋∈𝓝𝒊
]  

Substituting (3) into the system (1) yields  
(𝑰𝑵⨂𝑬)�̇�(𝒕) = (𝑰𝑵⨂𝑨)𝒙(𝒕) − (𝓛⨂𝑩𝑲)𝒙(𝒕 − 𝝉(𝒕))

+ (𝓛⨂𝑩𝑲)𝒆(𝒌𝒉) + 𝐅(𝒙(𝒕))  

Let  𝑧𝑖(𝑡) = 𝑥1(𝑡) − 𝑥𝑖+1(𝑡), 𝜀𝑖(𝑘ℎ) = 𝑒1(𝑘ℎ) − 𝑒𝑖+1(𝑘ℎ), 
𝑧(𝑡) = [𝑧1

𝑇(𝑡), 𝑧2
𝑇(𝑡),⋯ , 𝑧𝑁−1

𝑇 (𝑡)]𝑇 = (𝑇1⨂𝐼𝑛)𝑥(𝑡), 𝜀(𝑘ℎ) =
[𝜀1

𝑇(𝑘ℎ), 𝜀1
𝑇(𝑘ℎ),⋯ , 𝜀𝑁−1

𝑇 (𝑘ℎ)] = (𝑇2⨂𝐼𝑛)𝑒(𝑘ℎ),  𝑇1 =

[1,−𝐼𝑁−1] ∈ ℝ(𝑁−1)×𝑁, 𝑇2 = [0,−𝐼𝑁−1]
𝑇 ∈ ℝ𝑁×(𝑁−1). The 

following system is immediate 

(𝑰𝑵−𝟏 ⊗ 𝑬)�̇�(𝒕) = (𝑰𝑵−𝟏⨂𝑨)𝒛(𝒕) − (𝑻𝟏𝓛𝑻𝟐 ⊗ 𝑩𝑲) 𝒛(𝒕 −
𝝉(𝒕)) + (𝑻𝟏𝓛𝑻𝟐 ⊗ 𝑩𝑲)𝜺(𝒌𝒉) + (𝑻𝟏 ⊗ 𝑰𝒏)𝐅(𝒙(𝒕))                                                    

(4)                          

Now, the consensus problem of SMAS (1) is transformed 

to the admissible of system (4).  

3. Main results 

Theorem 1: Given 𝒉,  𝝉𝒎 ,  �̅�𝑴,  and 𝝁 , the SMAS (1) 

achieves admissible consensus if there exist real matrices 

𝑷, positive definite matrices 𝑸,𝑹𝟏, 𝑹𝟐, 𝒁𝟏, 𝒁𝟐  such that 

the following matrix inequalities hold 

 �̅�𝑻𝑷�̅� ≥ 𝟎                                                                                                   (5) 

𝛀𝟏 =

[
 
 
 
 
 
 𝚿𝟎 + 𝚼 + 𝚼𝑻 √𝝉𝒎𝚿𝟏 √𝝉𝑴𝒎𝚿𝟐 √𝝉𝒎𝑳 √𝝉𝑴𝒎𝑴

∗ 𝒁𝟏 𝟎 𝟎 𝟎

∗ ∗ 𝒁𝟐 𝟎 𝟎

∗ ∗ ∗ 𝒁𝟏 𝟎

∗ ∗ ∗ ∗ 𝒁𝟐 ]
 
 
 
 
 
 

< 𝟎      (𝟔) 

 𝛀𝟐 =

[
 
 
 
 
 
 𝚿𝟎 + 𝚼 + 𝚼𝑻 √𝝉𝒎𝚿𝟏 √𝝉𝑴𝒎𝚿𝟐 √𝝉𝒎𝑳 √𝝉𝑴𝒎𝑵

∗ 𝒁𝟏 𝟎 𝟎 𝟎

∗ ∗ 𝒁𝟐 𝟎 𝟎

∗ ∗ ∗ 𝒁𝟏 𝟎

∗ ∗ ∗ ∗ 𝒁𝟐 ]
 
 
 
 
 
 

< 𝟎      (𝟕) 

where 

φ0 = �̅�𝑇ℙ𝑇 + ℙ�̅� + 𝑅1 + 𝑅2 + 𝜇2𝐼, 

𝛗𝟏 = −𝑸 + 𝝀(𝑻𝟐
𝑻𝑳𝑻𝚲𝑳𝑻𝟐) ⊗ 𝚽, 

𝛗𝟐 = −𝝀(𝑻𝟐
𝑻𝑳𝑻𝚲𝑳𝑻𝟐) ⊗ 𝚽, 

𝛗𝟑 = −(𝑰𝑵−𝟏 ⊗ 𝚽) + 𝝀(𝑻𝟐
𝑻𝑳𝑻𝚲𝑳𝑻𝟐) ⊗ 𝚽, 
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𝚼 = [𝑳�̅� 𝟎 (𝑵 − 𝑴)�̅� (𝑴 − 𝑵)�̅� −𝑵�̅� 𝟎], 

𝚿𝟏 = [𝒁𝟏�̅� 𝟎 𝒁𝟏�̅� 𝟎 𝟎 −𝒁𝟏�̅�]𝑻, 

𝚿𝟐 = [𝒁𝟐�̅� 𝟎 𝒁𝟐�̅� 𝟎 𝟎 −𝒁𝟐�̅�]𝑻, 

ℙ = 𝑰𝑵−𝟏⨂(𝑬𝑻𝑷 + 𝑻𝑺𝑻). 

𝚿𝟎 =

[
 
 
 
 
 
 
 
 
𝛗𝟎 ℙ −ℙ�̅� 𝟎 𝟎 ℙ�̅�

∗ −𝑰 𝟎 𝟎 𝟎 𝟎

∗ ∗ 𝛗𝟏 𝟎 𝟎 𝛗𝟐

∗ ∗ ∗ −𝑹𝟏 𝟎 𝟎

∗ ∗ ∗ ∗ −𝑹𝟐 𝟎

∗ ∗ ∗ ∗ ∗ 𝛗𝟑]
 
 
 
 
 
 
 
 

 

Proof: Firstly, similar to the analysis in [14], it can be 

proved that LMIs (6) and LMIs (7) can guarantee that 

system (4) is regular and impulse-free.   

Next, we will prove that the system (4) is 

asymptotically stable. Construct the Lyapunov functional  

𝑽(𝐭) = 𝑽𝟏(𝒕) + 𝑽𝟐(𝒕) + 𝑽𝟑(𝒕)   

𝑽𝟏(𝒕) =  𝒛𝑻(𝒕)�̅�𝑻𝑷�̅�𝒛(𝒕) + (�̅�𝑴 − 𝝉(𝒕))𝒛𝑻(𝒕 − 𝝉(𝒕))𝑸𝒛(𝒕
− 𝝉(𝒕)) 

𝑽𝟐(𝒕) = ∫ 𝒛𝑻(𝜶)𝑬𝑹𝟏𝒛(𝜶)𝒅𝜶
𝒕

𝒕−𝝉𝒎

+ ∫ 𝒛𝑻(𝜶)𝑹𝟐𝒛(𝜶)𝒅𝜶
𝒕

𝒕−�̅�𝑴

 

𝑽𝟑(𝒕) = ∫ ∫ �̇�𝑻(𝜶)�̅�𝑻𝒁𝟏�̅��̇�(𝜶)𝒅𝜶𝒅𝜷
𝒕

𝒕+𝜷

𝒕

𝒕−𝝉𝒎

+ ∫ ∫ �̇�𝑻(𝜶)�̅�𝑻𝒁𝟐�̅��̇�(𝜶)𝒅𝜶𝒅𝜷
𝒕

𝒕+𝜷

𝒕−𝝉𝒎

𝒕−�̅�𝑴

 

From 𝝉𝒎 ≤ 𝝉(𝒕) ≤ �̅�𝑴. And taking the derivative of 

𝑽(𝒕) with respect to 𝒕 along the solution of (4) yields 

�̇�(𝒕) =  �̇�𝑻(𝒕)�̅�𝑻(𝑰𝑵−𝟏⨂𝑷)�̅�𝒛(𝒕) +

𝒛𝑻(𝒕)�̅�𝑻(𝑰𝑵−𝟏⨂𝑷)�̅��̇�(𝒕) − 𝒛𝑻(𝒕 − 𝝉(𝒕))𝑸𝒛(𝒕 − 𝝉(𝒕)) +

𝒛𝑻(𝑹𝟏 + 𝑹𝟐)𝒛(𝒕) − 𝒛𝑻(𝒕 − 𝝉𝒎)𝑹𝟏𝒛(𝒕 − 𝝉𝒎) − 𝒛𝑻(𝒕 −
�̅�𝑴)𝑹𝟐𝒛(𝒕 − �̅�𝑴) + 𝝉𝒎�̇�𝑻(𝒕)�̅�𝑻𝒁𝟏�̅��̇�(𝒕) + (�̅�𝑴 −

𝝉𝒎)𝒛𝑻(𝒕)�̅�𝑻𝒁𝟐�̅��̇�(𝒕) − ∫ �̇�𝑻(𝜶)�̅�𝑻𝒁𝟏�̅��̇�(𝜶)𝒅𝜶
𝒕

𝒕−𝝉𝒎
−

∫ �̇�𝑻(𝜶)�̅�𝑻𝒁𝟐�̅��̇�(𝜶)𝒅𝜶.
𝒕−𝝉𝒎

𝒕−�̅�𝑴
  

For any free-weighting matrices L, M and N, we have 

𝟐𝜼𝑻(𝒕)𝑳 [�̅�𝒛(𝒕) − �̅�𝒛(𝒕 − 𝝉𝒎) − ∫ �̅��̇�(𝜶)𝒅𝜶
𝒕

𝒕−𝝉𝒎

] = 𝟎 

𝟐𝜼𝑻(𝒕)𝑴[�̅�𝒛(𝒕 − 𝝉𝒎) − �̅�𝒛(𝒕 − 𝝉(𝒕)) − ∫ �̅��̇�(𝜶)𝒅𝜶
𝒕−𝝉𝒎

𝒕−𝝉(𝒕)

] = 𝟎 

𝟐𝜼𝑻(𝒕)𝑵 [�̅�𝒛(𝒕 − 𝝉(𝒕)) − �̅�𝒛(𝒕 − �̅�𝑴) − ∫ �̅��̇�(𝜶)
𝒕−𝝉(𝒕)

𝒕−�̅�𝑴

] = 𝟎 

where 𝜼(𝐭) = [𝒛𝑻(𝒕),  𝑭𝑻(𝐳(𝒕)),  𝒛𝑻(𝐭 − 𝝉(𝒕)),  𝒛𝑻(𝒕 −

𝝉𝒎), 𝐳(𝒕 − �̅�𝑴), 𝜺𝑻(𝒌𝒉)]𝑻. Then, we have 

−𝟐𝜼𝑻(𝒕)𝑳∫ �̅��̇�(𝜶)𝒅𝜶
𝒕

𝒕−𝝉𝒎

≤ 𝝉𝒎𝜼𝑻(𝒕)𝑳𝒁−𝟏𝑳𝑻𝜼(𝒕)

+ ∫ �̇�𝑻�̅�𝑻𝒁𝟏�̅��̇�(𝜶)𝒅𝜶
𝒕

𝒕−𝝉𝒎

 

−𝟐𝜼𝑻(𝒕)𝑴∫ �̅��̇�(𝜶)𝒅𝜶
𝒕−𝝉𝒎

𝒕−𝝉(𝒕)

≤ (𝝉(𝐭) − 𝝉𝒎)𝜼𝑻(𝒕) 

                           𝑴𝒁𝟏
−𝟏𝑴𝑻𝜼(𝒕) + ∫ �̇�𝑻�̅�𝑻𝒁𝟐�̅�𝒛(𝜶)𝒅𝜶

𝒕−𝝉𝒎

𝒕−𝝉(𝒕)

 

−𝟐𝜼𝑻(𝒕)𝑵∫ �̅��̇�(𝜶)𝒅𝜶
𝒕−𝝉(𝒕)

𝒕−�̅�𝑴

≤ (𝝉𝑴 − 𝝉(𝒕))𝜼𝑻(𝒕) 

                             𝑵𝒁−𝟏𝑵𝑻𝜼(𝒕) + ∫ �̇�𝑻(𝜶)�̅�𝑻𝒁𝟐�̅�𝒛(𝜶)𝒅𝜶
𝒕−𝝉(𝒕)

𝒕−�̅�𝑴

 

By using the Kronecker product, the event-triggered 

scheme can be written in the compact form as follows: 

𝜺𝑻(𝒌𝒉)(𝑰𝑵−𝟏 ⊗ 𝚽𝟏)𝜺(𝒌𝒉)  

= 𝒆𝑻(𝒌𝒉 )(𝑻𝟏
𝑻𝑰𝑵−𝟏𝑻𝟏 ⊗ 𝚽𝟏)𝒆(𝒌𝒉).  

It is obviously that  

𝜺𝑻(𝒌𝒉)(𝑰𝑵−𝟏 ⊗ 𝚽𝟏)𝜺(𝒌𝒉) ≤ 𝝀𝒆𝑻(𝒌𝒉)(𝑰𝑵 ⊗ 𝚽𝟏)𝒆(𝒌𝒉) 

≤ 𝝀[𝒛(𝒌𝒉) − 𝜺(𝒌𝒉)]𝑻[(𝑻𝟐
𝑻𝑳𝑻𝚲𝑳𝑻𝟐) ⊗ 𝚽𝟐][𝒛(𝒌𝒉) − 𝜺(𝒌𝒉)] 

where 𝝀  is the largest eigenvalue of 𝑻𝟏
𝑻𝑻𝟏.  𝚲 =

𝐝𝐢𝐚𝐠{𝜹𝟏, 𝜹𝟐, ⋯ 𝜹𝑵}. 

Since ‖𝒇(𝒙𝒊(𝒕)) − 𝒇(𝒙𝒋(𝒕))‖ ≤ 𝝁‖𝒙𝒊(𝒕) − 𝒙𝒋(𝒕)‖, Then, 

𝑭𝑻(𝒛(𝒕))𝑭(𝒛(𝒕)) ≤ 𝝁𝟐𝒛𝑻(𝒕)(𝑰𝑵−𝟏 ⊗ 𝑰𝒏)𝒛(𝒕).  To sum up, 

we can get 

 �̇�(𝒕) ≤ 𝜼𝑻(𝒕)𝛀𝜼(𝒕)  

where   

𝛀 = 𝚿 + 𝚼 + 𝚼𝑻 + 𝝉𝒎𝚿𝟏𝒁𝟏
−𝟏𝚿𝟏

𝑻 + (�̅�𝑴 − 𝝉𝒎) 𝚿𝟐𝒁𝟏
−𝟏𝚿𝟐

𝑻

+ 𝝉𝒎𝑳𝒁𝟏
−𝟏𝑳𝑻 + (𝝉(𝒕) − 𝝉𝒎)𝑴𝒁𝟏

−𝟏𝑴𝑻

+ ((�̅�𝑴 − 𝝉(𝒕))𝑵𝒁𝟏
−𝟏𝑵𝑻. 

The inequalities (6) and (7) are equivalent to  𝛀 < 𝟎, that 

is �̇�(𝒕) < 𝟎, which implies system (4) is asymptotically 

stable. Hence, system (4) is admissible. From Definition 

1, the multi-agent system (1) achieves admissible 

consensus. This completes the proof. 

4. Simulation example  

Consider a SMAS with six agents shown in Figure 2. 

There is a directed spanning tree in this graph.  

6

2

4

5

3

1

 

Figure 2. The interaction topology of agents 

The dynamics of each agent described by (1) 

with 𝒇(𝒙𝒊(𝒕)) = [𝟎 𝟎 −𝝁𝐬𝐢𝐧 (𝒙𝒊𝟏)]
𝑻, and 

𝑬 = [
𝟏 𝟎 𝟎
𝟎 𝟏 𝟎
𝟎 𝟎 𝟎

] , 𝑨 = [
−𝟐 𝟏 𝟎. 𝟓
𝟎 𝟎 −𝟏
𝟐 𝟏 −𝟏

] , 𝑩 = [
𝟏
𝟏
𝟎
] 

Let 𝒉 = 𝟎. 𝟎𝟓, 𝝉𝒎 = 𝟎. 𝟎𝟐, �̅�𝑴 = 𝟎. 𝟎𝟕, 𝝁 = 𝟎. 𝟓 and 

𝒙𝒊 = [𝒙𝒊𝟏, 𝒙𝒊𝟐, 𝒙𝒊𝟑, 𝒙𝒊𝟒, 𝒙𝒊𝟓, 𝒙𝒊𝟔]
𝑻 . The initial state is 

selected as  
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[𝒙𝟏(𝟎) 𝒙𝟐(𝟎) 𝒙𝟑(𝟎) 𝒙𝟒(𝟎) 𝒙𝟓(𝟎) 𝒙𝟔(𝟎)]

= [
𝟏. 𝟓 −𝟏 𝟏 𝟏. 𝟓 −𝟏. 𝟓 𝟎. 𝟓
𝟏 −𝟏. 𝟓 𝟏. 𝟓 𝟏 −𝟏 −𝟏. 𝟓

−𝟏. 𝟓 𝟎. 𝟓 −𝟏 𝟏. 𝟓 𝟏 −𝟎. 𝟓
] 

Solve the matrix inequalities (5), (6), (7), we can obtain 
𝑲 = [𝟎. 𝟎𝟒𝟒𝟓 −𝟎. 𝟐𝟏𝟓𝟑 𝟎. 𝟏𝟒𝟖𝟗], and 

𝚽 = [
𝟐𝟗. 𝟒𝟏𝟕𝟒 𝟗. 𝟎𝟐𝟖𝟒 𝟗. 𝟒𝟐𝟑𝟐
𝟗. 𝟎𝟐𝟖𝟒 𝟒𝟑. 𝟒𝟖𝟎𝟔 𝟑𝟐. 𝟖𝟗𝟖𝟕
𝟗. 𝟒𝟐𝟑𝟐 𝟑𝟐. 𝟖𝟗𝟖𝟕 𝟒𝟖. 𝟗𝟕𝟓𝟖

] 

The state trajectories of system (1) are shown in Figure 

3, 4, 5. One can clearly see that all agent’s states can 

indeed reach consensus.  

 

Figure 3. State trajectories 𝒙𝒊𝟏,( 𝒊 = 𝟏, 𝟐⋯ 𝟔) 

 

Figure 4. State trajectories 𝒙𝒊𝟐,(𝒊 = 𝟏, 𝟐⋯𝟔) 

 

Figure 5. State trajectories 𝒙𝒊𝟑,(𝒊 = 𝟏, 𝟐⋯𝟔) 

The transmission instants and release intervals are 

illustrated in Figure 6, which shows that the number of 

the sampled-data transmission is significantly decreased. 

 

 

 

 

 

 

 

 

 

 

Figure 6. Transmission instants and release interval of 

agent 𝒊(𝒊 = 𝟏, 𝟐) 
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5. Conclusion 

Event-triggered consensus problem of nonlinear 

SMAS with directed topologies has been investigated in 

this paper. The conditions of achieving event-triggered 

consensus were obtained, while consensus control gain 

matrix is designed. The effectiveness of the proposed 

method was verified by a numerical example. It would be 

important and more practical to study consensus for 

SMAS with leaders or under switching topologies, which 

will be our further analysis. 
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Abstract 

Formal software models based on EPNAT (Extended Place/transition Net with Attributed Tokens) can be converted 

to VDM++ specifications that enable simulation of abstract software behavior before implementation processes. 

However, the conversion technique has two problems, that is, (1) extracting all properties to be checked from the 

VDM++ specifications requires time and effort, and (2) the structure of the VDM++ specifications has less readability 

and maintainability. In this study, we improve the conversion technique by (1) adding features to extract an abstract 

current state of software, and (2) dividing into classes that correspond to subnets of EPNAT models. This paper shows 

a new conversion rule, a new structure of VDM++ specifications, a simple example, and the discussion about their 

effectiveness. 

Keywords: Software model, Place/transition net, Vienna development method, Conversion technique 

 

1. Introduction 

Formal software models are useful to define 

specifications and designs clearly, and to find failures 

early in software development. EPNAT (Extended 

Place/transition Net with Attributed Tokens), which is 

based on place/transition nets and VDM++, has been 

proposed as a formal software modeling language 

especially for concurrent and distributed software that is 

composed of multiple subsystems (and/or systems) [1]. 

In an EPNAT model (that is, a formal software model that 

is defined by using EPNAT), the behavior of each 

subsystem is defined as a subnet, and the interactions 

between the subsystems are defined as glue transitions. 

EPNAT models can be converted to VDM++ 

specifications, and enable simulation of abstract software 

behavior before implementation processes [2]. 

However, the conversion technique has two problems. 

One is that extracting all properties (that is, data to be 

checked in the simulation) from the VDM++ 

specifications requires time and effort. In the simulation, 

a common VDM++ interpreter [3] is used to execute the 

VDM++ specifications, and moreover, a particular 

feature of our support tool to manage its original EPNAT 

model needs to be used to process and obtain some 

properties. Another is that the structure of the VDM++ 

specifications has less readability and maintainability. 

The structure is not appropriately divided into modules 

that correspond to the elements of its original EPNAT 

model. 

To tackle the above problems, we propose an improved 

conversion technique from EPNAT models to VDM++ 

specifications. In this technique, features to extract an 

abstract current state of software are added to the 

VDM++ specifications in order to tackle the first problem. 

Additionally, the structure of the VDM++ specifications 

is divided into classes that correspond to subnets of 

EPNAT models in order to tackle the second problems. 

In general, the important things in the conversion of 
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software models are correctness and automation [4], and 

thus we try to keep or improve them in this study. This 

paper shows a new conversion rule, a new structure of 

VDM++ specifications, and a simple example in section 

2. The discussion about their effectiveness is given in 

section 3, and then conclusion and future work are shown 

in section 4. 

2. Conversion Technique 

The improvement of the previous technique to convert 

from EPNAT models to VDM++ specifications consists 

of introducing the features to obtain marking data 

(discussed in section 2.1) and the basic class structure of 

the VDM++ specifications (discussed in section 2.2). The 

former is proposed for tackling the first problem, and the 

latter is proposed for tackling the second problem. 

For the discussion in this study, we have constructed an 

experimental EPNAT model of BSS (imaginary Business 

Support Software) that is composed of a purchase 

subsystem, a production subsystem, and a stock 

management subsystem. Its overview is shown in Fig. 1. 

 
Fig. 1. Overview of an experimental EPNAT model. 

2.1. Features to obtain marking data 

The features to extract an abstract current state of 

software should be added to the VDM++ specifications. 

In EPNAT models, the abstract states are expressed as the 

distributions of attributed tokens, that is, markings. 

Therefore, in this technique, the features to obtain 

original markings and partitioned markings are added to 

the VDM++ specifications. The idea of the partitioned 

markings has been derived from equivalence partitioning 

testing and coverability trees [5].  

An original marking is the list of the numbers of 

attributed tokens in every place. For example, the original 

marking in the purchase subsystem of BSS (Fig. 1) is 

expressed as [p1, p2, p3] = [2, 0, 0]. In general, there is a 

huge number of original markings in an EPNAT model, 

and it is not so easy to cover all of them in the simulation. 

In partitioned markings, the ranges of the numbers of 

attributed tokens in which software seems to have the 

same behavior are expressed as symbols (the ranges are 

defined by engineers). A symbol represents all the 

numbers of attributed tokens in a corresponding range, 

and therefore the number of markings to be covered can 

be reasonably reduced. For example, in the purchase 

subsystem of BSS (Fig. 1), an execution path by using 

original markings [1, 0, 0]->t1->[2, 0, 0]->t1->[3, 0, 0]-

>t2->[2, 0, 0]->t2->[1, 0, 0] can be converted into an 

execution path by using partitioned markings [1, 0, 0]-

>t1->[w, 0, 0]->t1->[w, 0, 0]->t2->[w, 0, 0]->t2->[1, 0, 0], 

when the number of attributed tokens in p1 in the range of 

two or more is represented as a symbol w. In this example, 

the original markings [2, 0, 0] and [3, 0, 0] are replaced 

with the partitioned marking [w, 0, 0]. 

In the simulation, if possible, a search algorithm should 

avoid to revisit the same partitioned markings to improve 

its efficiency. The features to obtain marking data will be 

frequently used in the simulation, since the marking data 

is important properties to capture the abstract software 

behavior. The way of adding the features to VDM++ 

specifications is discussed in the next section. 

2.2. Basic class structure of VDM++ specifications 

The structure of VDM++ specifications should be 

divided into modules that correspond to the elements of 

its original EPNAT model. Therefore, the basic class 

structure of VDM++ specifications is constructed in this 

study.  

The basic class structure is shown in Fig. 2. It is 

composed of five kinds of classes, that is, “Software”, 

“Subsystem”, “AttributedToken”, “Places”, and 

“Marking”. “Subsystem” and “AttributedToken” are the 

sets of classes for specifying each subsystem. In each of 

the sets, there are N classes (N expresses the number of 

subsystems), and one class peculiar to each subsystem 

needs to be defined in the VDM++ specifications. The 

others are classes for managing the data of all of the 

subsystems. In the VDM++ specifications, they need to 

be defined as one class, respectively.  

“Subsystem” is a part of “Software”, and corresponds 

to the subnets of the original EPNAT model. There are 

relations between “Subsystemi” and “AttributedTokeni”, 

and also there are relations between “AttributedTokeni” 

and “Places” (1≤ i≤N; ClassNamei expresses the i-th 

class in the set ClassName). They mean that each 

subsystem keeps corresponding attributed tokens in its 

own places. There are relations between “Marking” and 

“Subsystemi”, which means that original markings and 

partitioned markings are derived from the places of 

subsystems. The operations that correspond to glue 

transitions are defined in “Software”, since they have a 

role in the interaction between different subsystems. The 

other transitions (hereinafter, referred to as normal 

transitions) are peculiar to each subsystem, and thus the 

operations that correspond to normal transitions are 

p1

p2

p3

t1

t2
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defined in corresponding “Subsystemi”. Executing the 

operations of the transitions changes the current marking, 

which corresponds to arcs. Therefore, the VDM++ 

specifications have no explicit elements that correspond 

to arcs. 

Fig. 3 shows the overview of the VDM++ 

specifications of the experimental EPNAT model that are 

based on the basic class structure. The classes 

“PurchaseSubsystem”, “StockManagementSubsystem”, 

and “ProductionSubsystem” correspond to “Subsystem” 

of the basic class structure. The classes “Customer”, 

“Goods”, and “ProductionMachine” correspond to 

“AttributedToken” of the basic class structure. 

 
Fig. 2. Overview of the basic class structure. 

 

 
Fig. 3. Overview of VDM++ specifications 

 of the experimental EPNAT model 

 based on the basic class structure. 

3. Discussion 

This section gives the discussion about the 

effectiveness of this technique. We have manually 

converted the experimental EPNAT model to VDM++ 

specifications by using this technique. Also, we have 

converted the experimental EPNAT model to VDM++ 

specifications by using the previous technique. 

Hereinafter, the former is referred to as improved 

specifications, and the latter is referred to as previous 

specifications. We have compared the improved 

specifications and the previous specifications, and have 

found the followings. 

• The improved specifications can additionally 

provide marking data (original markings and 

partitioned markings). Also, the improved 

specifications can provide the information about 

individual attributed tokens by subsystems, and 

variables by subsystems. These will be useful to 

search the VDM++ specifications for the failures of 

software in the simulation. 

• The elements of EPNAT models correspond to the 

elements of the improved specifications. There is 

traceability between EPNAT models and the 

improved specifications to some extent. Additionally, 

the improved technique can avoid the errors that the 

actions of normal transitions of a subsystem try to 

access the elements of other subsystems, since 

subsystems are separately defined as classes in the 

improved specifications. 

• The improved specifications and the previous 

specifications consist of about 440 and 280 lines of 

code in VDM++, respectively. The previous 

specifications do not have the features to obtain 

marking data discussed in section 2.1, and the 

improved specifications excluding the features 

consist of about 340 lines of code. In any case, the 

improved specifications are larger than the previous 

specifications. 

4. Conclusion and Future Work 

In this paper, we have proposed an improved 

conversion technique from EPNAT models to VDM++ 

specifications for the simulation of abstract software 

behavior. The improvement consists of (1) introducing 

the features to obtain marking data and (2) introducing 

the basic class structure of the VDM++ specifications. 

Regarding (1), the features will be frequently used in the 

simulation, since the marking data is important properties 

to capture the abstract software behavior. We have 

concentrated on obtaining marking data, but other 

properties also need to be collected to be efficiently 

checked in the simulation. The features to collect other 

properties will be considered in future work. Regarding 

(2), the basic class structure establishes traceability 

between EPNAT models and VDM++ specifications to 

some extent, and avoids a certain kind of errors. However, 

VDM++ specifications by the improved conversion 

technique are larger than VDM++ specifications by the 

previous conversion technique. The basic class structure 
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may need to be refined further to improve the readability 

and maintainability in future work. 
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Abstract 

It is difficult to understand the structure of large and complex mobile applications. To support iOS app development, 

we proposed SwiftDiagram, a visualization of the static structure of Swift source code and confirmed its high 

usefulness. However, manually drawing SwiftDiagram is labor-intensive. This paper implemented a prototype of 

RAGESS (Real-time Automatic Generation of SwiftDiagram System), a tool that automatically generates 

SwiftDiagram by performing static analysis on Swift source code every time an iOS app build is successful. 

Keywords: Software visualization, Mobile application, Swift 

1. Introduction 

The smartphone and tablet application market is 

expanding every year [1]. As a result, mobile applications 

are becoming larger and more complex. The following 

problems exist for developers of increasingly complex 

mobile applications. 

• Difficult to understand the overall structure of the 

application 

• Difficult to keep track of where changes to the 

source code may have an impact 

To solve the above problems through software 

visualization, we have proposed SwiftDiagram. 

SwiftDiagram is a diagram that visualizes the static 

structure and impact scope of source code written in Swift, 

a programming language used to develop iOS 

applications. However, manually drawing a 

SwiftDiagram takes time and effort. Therefore, this paper 

implements RAGESS (Real-time Automatic Generation 

of SwiftDiagram System) to support the development of 

iOS applications in Swift. RAGESS is a tool that 

performs a static analysis of the Swift source code and 

automatically draws the corresponding SwiftDiagram 

when it detects that the target application builds 

successfully. 

2. SwiftDiagram 

SwiftDiagram is a diagram that targets source code 

written in the Swift programming language and supports 

the design and maintenance of iOS applications by 

visualizing the following: 

• Static structure of type 

• Affected scope when making changes to the type 

In addition, SwiftDiagram is composed of the following 

four types of parts and one type of arrow. The appearance 

of each part and arrow is shown in Fig. 1. 

• Header Part 

Shows a type identifier, such as type categories and 

name 

• Details Part 

Shows type components such as properties, 

methods, protocol conformance, and so on 

• Extension Part 

Shows a type extension 

• Nest Part 

Shows a type that is declared nested inside another 

type 

• Affected scope (arrow) 

Shows that changes made to the type at the root of 

the arrow may affect the component of the type 

pointed to by the arrow tip 
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3. RAGESS 

We implement RAGESS as a macOS application in Swift. 

After launching RAGESS, the user can use RAGESS 

functions by selecting the path to the project and its build 

file for which the user wants to draw SwiftDiagram. This 

chapter describes the overview and functions of 

RAGESS. 

3.1. Overview of RAGESS 

Fig. 2 shows the overview of RAGESS implemented in 

this paper. RAGESS consists of two areas, two slide bars, 

and three buttons as shown below. 

• Area displaying SwiftDiagram 

• Area displaying path and last modified date and 

time 

• Slide bar to adjust the magnification rate in 

SwiftDiagram 

• Slide bar to adjust arrows opacity 

• Button to display all arrows 

• Button to select a project directory 

• Button to select a build file 

3.2. Functions of RAGESS 

RAGESS has the following two functions. 

• Automatic real-time drawing of SwiftDiagram 

corresponding the latest source code 

• Narrowing down  the affected scope 

RAGESS monitors the build file of the target project. 

RAGESS statically analyzes the project's Swift source 

code every time it detects a change in the build file and 

automatically draws the corresponding SwiftDiagram. 

This saves the user from the trouble of updating the 

SwiftDiagram and means that the source code 

represented by the SwiftDiagram doesn’t contain any 

syntax errors. Static analysis of Swift source code is 

Fig. 1 Component parts of SwiftDiagram 

Fig. 2 Overview of RAGESS 
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performed by using SwiftSyntax [2], which is open 

source by Apple. The user can scale the drawn 

SwiftDiagram by operating the slide bar. 

 

Representing the overall structure of a project in 

SwiftDiagram could complicate the arrows representing 

the affected scope and make it difficult for the user to 

understand the structure. When the user selects a header 

part, RAGESS narrows down the display to only those 

arrows that represent the affected scope of the changes 

made to the type. The user can also operate the slide bar 

to adjust the opacity of the arrows representing the 

affected scope. The button to display all arrows, returns 

the state of the narrowed down affected scope and the 

opacity of the arrows to their initial state, and displays all 

the arrows that represent the affected scope for the entire 

project. 

4. Application Example 

By using an application example, we verify that the 

RAGESS functionality works correctly for Swift source 

code that defines multiple types. Fig. 3 shows the 

correspondence between the SwiftDiagram drawn by 

RAGESS and the Swift source code in the example. Here, 

Fig. 2 shows a screen shot of RAGESS monitoring the 

build file of the project containing the Swift source code 

in the example, and when the build is successful. 

 

By looking at the StructA of the SwiftDiagram and the 

Swift source code in Fig. 3, the structure name and 

properties of the structure in the SwiftDiagram 

correspond to the structure name and properties of the 

structure in the Swift source code, respectively. Similarly, 

looking at StructC, the structure name, properties,  and 

dependencies by protocol conformance in the 

SwiftDiagram correspond to the structure name, 

properties, and dependencies by protocol conformance in 

the Swift source code, respectively. 

 

Also, ProtocolA, SuperClass, SubClass, and StructB in 

the SwiftDiagram extend arrows toward components of 

the type that may be affected by changes made to the type. 

 

Hence, it is clear that RAGESS can statically analyze 

Swift source code and draw the corresponding 

SwiftDiagram. 

5. Related work 

Emerge [3] is a tool for visualizing Swift source code. It 

is a browser-based tool that visualizes codebase and 

dependencies for multiple programming languages like 

Swift, Kotlin, and TypeScript. Because it visualizes the 

source code in a graph structure composed of nodes and 

edges, the user can explore and analyze it visually. 

 

Emerge analyzes source files under the source directory 

that are written in a language set by the user and generates 

files for displaying graphs in a Web browser. The user 

can load the file with a Web browser to analyze the 

dependencies. However, Emerge cannot reflect changes 

made to the target source code after analysis in the graph 

displayed in the Web browser. Also, because it takes 

types and files as nodes, the user cannot analyze the 

dependencies of the type components. On the other hand, 

RAGESS automatically draws SwiftDiagram every time 

the target application builds successfully. In addition, 

because arrows representing the dependencies are 

connected to type components such as properties and 

methods, the user can understand the dependencies in 

more detail. 

 

Fig. 3 Correspondence between SwiftDiagram and Swift source code in the sample project 
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And another tool for visualizing Swift source code is 

Swiftcity [4], [5]. Swiftcity adapts the city metaphor, 

which has been studied for Java, C++, and other 

languages, to unique type extensions, structures, and 

more of Swift to map and visualize source code into cities 

and buildings. The height of the building represents the 

number of lines of code (LOC) of the type, while the 

width and depth of the building represent the number of 

methods of the type. The user can use Swiftcity by 

uploading a project file to the user’s Web browser. 

 

 Swiftcity is useful for getting an overview of the 

application. For example, yellow buildings represent type 

extension, so if a city has many yellow buildings, it 

means that type extension are frequently used in its 

source code. The variety of building colors also means 

the use of all the standard features provided by Swift. 

However, Swiftcity visualizes type categories and the 

number of methods, but doesn't visualize elements such 

as properties and enumerated type cases, nor the 

dependencies such as function calls and protocol 

conformance. Therefore, use of Swiftcity is limited to 

understanding and analyzing an overview of the 

application in the maintenance process. On the other hand, 

RAGESS can visualize the size of a type by the height of 

the SwiftDiagram that combines each part and also 

components and dependencies  of the type. 

 

Therefore, RAGESS provides a more detailed 

visualization of the structure of applications than the 

other two tools that visualize Swift source code. In 

addition, it updates the SwiftDiagram in real-time every 

time the application builds successfully, thus reducing the 

time the user needs to modify the deliverables. 

6. Conclusion 

In this paper, we have implemented RAGESS, a tool 

statically analyzes the project's Swift source code every 

time it detects a change in the build file and automatically 

draws the corresponding SwiftDiagram, in order to 

support the development of iOS applications in the Swift 

programming language. 

 

We have applied RAGESS to Swift source code and 

confirmed that it can draw the corresponding 

SwiftDiagram. We also have confirmed that RAGESS 

can visualize the structure of the application in more 

detail and in real-time compared to other tools that 

visualize Swift source code. 

 

Consequently, RAGESS is expected to support the 

development of iOS applications in the Swift 

programming language. 

 

Future works are as follows: 

• Evaluation of usefulness by subject 

experimentation 

RAGESS cannot coexist with the current Swift and 

SwiftSyntax versions and is not buildable. 

Therefore, in this paper, we couldn’t evaluate the 

usefulness of RAGESS through experimentation in 

which subjects actually use RAGESS. We need to 

implement RAGESS to adapt it to current Swift and 

SwiftSyntax versions and conduct subject 

experimentation to confirm its usefulness. 

 

• Implementation of SwiftDiagram editing 

function 

We enable SwiftDiagram to edit in the area 

displaying SwiftDiagrams of RAGESS and reflect 

the edits in the source code. This function could 

assist the user in designing new developments or 

adding new function. We need to implement it 

because we believe it feature will further increase 

the usefulness of SwiftDiagram and RAGESS. 

 

• Implementation of search function 

In the current RAGESS, the user must visually 

search for the target type in the area displaying 

SwiftDiagram to understand the structure of the 

application. We believe that implementing the 

function to search by type name or component will 

further reduce the user's time and effort. 

 

• Extension of supported syntax 

RAGESS does not support type inference and can 

only extract properties whose types are explicitly 

indicated by type annotations. Since type inference 

is used in much Swift source code, we believe that 

supporting type inference would further increase 

the usefulness of RAGESS. And even if there are 

more nested types within nested declared types, 

RAGESS cannot extract that information. It is also 

not yet compatible with Swift Macros released with 

Swift 5.9. We plan to make RAGESS compatible 

with them. 
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Abstract 

Generating test cases from the formal specification description VDM++, which is a method for disambiguating 

specifications, is time-consuming and labor intensive. Therefore, our laboratory has developed BWDM, a tool that 

automatically generates test cases from VDM++ specifications. However, existing BWDM has problems that it only 

supports integer types and cannot generate test cases for operation and function definitions including recursive 

structure. Therefore, in order to improve the usefulness of BWDM, this paper extends BWDM to solve the above 

problems. Consequently, it has confirmed that the use of extended BWDM can reduce the test case generation time 

compared to manual test case generation. 

Keywords: software testing, formal methods, VDM++, automatic generation, test cases 

 

1. Introduction 

Today, our lives are supported by a lot of software. As a 

result, software has become larger and more complex, 

and software bugs have a greater impact on society. One 

of the causes of bugs in software is the use of natural 

language in the upstream stage of software development. 

This is because natural language contains ambiguity. One 

method to solve this problem is to design software using 

formal methods. VDM is one of the most common formal 

methods used for this purpose, and VDM++ is a formal 

specification description language used in VDM for 

object-oriented modeling [1]. 

On the other hand, software design using VDM++ 

requires software testing. However, it is time-consuming 

and labor-intensive to manually generate test cases from 

specifications written in VDM++. In addition, manual 

test case generation may cause leakage in testing. 

Therefore, our laboratory has developed BWDM [2], [3], 

an automatic test case generation tool for VDM++ 

specifications. However, existing BWDM has the 

problem that it only supports integer types and cannot 

generate test cases for operation and function definitions 

with recursive structure.  

Therefore, to improve the usefulness of BWDM, it is 

extended as follows. 

⚫ Addition of a function to generate test cases for 

enumerated type 

⚫ Addition of a function to generate test cases for 

operations/functions with recursive structure 

In this paper, Chapter 2 describes the existing BWDM, 

Chapter 3 describes the extended BWDM, Chapter 4 

shows application examples, and Chapter 5 discusses and 

confirms the usefulness of BWDM. Chapter 6 is the 

conclusion. 

2. BWDM 

BWDM is a tool that automatically generates test cases 

using the VDM++ specification as input. As examples, 

Fig. 1 shows the VDM++ specification and Fig.2 shows 

the test cases generated from it by BWDM, respectively. 

3. The Extended BWDM 

This chapter describes the details of the extension of 

BWDM. Fig. 3 shows the structure of the extended 

BWDM. 
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3.1. Addition of a Function to Generate Test 

Cases for Enumerated Type 

To solve the problem of the existing BWDM only 

supporting specific types, we extend Syntax Analyzer 

and Symbolic Executor. Concretely, we extend BWDM 

to generate test cases for enumerated type consisting of a 

set of unique identifiers. 

In the extended Syntax Analyzer, if a type definition of 

an enumerated type exists in the abstract syntax tree 

analyzing process, the corresponding type declaration is 

replaced with a list consisting of the declared name and 

values. If the substituted list exists in the syntax tree in 

the Symbolic Executor, JavaAPI [4] which generates 

enumerated type is used to generate constraints to be 

registered with the SMT solver [5] used in the 

propositional analyzer section. This additional process 

can generate input data for enumerated type by symbolic 

execution. 

3.2. Addition of a Function to Generate Test 

Cases for Operations/Functions with Recursive 

Structure 

To solve the problem of existing BWDM's inability to 

generate test cases for operation and function definitions 

with recursive structure, we extend Syntax Analyzer and 

Test Suite Generator. 

In existing BWDM, when there is an operation/function 

call in test suite generation, test cases cannot be generated 

unless the parsing of the called operation/function is 

completed. This is the cause that the parsing of the 

operation/function including recursive calls is not 

completed and the abstract syntax tree cannot be 

generated. 

Therefore, when there is an operation or function that 

has self-recursive calls, an upper limit is set on the 

number of recursive calls, and the abstract parse tree 

analysis process is modified so that it is executed after the 

parse tree analysis for all definitions is completed. This 

allows the test data generation to be performed after the 

parsing of the VDM++ specification given as input is 

completed. Additionally, a function is added that 

terminates the process if self-recursive calls are 

performed more than a limited number of times when 

recursively generating output data in the output data 

generation section in Test Suite Generator. 

4. Application Examples 

This chapter shows application examples to confirm that 

the extended BWDM works correctly. 

4.1. Confirmation that Test Cases can be Generated 

for Enumerated Type 

Fig. 4, shows the VDM++ specification using 

enumerated type used for verification, and Fig.5 shows 

the results of applying it to the extended BWDM, 

respectively. 

From Fig. 4, it can see that in the "judgeLightColor" 

function, "public TraficLight = <BLUE>|<YELLOW>|<RED>;" 

is defined as the type. As output, Fig.5 shows that test 

cases can be generated for the definition using the 

enumerated type.  

4.2. Confirmation that Test Cases can be Generated 

for Definitions with Recursive Structure 

Fig.  6 shows the VDM++ specification using a definition 

with recursive structure used for verification, and Fig 7 

Fig. 2 Output when Fig.1 is applied to  

the BWDM 

 

Function Name : judgeLeapYear 

Argument Type : current_year : nat 

Return Type : seq of (char) 

Number of Test Cases : 17 cases(BVA:13 /SE:4) 

 

Boundary Values for Each Argument 

current_year : 4294967295 4294967294 0 -1 3 4 

5 99 100 101 399 400 401 

 

Test Cases for Boundary Value Analysis 

No.1 : 4294967295 -> Undefined Action 

No.2 : 4294967294 -> "Normal year" 

No.3 : 0 -> "Leap year" 

No.4 : -1 -> Undefined Action 

No.5 : 3 -> "Normal year" 

No.6 : 4 -> "Leap year" 

No.7 : 5 -> "Normal year" 

No.8 : 99 -> "Normal year" 

No.9 : 100 -> "Normal year" 

No.10 : 101 -> "Normal year" 

No.11 : 399 -> "Normal year" 

No.12 : 400 -> "Leap year" 

No.13 : 401 -> "Normal year" 

Class calendar 

functions 

judgeLeapYear: nat -> seq of char 

judgeLeapYear(year) ==  

  if(year mod 4 = 0 and ((year mod 100 = 0) => 

(year mod 400 = 0))) then 

  "Leap Year" 

else "Normal Year " 

end calendar 

Fig. 1 Example of VDM++ specification 

258



Extension to Support Types 

©The 2024 International Conference on Artificial Life and Robotics (ICAROB2024), J:COM HorutoHall, Oita, Japan, 2024 

shows the results of applying it to the extended BWDM, 

respectively. 

From Fig. 6, it can see that in the "calcSum" function is 

defined with recursive structure. As output, Fig.7 shows 

that test cases can be generated for definition with 

recursive structure. 

5. Discussion 

5.1. Evaluation of Test Cases Generation for 

Definitions using Enum Type 

As shown in Section 4.1, we have confirmed that the 

extended BWDM can generate test cases from definitions 

using enumerated type in the VDM++ specification of 

Fig. 4. Therefore, it can be said that this extension enables 

BWDM to generate test cases from definitions using 

enumerated type. Thus, the usefulness of BWDM has 

been improved. 

5.2. Evaluation of Test Case Generation for 

Definitions with Recursive Structure 

As shown in Section 4.2, we have confirmed that the 

extended BWDM can generate test cases from definition 

with recursive structure in the VDM++ specification of 

Fig. 6. Therefore, it can be said that this extension enables 

BWDM to generate test cases from definitions with 

recursive structure. Thus, the usefulness of BWDM has 

been improved. 

5.3. Comparison with Manual Test Case Generation 

Time 

Using the extended BWDM, we evaluate the test case 

generation time for the VDM++ specifications which 

include definitions with enumerated type and recursive 

structure, by comparing it to the human case. Two 

VDM++ specifications, Fig. 4 and Fig. 6, are used in the 

Fig. 3 The structure of the extended BWDM 

Class judgeLightColor 

 

Types 

public TrafficLight = <BLUE> | <YELLOW> | <RED>; 

functions 

  judgeLightColor: TrafficLight ==> seq of char 

    judgeLightCoulor (color) ==  

      if color = <BLUE > 

        "The color is blue. " 

      if color = <YELLOW> 

        "The color is yellow" 

      if color = <RED> 

        "The color is red." 

 

end judgeLightColor 

Fig. 4 VDM++ specification using enumerated type 

 

Function Name : judgeLightColor 

Argument Type : color: 

Return Type : seq of (char) 

 

Test Cases by Symbolic Execution 

No.1 : <BLUE> -> "The color is blue" 

No.2 : <YELLOW> -> "The color is yellow" 

No.3 : <RED> -> "The clolor is red" 

Fig. 5 Output when Fig.4 is applied to  

the extended BWDM 
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experiment. The manual verification is performed by a 

total of five people, two graduate students and three 

fourth-year undergraduates in our laboratory. We 

measure the time required to generate sufficient test cases 

from the VDM++ specification, which are no leakage. 

The time measurement is terminated when the subjects 

have generated the correct test cases, and when the 

manually test cases includes any incorrect test cases, the 

mistakes are pointed out. The comparison results are 

shown in Table.1. 

Table 1 shows that about 14 minutes are saved when 

using the extended BWDM to generate test cases 

compared to manual test case creation. In addition, 

human error has been observed in the manual test case 

creation. 

In this research, we have confirmed that an extended 

BWDM that adds a test case generation function for 

definitions using enumerated type and recursive structure 

can reduce the time and human errors required for test 

case generation. Therefore, it can be said that the 

usefulness of BWDM has been improved. 

6. Conclusion 

In order to improve the usefulness of BWDM, an 

automatic test case generation tool for the VDM++ 

specification, two extensions have been made to the 

existing BWDM to solve the problems that only supports 

integer types and that it cannot generate test cases for 

operation and function definitions with recursive 

structure.  

The application examples of the extended BWDM are 

shown, and the test case generation function for 

definitions using enumerated type and definitions with 

recursive structure for expanding the range of supported 

types is confirmed. We have confirmed that the extended 

BWDM can reduce test case generation time by about 14 

minutes compared to manually generating test cases from 

VDM++ specifications. In addition, we have confirmed 

that the extended BWDM can eliminate human errors.  

Therefore, it can be said that the usefulness of BWDM 

has been improved by the extensions in this paper. 

The future issues are the following. 

⚫ Support for types other than integer and 

enumerated type 

⚫ Test case generation for input values with more 

recursive calls 

⚫ Test case generation for mutually recursive 

functions 
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Function Name : calcSum 

Argument Type : value:nat 

Return Type : nat 

 

Boundary Values for Each Argument 

value: 4294967295 4294967294 0 -1  

 

Test Cases of Boundary Values 

No.1 : 4294967295 -> Undefined Action 

No.2 : 4294967294 -> Undefined Action 

No.3 : 0 -> 0 

No.4 : -1 -> Undefined Action 

Fig. 7 Output when Fig.6 is applied to  

the extended BWDM 

 

Class calcSum 

 

  factorial: nat ==> nat 

    factorial (value) ==  

      if value = 0 then 

        0 

      else value + factorial (value - 1) 

 

end calcSum 

Fig. 6 VDM++ specification with recursive structure 

Table.1 Comparison of test case generation time 
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Abstract 

This paper proposes a prototype of ASLA, segmentation and labeling tool for document images based on deep 

learning, to reduce the time required for region segmentation and label generation. To evaluate the usefulness of 

ASLA, we have compared the time required for region segmentation and label generation using ASLA and by hand, 

and then confirmed the reduction in time. We also have confirmed that the rule-based region redividing method 

achieves a high recall and precision. 

Keywords: Region segmentation, Labeling, Document image, Rule-based region redividing 

 

1. Introduction 

Because storage space is needed to store paper documents, 

maintaining and managing their condition are costly. 

Electronic documents are used to solve this problem [1]. 

The use of electronic documents enables the reduction of 

paper and the cost of the maintenance and management. 

Therefore, the use of electronic documents is becoming 

more widespread. 

The current situation of the electronic documents is 

only a substitute for paper. As a new way to utilize 

electronic documents, we focus on dividing electronic 

documents into regions by their elements and generating 

keywords and sentences as labels from the contents of the 

elements. In addition, the movement of the reader's line 

of sight when they read the electronic document is 

recorded as coordinate information. By realizing these 

features, it is possible to improve the efficiency of sales 

activities by capturing the level of interest and concern of 

customers, and to strengthen compliance by checking 

whether important matters are properly explained to 

subscribers of products or services. 

To achieve the above, the following two tasks are 

required. 

• Region segmentation that divides the components of 

an electronic document into some regions. 

• Label generation that analyzes the contents of a 

region and then generates labels according to the 

contents of the region. 

 

However, these tasks are time-consuming and labor-

intensive in the manual. This paper proposes a prototype 

of ASLA (Automatic Segmentation and Labeling tool 

using AI), segmentation and labeling tool for document 

images based on deep learning, to reduce the time 

required for region segmentation and label generation. 

2. ASLA 

2.1. Functions 

ASLA takes a single column or two columns Japanese 

document image as input. ASLA outputs segmentation 

image and class identification on the input image. Table 

1 shows the definitions of class and region in ASLA. The 

output is a segmentation image and an analysis result file. 

The segmentation image is a JPEG format image. Each 

region of the image is color-coded and visualized as red 

for the text class region, blue for the figure class region, 

and green for the table class region. The analysis result 

file is a CSV (Comma Separated Value) format file. In 

that file, the top-left x-coordinate, top-left y-coordinate, 

bottom-right x-coordinate, bottom-right y-coordinate, 

class name, and label pair in each region are recorded per 

line. 
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Table 1 Definition of classes and regions in ASLA. 

Class Name Target Definition of regions 

Text Text and 

title, etc. 

Smallest rectangle 

surrounding each element 

Figure Figure Smallest rectangle 

surrounding the figure 

Table Table Smallest rectangle 

surrounding the table 

 

2.2. Dataset Preparation 

ASLA uses Cascade R-CNN [2] as the object detector for 

region segmentation. In addition, ASLA uses 

LayoutLMv3 [3] that is a pre-trained model specific to 

document AI tasks as a training model for the object 

detector. To improve the performance of region 

segmentation for Japanese document images, we fine-

tune the model by using a dataset of Japanese document 

images prepared in advance. 

The ASLA prototype uses 103 document images of the 

doctoral dissertation of the Graduate School of 

Educational and Developmental Sciences of Nagoya 

University provided by the Nagoya University Academic 

Repository [4] and 87 document images of the paper 

presented at the 2021 Kyushu Branch Joint Conference 

of the Institutes of Electrical and Related Engineers [5] as 

document images dataset for fine-tuning. 

2.3. Structure 

Fig. 1 shows the structure of ASLA. It consists of the 

following three processing parts. 

 

• Region Segmentation Part: 

Region Segmentation Part at first generates a trained 

model by fine-tuning LayoutLMv3 with a previously 

prepared dataset. Next, it divides region by using 

Cascade R-CNN from the input document image 

with the generated trained model. This generates the 

top-left and bottom-right xy-coordinates and class 

names for each region. Thereafter, it redivides the 

region to modify the misalignment of regions. The 

rule-based region redividing is described later in 

Section 2.4. Finally, based on the results of region 

segmentation, a segmentation image is output. Since 

this, text class regions are referred to as text region, 

figure class regions as figure region, and table class 

regions as table region, respectively. 

• Label Generation Part: 

Label Generation Part generates labels that are all 

nouns included in the text region for the text region. 

For the figure and table regions, it generates a label 

that is the text of each caption. Here, it extracts 

characters from Japanese text using Tesseract that is 

an OCR tool, and it generates labels from the 

extracted characters using MeCab which is a 

morphological analysis tool. 

 

 

 

• Analysis Result Output Part: 

Analysis Result Output Part outputs an analysis 

result file as a CSV format file based on the analysis 

results obtained by Region Segmentation Part and 

Label Generation Part. 

2.4. Rule-Based Region Redividing 

There are several studies that use object detectors to 

divide regions on document images [3], [6], [7]. The 

purpose is to roughly divide each region in a document 

image, such as layout analysis of a document image. 

Therefore, the existence of small misalignments between 

the divided regions and the actual regions is not a major 

problem. However, region segmentation in ASLA 

extracts the characters within a region after the region is 

divided. Therefore, if there is even a small misalignment, 

some characters cannot be extracted. This causes the 

problem that correct labels cannot be generated. Another 

problem with segmentation by the object detectors exists 

that it is difficult to detect small regions [6], [7]. 

Therefore, ASLA performs rule-based region 

redividing. This eliminates the misalignment of regions 

with region segmentation by the object detector, and also 

divides smaller regions that were not detected before. Fig. 

2 shows the flow of the rule-based region redividing. In 

the region redividing process, each binding component 

extracted by the binding component extraction process 

determines which region is the same as the region that 

was divided using the object detector. Alternatively, 

binding components that are far from any region are 

divided as a new region. Fig. 3 shows an example of the 

region redividing process in rule-based region redividing. 

In Fig. 3, the region redividing process redivides the 

region to eliminate misalignment of text region 

segmented by Cascade R-CNN. 

 

 

 

 

Fig. 1 The structure of ASLA. 

 

Fig. 2 The Process of rule-based region redividing. 
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2.5. Input/Output Example 

Fig. 4 shows an example of a document image to be 

analyzed by ASLA. Fig. 5 shows the segmentation image 

generated by applying the document image in Fig. 4 as 

input for ASLA. Fig. 6 shows an image of an analysis 

result file. From Fig. 5, we have confirmed that ASLA 

can divide the document image into text, figure, and table 

regions, as defined in Table 1. 

 

 

 
Table 2. Comparison of the time required for 

ASLA and manual region segmentation. 

 Single column Two columns Average 

Manual 

(Average) 

2m6s 4m8s 3m7s 

ASLA 5s 6s 6s 

 
Table 3. Comparison of the time required for 

ASLA and manual labeling. 

 Time 

Manual (Average) 8m40s 

ASLA 5s 

3. Evaluation 

We evaluate the usefulness of ASLA developed in this 

paper. It is evaluated in terms of the execution time and 

performance of region segmentation. 

3.1. Evaluation of the Execution Time 

We compare the time required for region segmentation 

by using ASLA and manually. Two document images are 

used for region segmentation. They are single column 

document image and two columns document image. In 

the manual region segmentation, five subjects divide 

regions on document images, and their working time is 

measured. Table 2 shows the comparison of the time 

required for region segmentation by using ASLA and 

manually. From Table 2, we have confirmed that ASLA 

reduces the time required for region segmentation by 

about 3 minutes (97%) per document image. 

We compare the time required for label generation by 

using ASLA and manually. In the manual label 

generation, five subjects generate labels on document 

images that had been divided regions in advance, and 

their working time is measured. This labeling task 

involves extracting all nouns within each region. Table 3 

shows a comparison of the time required for ASLA and 

manual label generation. From Table 3, we have 

confirmed that ASLA reduces the time required for label 

generation by about 8 minutes (99%) per document 

image. Based on the above, it can be said that ASLA 

helps reduce the time required for label generation. 

 

 
Fig. 3 An example of the region redividing process in 

rule-based region redividing. 

 
Fig. 4 Input document image sample 

 
Fig. 5 Segmentation image 

 
Fig. 6. Result output file image 
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Table 4 Comparison of precision and recall for Cascade R-CNN and Mask R-CNN with and without rule-based region 

redividing, respectively. 

 Precision Recall 

IoU Text Figure Table Text Figure Table 

Only Mask R-CNN 0.8 0.768 0.846 0.4 0.651 0.846 0.455 

0.9 0.348 0.154 0.2 0.295 0.154 0.182 

Mask R-CNN and rule-based region redividing 0.8 0.906 0.929 0.9 0.955 1.0 1.0 

0.9 0.877 0.929 0.9 0.924 1.0 1.0 

Only Cascade R-CNN 0.8 0.808 0.846 0.4 0.691 0.918 0.818 

0.9 0.337 0.317 0.2 0.305 0.308 0.182 

Cascade R-CNN and rule-based region redividing 0.8 0.945 0.942 0.9 0.955 1.0 1.0 

0.9 0.936 0.942 0.9 0.955 1.0 1.0 

3.2. Evaluation of Region Segmentation 

Performance 

In addition to ASLA, there are other studies that divide 

region on document images [6], [7]. These studies use 

Mask R-CNN [8] as an object detector for region 

segmentation. Here, we evaluate the performance of 

region segmentation for each of the Cascade R-CNN used 

in ASLA and Mask R-CNN. The dataset used for 

performance evaluation consists of 8 document images. 

These document images consist of 4 single column 

document images and 4 two columns document images. 

The evaluation is based on the calculation of IoU for the 

regions and class names defined in Table 1 to calculate 

the precision and recall. Furthermore, to evaluate the 

usefulness of rule-based region redividing, we calculate 

the precision and recall with and without rule-based 

region redividing. 

Table 4 shows the calculated precision and recall. 

From Table 4, we have confirmed that the combination 

of Cascade R-CNN and rule-based region redividing used 

in Region Segmentation Part of ASLA has the highest 

values for both precision and recall. We have confirmed 

that the usefulness of ASLA for region segmentation. In 

addition, the rule-based region redividing also has 

achieved the highest precision and recall when the IoU 

threshold is set to a high value of 0.9. We have confirmed 

that the usefulness of rule-based region redividing. 

4. Conclusion 

This paper has proposed a prototype of ASLA that is a 

deep learning tool for region segmentation and label 

generation, in order to reduce the time required to divide 

document images and generate labels. The proposed 

ASLA performs region segmentation and class 

identification on the input document image, generates 

labels each region, and outputs the segmentation image 

and the analysis result file. 

After applying the document images to ASLA, we have 

confirmed that ASLA works correctly. Furthermore, we 

have compared the time required for region segmentation 

with the use of ASLA and manually. As a result, we have 

confirmed that the time required for region segmentation 

per document image could be reduced by about 3 minutes 

(97%). We also have compared the time required for label 

generation by using ASLA and manually. As a result, we 

have confirmed that the time required for label generation 

per document image could be reduced by about 8 minutes 

(99%). Furthermore, we have evaluated the performance 

of region segmentation. As a result, we have confirmed 

that the rule-based region redividing achieves high 

precision and recall even with a high IoU threshold value. 

The future issues are as follows. 

 

• Support for document images with non-white 

backgrounds. 

• Automatic generation of sentences or nouns that 

represent the contents of figures or tables. 

• Handling of text regions that do not make sense as 

Japanese. 
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Abstract 

Modular robotics is one of the subfields of mobile robotics, which is emerging as a new trend in various sectors. 

Modular mobile robots can be reconfigured to perform a wide variety of tasks. In this paper, applications of modular 

mobile robots in various sectors such as industry, space, surgery, rescue and entertainment tasks are discussed. Based 

on the study, an improved design of a modular mobile robot for navigating through different terrains during a rescue 

operation is presented. Simulation study of the robot is included to demonstrate a motion capability of the modular 

mobile robot. 

Keywords: Modular robots, Applications of modular robots, Design, Simulation study 

 

1. Introduction 

Robots were known to assist people in a wide variety of 

tasks such as industrial [1], [2] household [3], rescue [4], 

[5], medical [6], [7] space [8], defense [9], and 

entertainment [10] fields. The emergence of artificial 

intelligence elevated a performance of robots [11]. Most 

industrial operations are currently performed by robotic 

systems due to its better performance capabilities 

compared to human operators. Robots are proved to be 

more precise and accurate in carrying out a task compared 

to human operators. Employers are forced to build 

unmanned workplaces due to a variety of factors such as 

increasing wages, absence of skilled employees, 

dangerous work conditions, etc. Hence, most industries 

are replacing human operators with multi-tasking robotic 

systems. However, some of the challenging tasks inside 

industrial and service sectors are nowadays carried out in 

a collaboration mode. Such robots are known as 

collaborative robots [12].  

Medical, service and space sectors have started to 

explore the capabilities of mobile robots [13]. The major 

reason is the multifunctional capabilities of mobile robots 

especially modular mobile robots. These kinds of robots 

can be controlled remotely to use in places or 

environments which are not accessible for a human 

operator to work. Service sectors are employing modular 

mobile robots to invigilate the conditions of patients and 

logistics tasks inside hospitals [14]. Modular robots are 

also used in space explorations and rescue operations. 

Ground and aerial modular robots are nowadays 

employed in places of natural calamities such as earth 

quakes [15], landslides and [16] and floods [17]. Modular 

robots can reach any location due to its shape shifting, 

flexible design and motion capabilities.  

2. Applications of mobile and modular robot 

Mobile manipulation combines the advantages of 

manipulation and navigation. Basiri et al. [18] developed 

a mobile robot with a UR5e [19] arm for performing 

activities in a construction field. The four-wheeled 

mobile platform was 78 cm long and 55 cm tall. The 

platform can support a payload of 25 kg. Bricks for 

construction purposes were identified and moved using a 

vision-based technique. Lio [20] was a service mobile 

robot developed as a care assistant to patients admitted in 

a hospital. It consisted of a 6 degrees-of-freedom (dof) 

arm and a mobile base with 4 wheels.  

Mobile manipulators can be used in cooperative and 

collaborative tasks to compensate a growing demand for 

a workforce in industrial sectors. Robots in the industrial 

sector must follow safety regulations and have been 

proved to save a significant amount of time and money. 

Collaborative robots were developed for carrying out 
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activities combinedly by human operators and robots in a 

shared configuration space [21]. A team of mobile 

manipulators used for carrying payload was presented 

in [22]. Each robot consisted of a 2 dof mobile base and 

a 2 dof planar arm for transferring an object from one 

place to another. Another set of mobile manipulators used 

for a collaborative 3D printing process was illustrated 

in [23]. Experimental validation proved that using 

collaborative robots increased a performance of a 

collaborative task.   

Modular robots can perform a variety of tasks and adapt 

to the environment quickly. Connect-R [24] was a 

modular robot developed for implementing in an 

industrial environment. Each module has the ability to 

rotate around other modules, link to other modules, and 

extend based on the available space. A reconfigurable 

modular robot named Deformable Modular Robot 

(Datom) was presented in [25]. Each module of the robot 

was connected to other modules using a Face-centered 

cubic lattice pattern. The robot has a capability to 

separate from neighbouring modules during a task. 

FreeSN [26] was a modular reconfigurable robot 

consisted of strut and node modules. A node module was 

constructed using a low carbon steel spherical shell and a 

magnetic connector was used as a joining mechanism. 

SMORES-EP [27] was a modular robot used in 

construction sector. It can self-assemble to generate 3 

different topologies based on a task. A docking control 

strategy was used for a successful docking of the robot. 

A self-reconfigurable mobile robot with 2 dof with a 

docking mechanism was demonstrated in [28]. It 

consisted of a hybrid mobile base with wheels and tracks. 

An image processing technique was used for locating a 

docking station for the charging of the modular robot.  

Modular robots are also used in household and 

entertainment sectors.  Roombots [29] were a group of 

modular robots designed to employ both as a payload 

carrier in houses and also act as toys for children. 

Roombots can act as adaptive and reconfigurable mobile 

robots and used for supporting furniture during relocation. 

The reconfigurable modular robot consisted of 12 

modules with 36 dof. It can autonomously change shape, 

grasp, and move furniture. KAIRO-II, a modular robot 

developed for rescue operations was given in [30]. It 

consisted of 6 drive modules interconnected using 5 joint 

modules. KAIRO -II can ascend short stairs and steps 

shorter than 55 cm. Modular robots are more efficient in 

carrying out multiple tasks compared to mobile robots. 

Nowadays modular robots are used for navigating 

through different terrains using different modes of base 

motions. Unmanned ground and aerial modular mobile 

robots are used in rescue applications. These mobile 

robots can reach a specified location and invigilate the 

conditions of the environment using sensors attached to 

them. A design of a modular robot capable of navigating 

through uneven terrains was proposed in [31]. A hybrid 

wheel base for the robot was developed with both wheels 

and tracks. The robot consisted of a vertical translation 

unit, which was used for moving the robot in uneven 

terrains. Design of a homogenous modular robot 

consisted of revolute and prismatic joints was 

demonstrated in [32]. It consisted of a rotary plate 

docking mechanism that allows the robot to change 

configurations during a task. 

Robots are used for carrying out surgeries and 

operations in the medical field. Versatile modular robotic 

arms are used in robotic surgeries, which can be 

assembled and dissembled based on task requirements. 

Robotic capsules are used for carrying out an endoscopy 

to detect internal diseases. Cameras and biochemical 

sensors used in these devices can detect internal body 

issues. Numerous distinct terrestrial modular robotic 

systems are employed for carrying out space related tasks. 

However, due to extreme terrestrial conditions, only few 

robots have been in active employment currently. 

However, modular robots are preferred for space related 

tasks since a reconfigurable robot can carry out multiple 

tasks [33], [34]. Mobile modular robots have been also 

used in military operations to reach complex terrains [35].  

3. Advantages of modular robots 

Generally, the cost of a robot manufactured is directly 

proportional to the size of the robot due to material 

requirements. Due to the high cost of industrial robots, 

most of the industries are not able to employ such robots 

for execution of tasks. However, modular robots are 

compact and cost-effective in terms of their size and 

materials. 

Capabilities of mobile robots available in current 

market are not adequate to carry out complex tasks. In 

comparison to mobile robots, modular robots are more 

effective and successful when dealing with emergency 

situations. Modular robots are employed for rescue 

operations and in narrow pathways, where normal sized 

mobile robots cannot navigate. Another major capability 

of a modular robot to transform the shapes and patterns 

of individual modules.  

One of the most important requirements for 

accomplishing a logistics-related operation is the 

capability to provide required speed of navigation. The 

ordered item is anticipated to be delivered as soon as 

possible. Traditional mobile robots cannot traverse 

through complex terrains due to mobile base mechanism 

limitations. However, a modular robot can transform its 

shape and pattern to control speeds during navigations. 

One of the major issues faced by mobile robots is the 

limited space for navigation. Modular robots are proved 

to be traversable through narrow and curved pathways 

without any difficulty. This is mostly due to their shape 

shifting capabilities and ability to adapt to different 
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environments. Hence, modular robots can be employed 

remotely to reach disaster zones for monitoring situations. 

4. A design of a mobile robot 

A design process of a modular robot is very complex 

since modular robots must be able to shift shapes based 

on requirements. Specifications of a modular robot play 

a crucial role in completing a task successfully. A 

traditional modular robot has 2 or more modules based 

on the requirements. Multiple modules can be 

manipulated for shifting shapes and configuration of the 

robot. In some circumstances, each module of a modular 

robot can be operated as a single robot, with no 

connectivity to other modules.  

In this paper, a design of a modular mobile robot, which 

can be used for search and rescue operations was 

presented. The specific design (Fig. 1) allowed the robot 

to enter areas inaccessible to human rescue operators. It 

can carry necessary equipment, medicines, and has 

capability to convey information to communicate with 

online remote operators. A modular robot with two 

modules each with 4 wheels was designed in Tinkercad 

software [36], which is significantly more simple in 

modelling and operating than popular Gazebo [37], [38] 

or Webots [39], [40] robotic simulators. The design of 

each module consisted of a mobile robot with 4 wheels. 

One module with 4 wheels can be moved above the other. 

An 8-wheeled single-decker vehicle can be created by 

lining up two distinct vehicles in a row with a rail system 

in between the wheels. Self-rotating pallets were used for 

rotating one module and placing it on top of another 

module. The two modules can also be used separately 

depending on the task requirements. In such cases, GPS 

technology is used to detect positions of each module and 

reach a location for docking.   

 
Fig. 1 Modular mobile robot with 2 modules 

Each module of the robot consisted of a hydrogen fuel 

battery, a Raspberry PI 4 as processor and a WIFI module 

(Fig, 2). The batteries presented in the robot were charged 

using a coil. Raspberry PI 4 was used to control an overall 

process of the modular mobile robot. WIFI module was 

used for receiving and sending information. The robot 

was charged using a wireless charging method also. A 

rectifier and a filter were equipped inside the robot to 

manipulate incoming and outgoing currents. Magnetic 

resonance technique can also be used for charging the 

robot. 

 

Fig. 2 WIFI equipped on modular robot 

5. Simulation study 

A simulation study was conducted for analysing motion 

capabilities of the modular robot. A task was assigned to 

the robot to reach a goal location from an initial location 

in a stacked configuration. The initial configuration of the 

modular robot is shown in Fig. 1. The rear module of the 

modular robot was sliding on to the top of front module 

using the wheel rotations as shown in Fig. 3. The final 

configuration of the robot when rear module reached the 

top of front module is shown in Fig. 4. The rear module 

can revert back to its initial pose using the same motion 

shown in the Fig. 4. The designed modular robot can be 

traversed using 8 wheels or 4 wheels by keeping rear 

module on the top based on the space constraints.  

 

 
Fig. 3 Intermediate position of rear and front modules 

 

 
Fig. 4 Stacked configuration of the modular robot 

 

Front 

module 

Rear 

module 

Wi Fi Coils 

Self-
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The modular robot was able to reach the goal location 

in a stacked configuration. The motion of the robot was 

smooth on a flat terrain. 

6. Conclusion 

In this paper, applications and advantages of available 

designs of modular robots in various sectors were 

reviewed. Based on the study, a design of a modular robot 

with two modules was introduced. The modules can 

traverse individually or in combined pattern based on the 

space constraints and assigned tasks. A simulation study 

was carried out to analyze a motion capability of the 

designed modular robot. The nature of motion obtained 

was smooth and able to complete the task within limited 

time period. The motion capabilities of the designed 

modular robot in complex terrains and 3D spaces will be 

analyzed in future works. The energy capacity of the 

modular robot will be analyzed during a task for 

determining the operation runtime of the robot. 
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Abstract 

Mobile robots typically operate in a dynamically changing unknown environments. The Bug family algorithms were 

developed to address path planning challenges for ground vehicles within 2D configuration spaces of unknown 

environments. These algorithms utilize local sensory data about obstacles encountered during navigation. This paper 

introduces the implementation of Bug1 and Bug2 local path planning algorithms in ROS Noetic. Traditional 2D Bug 

algorithms are extended into 3D Gazebo simulation environment. Performance evaluation of Bug1 and Bug2 were 

conducted using the TurtleBot3 Burger model in both simple convex and maze environments. 

Keywords: BUG Algorithms, Path Planning, Navigation, Mobile Robots, ROS, Gazebo 

 

1. Introduction 

There are two main path planning models distinguished 

by the type of information they utilize. The first model, 

known as path planning with complete information or 

global navigation, assumes that a robot possesses 

comprehensive information about its surroundings. In 

contrast, the second model, known as path planning with 

incomplete information, introduces uncertainty about an 

environment [1]. It is essential to integrate both global 

and local path planning strategies to ensure secure robotic 

navigation. In this context, a primary objective of local 

planners is to adhere to an initial plan provided by global 

planners [2]. Thus, an implementation of a safe and 

reliable local navigation algorithm, tested in conditions 

close to real-world scenarios, holds a significant 

importance. 

 The Boundary-following and Ultimate Goal (BUG) 

family of algorithms is among the most renowned in the 

field of local path-planning. The BUG algorithms follow 

a simple cycle consisting of two states. In the first state, 

a robot pursues a directly or intricately calculated path to 

a target point until encountering an obstacle. The second 

step involves circumnavigating the obstacle until an exit 

condition is met.  

This paper outlines challenges and potential solutions 

for implementing local path-planning algorithms within 

3D environments, utilizing Bug1 and Bug2 as reference 

models. It marks an initial step toward an implementation 

of more complex BUG algorithms [3], [4]. The 

algorithms were implemented in ROS and evaluated in 

Gazebo simulator using TurtleBot3 Burger [5]. Custom-

designed environments were used for testing while as a 

part of our ongoing work the algorithms are being 

validated employing a broad set of environments 

generated by an automatic tool for Gazebo simulator [6] 

and a number of standard warehouses’ models [7]. 

2. Algorithms Overview 

The Bug1 and Bug2 algorithms are a foundation for the 

entire BUG family, encompassing algorithms such as 

Class 1, 2 and 3 [8], Alg1 and Alg2 [9], [10], VisBug21 

and VisBug22 [11], Wedgebug [12], Rev1 and Rev2 [13], 
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Distbug [14], TangentBug [15], CautiousBug [16] and 

others. Both algorithms operate by transitioning between 

two states: move-to-target and boundary-following (Fig. 

1). These algorithms require a robot to be equipped with 

a touch sensor, rendering them useful for compact 

machinery. Next, we offer a brief overview of Bug1 and 

Bug2 algorithms. For a more in-depth analysis refer to the 

original work of Lumelsky and Stepanov [1]. 

 
Fig. 1. Trajectory of Bug2 algorithm. Red lines depict 

the move-to-target state, while blue lines illustrate the 

boundary-following state. 

We use the following notations for both algorithms: 

• Target – a destination point that the robot should 

eventually reach. 

• Li (leave point) – a point defined when departing from 

an i-th obstacle to resume moving toward Target. 

• Hi (hit point) – a point defined when an i-th obstacle 

is encountered. 

2.1. Bug1 Algorithm 

For the Bug1 algorithm we introduce variable Qm that 

stores an encountered point with a minimal distance 

between an obstacle boundary and Target. Additionally, 

we will introduce three registers: R1 to store coordinates 

of the point Qm, R2 for a length of the obstacle boundary 

from Hi to Qm, and R3 for a length of the obstacle 

boundary from Qm to Hi. The following steps are 

executed at every point of a continuous path: 

1) From point Li-1 move toward Target along a straight 

line until one of the following events occurs: 

(a) Target is reached: stop the algorithm. 

(b) An obstacle is encountered: define hit point Hi 

and proceed to step 2. 

2) Follow the obstacle boundary using a local direction 

(local information about the obstacle’s boundary):  

(a) If Target is reached: stop the algorithm.  

(b) Otherwise, traverse the boundary and return to 

Hi. Define new leave point Li = Qm and 

proceed to step 3. 

3) Apply a test for target reachability. If Target is not 

reachable, stop the algorithm. Otherwise, using 

content of registers R2 and R3, determine a shorter way 

along the boundary to Li, use it to get to Li. Increment 

counter i and go back to step 1. 

2.2. Bug2 Algorithm 

Steps of Bug2 are executed at any point of a continuous 

path as follows: 

1) From point Lj-1, move along a straight line (Start, 

Target) until one of the following events occurs: 

(a) If Target is reached: stop the algorithm. 

(b) An obstacle is encountered: define hit point Hj 

and proceed to step 2. 

2) Follow an obstacle boundary: 

(a) If Target is reached: stop the algorithm. 

(b) If line (Start, Target) is met at point Q such 

that distance d(Q) < d (Hj), and line (Q, 

Target) does not cross the current obstacle at 

point Q. Define leave point Lj = Q. Increment 

counter j and go back to step 1. 

(c) If the robot returns to Hj and, hence, completes 

a closed curve (the obstacle boundary) without 

defining next hit point Hj+1, it means that 

Target cannot be reached, stop the algorithm. 

3. Implementation 

Several challenges were encountered during Bug1 and 

Bug2 algorithms’ implementation in ROS/Gazebo. The 

first problem was a simulation of a touch sensor for the 

TurtleBot3 Burger robot. It is equipped with a 180 

degrees field of view range sensor for safety and integrity 

reasons [5]. To simulate a touch sensor, we restricted the 

sensor’s vision range to ρv = 1.5Rb, where Rb is a radius 

of a robot’s body circumcircle. Touch sensors usually 

provide boolean values: true means that a robot is 

touching an obstacle, false otherwise. In our 

implementation we divided a field of view into five 

quadrants (of 36 degrees each) and register collision 

events within each quadrant independently. Another 

problem is that Bug1 and Bug2 do not limit robot’s 

forward and angular velocities [1]. The most 

straightforward solution is to set a constant velocity. 

Potential further enhancements may incorporate a PID 

controller into the algorithm’s pipeline. 

Our implementation and validation were conducted 

using Ubuntu OS, employing robust capabilities of Robot 

Operating System (ROS) Noetic Ninjemys and the 

Gazebo simulator [17], [18]. The system configuration 

for the rigorous testing and validation is outlined in Table 

1. For testing purposes, we selected the TurtleBot3 

Burger (see Fig. 2) as the robot model [19]. The 

algorithms were initially implemented in Python, 

leveraging its popularity and the ease of prototyping and 

development. However, recognizing the importance of 

computational efficiency, we plan to reimplement the 

algorithms in C++. 
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Table 1. System configuration 

Component Specification 

OS Ubuntu 20.04 LTS 

ROS Noetic Ninjemys 

Gazebo 11.11.0 

Processor Intel Core i5-11300H @ 3.10GHz 

RAM 24 GB 

 

 
Fig. 2. TurtleBot3 Burger in the Gazebo environment. 

There are three ROS nodes created to simulate a cycle 

of switching the states: 

1) Main: operates continuously, responsible for 

calculating an optimal time to switch between the 

states based on predefined conditions. 

2) Go-to-Target: orients and moves the robot toward 

the target. 

3) Follow-Wall: facilitates the circumnavigation of 

obstacles. In the case of Bug1, there are two 

instances of this node – one for clockwise rotations 

and another for counterclockwise rotations. 

4. Validation 

To ensure the robustness and effectiveness of the Bug1 

and Bug2 algorithm implementations, a comprehensive 

validation process was undertaken in Gazebo simulator 

using ROS navigation stack [19], [20].  The validation 

encompassed a diverse set of tests conducted in 3D 

simulation world featuring individual complex obstacles 

and a maze [6]. To ascertain the correctness of the target 

point reachability determination, a testing scenario was 

implemented for both Bug1 and Bug2 algorithms. The 

validation process involved 30 tests for each algorithm on 

maps with convex obstacles. Half of these tests featured 

reachable targets, while the remaining half featured 

unreachable targets.  

Given the Bug1's requirement to fully circumnavigate 

obstacles, testing in maze environments was time-

consuming. Thus, only 10 tests for each algorithm were 

conducted on the maze map, with an equal distribution of 

reachable and unreachable target scenarios. All target 

points were accurately identified for reachability in every 

test scenario. When a point was deemed reachable, the 

robot successfully navigated its path to the target, 

affirming the efficacy of the Bug1 and Bug2 algorithms. 

The outcomes of the Bug1 and Bug2 algorithms were 

visually demonstrated through simulations in Gazebo. 

Fig. 3 illustrates a resulting path in an environment with 

convex obstacles, achieved by the Bug1 algorithm. Fig. 4 

presents a resulting path in the same environment by 

Bug2. Notably, a difference was significant, with Bug2 

path displaying a more straightforward trajectory, which 

is observed in a substantial portion of the conducted tests. 

 
Fig. 3. Path of Bug1 in the environment with convex 

obstacles (white dashed line). 

 

 
Fig. 4. Path of Bug2 in the environment with convex 

obstacles (white line).  

5. Conclusion 

In this work we presented the implementation of the 

Bug1 and Bug2 algorithms, delving into the challenges 

encountered while integrating local navigation 

algorithms into realistic ROS/Gazebo simulations. This 

article lays a ground for future implementations of more 

complex BUG family algorithms.  
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Abstract 

Two standard approaches for a robot path planning include a global and a local navigation. The later does not require 

to store an environment model in a robot memory. This paper presents implementations of two local navigation 

algorithms, Alg1 and Alg2, with a robot having no prior information about an environment and obstacles. It calculates 

a path in a real time, continuously changing its states depending on correspondent conditions. The algorithms were 

implemented for an existing differential drive robot Turtlebot3 Burger using Robot Operation System (ROS). Virtual 

experiments were performed in the Gazebo simulator employing a simple 3D environment with only convex obstacles 

and a small 3D maze. 

Keywords: path planning, mobile robots, local navigation, Alg1, Alg2, Gazebo, ROS Noetic 

 

1. Introduction 

Mobile robots and autonomous navigation are 

gradually integrated in various aspects of human 

activities, from occasional operations in dangerous 

scenarios to daily social interactions. The former include 

firefighting services [1], [2], urban search and rescue 

operations [3], [4], and special military operations [5], 

while the later improve processes in education [6], [7], 

manufacturing [8], [9], medicine [10], [11], agriculture 

[12], [13], rehabilitation [14] and service tasks [15], [16]. 

These tasks require advanced sensory-based  autonomous 

navigation in various environments [17], [18]. 

Autonomous navigation allows a robot to decide on its 

motion and actions, based on onboard sensory data about 

its environmental and current location [19]. 

There are two types of path-planning: a global 

navigation and a local navigation [20]. In the global 

planning approach, a mobile robot has a well-defined 

map of an environment in which the robot can build its 

path. In more realistic settings, a robot deals with 

uncertain maps and relies on its sensors to plan a 

path [21]. which is called the local navigation. In the local 

planning approach a robot is being placed at a starting 

position and must reach a target or report if it cannot be 

reached while no other information is known to the robot 

in advance [22]. In this case, the robot uses local sensory 

data [20] to detect obstacles within its radius of vision 

[23], which allows the robot to encounter an obstacle only 

when it hits the obstacle in most algorithms [24]. 

Boundary-following and Ultimate Goal (BUG) family 

algorithms were designed to solve the local navigation 

problem without generating a full map of an environment 

[22]. Following a BUG family algorithm, a robot could 

operate in a broad variety of environments [25] and (by 

an algorithm design) attempts to construct a shortest path 

toward its destination [26]. BUG algorithms have two 

modes of motion: moving towards a target and following 

an obstacle boundary. A robot goes towards the target 

until it hits any obstacle. Then it starts to follow the 

boundary until a straight path towards the target becomes 

clear again [27]. A condition that defines if the path is 

clear differs depending on a particular algorithm. 

276



Anastasia Yankova, Timur Gamberov, Tatyana Tsoy 

©The 2024 International Conference on Artificial Life and Robotics (ICAROB2024), J:COM HorutoHall, Oita, Japan, 2024 

In BUG model a robot is considered as a point object 

[22] in a 2D-map. In this paper a path-planning sensory-

based navigation was simulated in a 3D-environment 

with a real mobile robot model, which employs Alg1 [28] 

and Alg2 [29] algorithms. The algorithms were 

implemented using robot operating system (ROS) [30]  

and evaluated using Gazebo simulator [31]. 

2. Brief description of the algorithms 

Alg1 and Alg2 algorithms belong to BUG family. Two 

states of a robot under BUG strategy are: 1) go to the 

target; 2) follow the boundary. Most algorithms employ 

a line from start point to target, which is called M-line. 

The robot switches from state 1 to state 2 when it hits an 

obstacle at a point that is defined as a Hit-point (H-point). 

The switch from state 1 to state 2 occurs when the robot 

decides to abandon the current obstacle at a point that is 

defined as a Leave-point (L-point). Both H-point and L-

point are defined differently by particular algorithms.  

2.1. Alg1 algorithm 

Alg1 algorithm improves basic Bug2 algorithm [24] in 

a sense of excluding multiple traces of long segments of 

a path. It collects H-points (Hi) and L-points (Lj) of 

previous iterations and uses this information to generate 

shorter paths by changing a local direction to the opposite. 

The algorithm works as follows [32]: 

0) Initialize iteration i to 0, define M-line as line 

connecting start S and target T points. 

1) Increment i and follow M-line toward T until either: 

• T is reached. Stop. 

• An obstacle is hit. Define this point as Hi. Go to 

step 2. 

2) Keeping the obstacle on the right, follow the obstacle 

boundary. Do this until one of the following occurs: 

• T is reached. Stop. 

• A point y is found such that: 

- it is on M-line and 

- d(y, T) < d(x, T) for all x ever visited by the 

robot along M-line and 

- The robot can move towards T at y. 

Define this point as Li and go to step 1. 

• A previously defined point Hj or Lj is 

encountered such that j<i. Change the local 

direction one and return to Hi. When Hi is 

reached, follow the obstacle boundary keeping 

the wall on the left. This rule cannot be applied 

again until Li is defined. 

• The robot returns to Hi. T is unreachable. Stop. 

2.2. Alg2 algorithm 

Alg2 algorithm upgrades Alg1 algorithm by 

abandoning M-line concept. The leaving condition is that 

the robot became closer to T than before. The algorithm 

operates as follows [30]: 

0) Initialize iteration i to 0 and Q = d(S, T). 

1) Increment i and proceed in the direction of T whilst 

continuously updating Q to d(x, T) if Q < d(x, T), 

where x is a current position. Q should now represent 

the closest to T point where the robot has ever been. 

Repeat this until one of the following occurs: 

• T is reached. Stop. 

• An obstacle is hit. Define this point Hi. Go to 

step 2. 

2) Keeping the obstacle on the right, follow the obstacle 

boundary continuously updating Q to d(x, T) if Q < 

d(x, T). Do this until one of the following occurs: 

• T is reached. Stop. 

• A point y is found such that: 

- d(y, T) < Q and 

- The robot can move towards T at y. 

Define this point as Li and go to step 1. 

• A previously defined point Hj or Lj is 

encountered such that j<i. Change the local 

direction and return to Hi. When Hi is reached, 

follow the obstacle boundary keeping the wall 

on the left. This rule cannot be applied again 

until Li is defined. 

• The robot returns to Hi. T is unreachable. Stop. 

3. Implementation details 

Ubuntu operating system and ROS Noetic Ninjemys 

were used. Gazebo simulator was employed for 

debugging and verifying algorithms’ implementation 

with Turtlebot3 Burger robot model (Fig. 1) from an open 

source software kit [33].  

Alg1 and Alg2 were implemented in Python3 

programming language and arranged as a package with 

two files, containing Alg1 and Alg2 respectively. A main 

service uses services for going to a point and a wall 

following in a clockwise and counter clock-wise order. 

The following libraries and modules were used for all 

the services: 

• rospy – a pure Python client library for ROS; 

• geometry_msgs module used for generating and 

sending messages for setting robot’s position; 

• sensor_msgs module to register laser range 

finder’s  measurements; 

• gazebo_msgs module to define and set a robot’s 

current state; 

• tf module for angles’ operations; 

• nav_msgs module for odometry; 

• std_srv module for ros services. 
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Fig. 1. Turtlebot3 Burger in the Gazebo environment 

A main difficulty that was encountered while 

implementing the algorithms was a definition of suitable 

constants that allow comparing distance measurements. 

For example, one of the problems was to define a 

threshold ε>0 that could be employed to define two 

distinct robot positions. This way we define that if a 

Euclidean distance Dist between two points pk and pm is 

less than ε, it means that the two points coincide with each 

other:  

Dist(pk,pm)≤ ε  <=> pk = pm                                         (1) 

A value of ε was chosen empirically to fit all types of 

environments. 

Another problem relates to the construction of the robot 

that causes stuck because the robot sensor does not 

consider the robot’s wheels, which poke out from the 

mobile base. In some cases, the robot does not register an 

obstacle when its wheels already have hit a convex corner. 

A possible solution is an increase of a threshold δ that 

helps defining a H-point as: 

Dist(pk,pobs)≤ δ  => pobs = Hi                                         (2) 

where pobs is a point on a boundary of a currently hit 

obstacle, pk is a current position of the robot, Hi is a newly 

defined H-point. Yet, this may cause the algorithms’ 

failure since the robot may miss a H-point and thus skips 

a switch of its state into the boundary following mode. 

Finally, one more difficulty appeared only for Alg2 

algorithm at step 1 when it checks whether the robot 

became closer to T than before (Q < d(x, T)). While in a 

mathematical sense this comparison is performed 

constantly, in practice a particular small time step Δt 

between checking a new value of x should be selected. 

The value of Δt was found empirically so that it 

successfully works for both employed types of maps: 

separate convex obstacles and mazes. 

4. Validation 

To validate the implementation of Alg1 and Alg2 

algorithms 45 tests within two different types of 

environments were conducted. While there exist several 

popular tools for environment construction for Gazebo 

worlds, ranging from semiautonomous generators of 

single environments from 2D images [18],[34] to 

autonomous generators of multiple environments, 

including maze-like environments [35] and random step 

environment generators [36] using ergonomic graphical 

user interfaces, it was decided to construct two 

environments manually in order to ensure interesting 

cases for algorithms’ testing. The first constructed 

environment was bounded by an external non-traversable 

black wall with five green towers and contained separate 

convex obstacles in a form of nine identical columns. The 

second environment was a maze. 25 and 20 test cases 

within the convex environment and the maze were 

conducted, correspondingly. For each test cases four runs 

were conducted. In total, 90,5% of the tests were 

successful while seven tests in the convex environment 

and ten tests in the maze failed due to the problems that 

were stated in Section 3. Additional tests for the target 

reachability were performed successfully in both 

environment. Table 1 presents the system configuration. 

Table 1. System configuration 

Parameter Characteristics 

Operation System details Ubuntu 20.0.4 

Memory 8.00 GB 

Processor 

Intel(R) Core (TM) i7-

4510U CPU @ 2.00GHz 

2.60 GHz 

Fig. 2 presents a path constructed by Alg1 algorithm in 

the convex environment. Due to the environment’s 

simplicity, a path of Alg2 algorithm was almost identical. 

Fig. 3 and Fig. 4 demonstrate paths with the same S, T 

locations that were constructed in the maze environment 

by Alg1 and Alg2 respectively. In this particular case 

Alg2 outperformed Alg1; it is wrong to state that Alg2 

always outperforms Alg1 in every case as a result 

depends on the S, T and the environment selection. 

 
Fig. 2. A path of Alg1 in the convex environment is 

shown by white lines. The arrows depict the direction of 

motion, the red star marks the target.  
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Fig. 3. A path of Alg1 in the maze 

Fig. 4. A path of Alg2 in the maze 

5. Conclusions 

The paper presented the implementation of Alg1 and 

Alg2 algorithms in Python programming language for 

Turtlebot3 Burger robot model using ROS Noetic. The 

conducted tests successfully validated the implemented 

algorithms in the simple convex environment and in the 

maze. A number of difficulties that were encountered 

while implementing the algorithms are discussed.  
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Abstract 

Local navigation algorithms are crucial for autonomous robots operating in unknown environments where a presence 

of obstacles and dynamic changes pose significant challenges. A focus of these algorithms is to enable a real-time 

path calculation, allowing a robot to adapt its states dynamically based on corresponding environmental conditions, 

despite an absence of prior knowledge about surroundings. This paper presents an implementation of the VisBug-21 

and VisBug-22 algorithms, designed to address challenges of a local navigation. The algorithms were implemented 

for a differential drive robot Turtlebot3 Burger using Robot Operation System (ROS). Virtual experiments were 

performed in the Gazebo simulator employing a simple 3D environment that contained only convex obstacles and a 

small 3D maze. 

Keywords: Path-Planning, Mobile Robots, Local Navigation, VisBug-21, VisBug-22, Gazebo, ROS Noetic 

 

1. Introduction 

Robotics researchers face a significant challenge when 

it comes to efficient navigation [1]. A current focus in 

robot motion planning concentrates around two different 

models, each based on distinct assumptions about 

available data for planning [2]. The first model, known as 

a path planning with complete information or the piano 

movers problem, assumes perfect knowledge about a 

robot and obstacles [3]. This paper is concerned with the 

second model, which is a path planning with incomplete 

information [4]. In this model, some degree of 

uncertainty exists, and missing data are obtained from 

local sources, e.g., laser range finders or cameras. One 

advantage of this model is the ability to incorporate 

sensory feedback, transforming a motion planning into a 

continuous dynamic process. It also eliminates a need for 

an analytic representation of obstacle boundaries [5]. A 

key issue in the motion planning with incomplete 

information is how to integrate sensory data into a 

planning function [6], [7].  

This paper describes how to implement two 

mathematically described algorithms that can guide a 

mobile robot through complex environments with various 

obstacles, using basic distance data provided by a range 

finder or stereo vision. To achieve this goal, a simplified 

model of a vision sensor [8] is proposed, which functions 

similarly to a rangefinder, providing the robot with 

coordinates of obstacles’ boundaries within a limited 

radius of its visibility [9]. 

2. Algorithms’ overview  

BUG family of algorithms provides efficient and 

effective ways for robots to navigate through populated 

with obstacles environments and reach their target 

locations [10]. These algorithms are widely used in 

robotics research and are valuable tools for path planning 

and navigation applications. VisBug-21 and VisBug-22 

algorithms are an enhanced version of the basic BUG 

algorithm [8], which allow the robot making more 

informed decisions by introducing a vision control. 

2.1. VisBUG-21 

Incorporating vision into Bug2 algorithm is to mentally 

reconstruct a segment of Bug2 path visible to the robot at 

each step [11]. Using this reconstructed path, the robot 

identifies a farthest point and moves directly towards it. 

It is important to note that a segment continuity is a 

crucial factor in this process, rather than remembering the 

entire segment itself [12], [13]. The algorithm is 

comprised of two key components: a main body that 

plans a motion along a path responsible for generating the 
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next intermediate target Ti+1, and a procedure “Compute 

Ti+1” that tests its reachability [8]. Typically, the main 

body only operates in step S1, but step S2 is executed 

when the robot is navigating a (locally) convex boundary 

of an obstacle, preventing it from utilizing its vision to 

define next intermediate target Ti+1.  

Main body:  

1. Move towards current target Ti, execute “Compute 

Ti-21” and check: 

   a. If start point C = target point T, stop the procedure. 

   b. If T is unreachable, stop the procedure. 

   c. If C = Ti, go to step 2. 

2. Move along the obstacle boundary, execute 

“Compute Ti-21” and check: 

   a. If C = T, stop the procedure. 

   b. If T is unreachable, stop the procedure. 

   c. If C ≠ Ti, go to step 1. 

Procedure Compute Ti-21 builds a path that BUG2 

algorithm would build, and then selects a farthest point 

on a section of a path that it sees. This point becomes a 

next current target. 

2.2. VisBug-22 

 It is possible to create a different method, similar to 

BUG2 mechanism but with a more opportunistic 

approach compared to VisBug-21. Instead of strictly 

following a BUG2 path, the robot can deviate from it if it 

spots more promising opportunities, while still ensuring 

a convergence. This alternative process is referred to as 

VisBug-22. A design of this algorithm bears a strong 

resemblance to VisBug-21 algorithm, albeit with one 

notable difference - the robot no longer prioritizes 

making sure that all intermediate targets Tj are located on 

the BUG2 path [11]. Instead, it strives to select 

intermediate targets that are as close as possible to the 

target T while still being on the same line. This leads to a 

distinct convergence mechanism and a behavior that sets 

it apart from VisBug-21 algorithm. The algorithm is 

made up of two parts: a main body, which is the same as 

the main body of VisBug-21, and a procedure named 

«Compute Ti-22». This procedure calculates a next 

intermediate target T based on a current position C of the 

robot and also checks if the target can be reached. 

Procedure Compute Ti-22 keeps identifying points 

along the BUG2 path or a quasi- BUG2 path segment, 

until a better point (in terms of its proximity to T), S’, is 

identified on the line Start-Target. Then S’ becomes the 

starting point of another quasi- BUG2 path segment, and 

the process repeats. As a result, unlike algorithms Bug2 

and VisBug-21, where each defined hit point has its 

matching leave point, in VisBug-22 no such matching 

necessarily occurs.  

3. Configuration 

An environment configuration consists of Robot 

Operation System (ROS), Gazebo, and the TurtleBot. 

ROS was chosen due to its modular framework that 

allows developers breaking down complex algorithms 

into smaller, reusable software components known as 

nodes. This modularity enables easier development, 

testing, and maintenance of robot motion algorithms [14]. 

Additionally, ROS provides a wide range of sensor 

drivers and libraries that make it easier to integrate 

different sensors into a robot’s system. This allows robots 

gathering data from various sources, such as cameras, 

LiDAR, or depth sensors, which is crucial for navigating 

in unknown environments  [15]. 

The benefit of using Gazebo for programming 

algorithms for robot movement in unknown conditions is 

a realistic physics simulation environment for robots [16], 

[17] allowing developers to test and refine their 

algorithms in various unknown conditions without a need 

for physical prototypes and without damage risks. This 

enables faster development and iteration cycles. Gazebo 

provides a highly customizable and extensible platform 

where developers can create virtual environments with 

different terrain types, lighting conditions, or weather 

effects to simulate distinct unknown conditions [18]. This 

flexibility allows for comprehensive testing and 

robustness evaluation of algorithms in various scenarios. 

TurtleBot 3 Burger virtual model of a robot was 

employed for experiments in Gazebo simulator (Fig. 1) 

due to its simplicity that makes it accessible for users of  

 
Fig.1. Turtlebot3 Burger in the Gazebo environment 

 
Fig. 2. Schematic representation of the search for 

"interesting" points 
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all levels of expertise, including beginners [19], round 

shape and differential drive chassis that ease local 

navigation. The robot's small size allows navigating 

through tight spaces, making it suitable for various 

environments, including confined ones.  

4. Implementation details 

Python 3 was utilized to implement VisBug-21 and 

VisBug-22. The package includes two separate files 

containing the algorithms for VisBug-21 and VisBug-22, 

representing distinct processes. Additionally, the main 

service offers user services for point navigation, 

clockwise and counterclockwise wall following. To 

ensure the functionality of all services, the following 

libraries and modules were employed [20], [21]: 

- rospy: is a Python client library specifically designed 

for ROS. 

- sensor_msgs module: records laser measurements. 

- geometry_msgs module: generates and transmitts 

messages pertaining to setting the robot's position and 

utilizing points. 

- gazebo_msgs module: defines and configures the 

robot's current state. 

- nav_msgs module: odometry use. 

- tf module: allows angle transformations. 

- std_srv module: involved in running ROS services. 

 A main difficulty in implementing the algorithm was a 

vision system design for the robot. The original articles 

[8], [11] described only a visual sensor range concept. It 

was decided to model the vision system using a 

rangefinder package of ROS.  The algorithm contains a 

method that serves as a callback for processing laser scan 

messages. The purpose of this function is to extract 

specific ranges of data from the laser scan message and 

store them as global variables. It defines global variables 

for each range of 360 degrees around the robot, populates 

a range dictionary with minimum range values from 

specific ranges and assigns a maximal vision range value 

if no valid readings are available. 

Another difficulty was related to a practical identify-

cation of "interesting" points that were described in [1], 

[2]. At the current location C of the robot (Fig. 2), the 

algorithm processes a grid of its sensor’s vision within its 

radius r (an area inside the orange circle). The robot 

rotates 360 degrees in place and searches for interesting 

points (marked with blue dots) that form three groups: 

- corners of obstacles (indicated as a, b, c, d, e, f); 

- visible points of obstacles’ boundaries at distance r 

(indicated as i); 

- visible intersections of M-line and obstacles (g, h). 

5. Validation 

The algorithms’ implementation was validated in two 

types of environments: a world of identical pillars of a 

cylindric shape and a maze. Virtual tests in Gazebo were 

carried out for reachable and unreachable targets. 20 

(Start, Target) pairs were selected in the first environment 

and 25 pairs in the second. Each test was run multiple 

times. While most tests were successful, 9.5% of the tests 

failed due to situations at the boundaries of the obstacles 

where the robot’s wheels were not considered by the 

sensors and thus the robot got stuck. 

Table 1 presents system configuration that was used 

for the validation.  

Table 1. System configuration 

 
Fig. 3. VisBug-21 path in the map with convex 

pillars 

Parameter Characteristics 

Operation System details Ubuntu 20.0.4 

Memory 16.00 GB 

Processor 

AMD Ryzen 5 4600H 

with Radeon Graphics            

3.00 GHz 

 
Fig. 4. VisBug-21 path in the maze 
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Fig. 3 present a path constructed by VisBug-21 

algorithm in the convex environment. Fig. 4 and Fig. 5 

demonstrate paths with the same S, T selection in the 

maze environment by VisBug-21 and VisBug-22 

respectively. 

6. Conclusions 

The paper presented the implementation of VisBug-21 

and VisBug-22 algorithms in Python programming 

language for Turtlebot3 Burger robot model using ROS 

Noetic. The implementation was validated in two 

different environments of Gazebo simulator and 

demonstrated a success in 90.5% of the test cases. 
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Abstract 

Algorithms of path-planning in an unknown environment play an important role in robotics. They do not require a 

prior information about obstacles’ locations around a robot and allow calculating a path in a real time. This article 

presents an implementation of a sensory-based DistBug algorithm, which operates reactively using range data for 

immediate decision-making without constructing a world model. The algorithm was programmed in Python using 

robot operating system (ROS) and validated in the Gazebo simulator. For virtual experiments Turtlebot 3 Burger 

mobile robot was employed. The experiments were conducted in two types of environment: an environment with 

convex obstacles and a maze. The paper demonstrates analysis of experiments using several standard criteria of a path 

quality estimation. 

Keywords: BUG algorithm, path planning, sensor-based navigation. 

 

1. Introduction 

A basic motion planning issue is to compute a path from 

a given starting point to a specified destination point [1]. 

In robotics, there are two approaches for path planning: 

global and local [2]. Global planning typically relies on 

preliminarily known data about an environment [3]. 

Local path planning uses measurements from sensors and 

knowledge of a target point [4] while the robot moves in 

an unknown environment avoiding obstacles [5]. 

The algorithms of the BUG family use only local 

sensory information and odometry data to control 

movement and address a challenge of local navigation 

without a need to create a comprehensive map of an 

environment [6]. BUG algorithms have two motion 

modes: moving toward a target and following a boundary 

of an obstacle [7]. The robot moves in a straight line 

towards the target until it reaches a minimum distance to 

an obstacle [8]. Further, the robot follows a boundary of 

the obstacle [9]. The algorithm uses leaving conditions to 

determine when to exit the obstacle boundary and head 

directly toward the target again [10]. The robot receives 

measurements from its sensors to detect nearby obstacles 

and plan a subsequent trajectory [11].  

In this article, we present an implementation of the 

DistBug [12] algorithm using robot operating system 

(ROS) [13]. The algorithm was tested in the Gazebo 

simulator [14]. The navigation was performed in a 3D 

environment for the TurtleBot 3 Burger robot model [15]. 

The robot measures a distance to an obstacle with a 2D 

LiDAR of 3.5 m range and 360 degrees field of view. 

2. A brief description of the DistBug algorithm 

The sensory-based DistBug algorithm was designed to 

reach a goal in an unknown environment or indicate that 

the goal is unreachable [12]. The robot does not construct 

a model of the world and relies on sensory data to make 

decisions [16]. The method consists of two behavior 

models, represented as movement modes: a straight-line 

motion towards the goal and an obstacle boundary 

following. A condition for leaving an obstacle is based on 

a free range in a goal direction when the target is on a line 

of sight or a distance to it gradually decreases. The 

algorithm utilizes sensory data with a limited range of 

view, and the robot moves in steps of a given size. The 

core concept of the algorithm is the following:  

1) Moving from starting point S to target point T in a 

straight line: 

• If T is reached, the navigation is successfully 

completed. 
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• If an obstacle is encountered, a collision point 

with the obstacle is determined, and the 

algorithm proceeds to step 2. 

2) The robot follows a boundary of the obstacle, taking 

steps of a specified size. If the robot reaches T, the 

navigation is successfully completed. Otherwise, the 

robot leaves the obstacle and heads towards T from a 

point of exit, referred as a leaving point. The selection of 

the leaving point depends on achieving the following 

conditions: 

• The robot can move towards T without colliding 

with the obstacle. 

• Freedist > 0, and (Currdist – Freedist ≤ 0 or Currdist 

– Freedist ≤ Bestdist), where Freedist is a distance 

within the line of sight from a current location to 

a nearest obstacle in a direction of T, Currdist is a 

distance from the current location to T, and Bestdist 

is a difference between the distance from the 

collision point with the obstacle to T and the step 

size. 

3) If the robot cannot find a leaving point or it returns to 

a position it was at a previous step, then T is unreachable. 

3. System setup 

The algorithm was implemented in Noetic Ninjemys 

version of ROS. The algorithm uses ROS topics to obtain 

measurements from sensors and wheel odometry [17], 

and to control the robot. Messages are transmitted using 

standard types predefined in ROS: sensor_msgs:: 

PointCloud, geometry_msgs::Twist, nav_msgs::Odome-

try, and geometry_msgs::Point. 

The algorithm was tested in the ROS-compatible 

Gazebo 11 simulator [18]. The Gazebo simulator creates 

realistic environments that allow conducting experiments 

with virtual robot models. The robot can be equipped 

with any of the standard sensors, and Gazebo has a 

support for third-party plug-ins. The Robot Visualization 

tool (RViz, [19]) is used to visualize a robot's position, 

measurements from sensors, and a path trajectory. The 

tool allows setting a target point as a 2D Nav Goal. A 

message is sent to an appropriate topic and accepted by a 

local planner. 

The TurtleBot3 robot model (Fig. 1) with an open-

source software was selected. The TurtleBot3 Burger 

[20] model was used, which has necessary sensors for 

navigating an environment under DistBug protocol. The 

robot's design allows making a transition from a 3D 

configuration space to a 2D one, which simplifies a path 

calculation [21]. 

 

4. Implementation details 

 DistBug algorithm was implemented in Python 

programming language, version 3.7. The implementation 

relies on ROS libraries and modules, including rospy (a 

Python client library for ROS), geometry_msgs (contains 

a type of messages for exchanging a position of the robot), 

sensor_msgs (contains types of laser measurement 

messages and motion commands),  gazebo_msgs 

(contains types that determine a robot state), tf (manages 

transformations between coordinate systems), nav_msgs 

(contains the odometry data type), std_srv (contains 

packages for creating services in ROS) [22]. 

  

Fig. 1. Turtlebot3 Burger model in the Gazebo. 

The algorithm’s implementation contains three nodes. 

The first and second nodes regulate a robot motion 

directly to the target and the clockwise wall following 

motion, respectively. Each node implements a ROS 

server to activate and deactivate the mode. The third node 

launches a certain mode via a request to a corresponding 

server. The server choice depends on measurements 

received from the laser rangefinder. If the rangefinder 

indicates an occupied space ahead of the robot while the 

robot is moving towards the target, the robot changes the 

motion mode. Similarly, if a space in a direction of the 

target is free while the robot is moving along an obstacle 

boundary, the robot switches the mode. When the stop 

condition occurs, the algorithm turns off all nodes. To 

evaluate a performance the algorithm logs its operation 

time, all trajectory points (to calculate a path length), and 

a number of encountered obstacles during a path search. 

To configure the algorithm, the following parameters 

were introduced: a timeout, a stopping threshold, a range 

of the rangefinder (i.e., radius of the robot’s vision), and 

a robot's step size. The stopping threshold was 

empirically defined to determine a point where the robot 

stops when a certain coordinate value is reached. The 

timeout allows avoiding robot’s stuck cases: despite a 

static environment, in some cases the TurtleBot 3 robot 

can get stuck at an obstacle boundary if one of its wheel 

touches an outer corner of the obstacle. This occurs due 
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to a rangefinder’s placement that may cause a 

misregistration of occupied cells of the environment as 

free cells. If the robot gets stuck, a timer is activated and 

after the timeout expires, the algorithm stops with an 

error message. The rangefinder range and the step size are 

user provided parameters. The range should be less than 

the step size. A small step size causes a better precision 

of a computed path with regard to a theoretical path of an 

infinitely smell step and affects how often the obstacle 

detour check is be performed. With a large step size a 

robot may miss the target. The rangefinder measurements 

were divided into sectors by their direction. The value of 

a sector was determined by a minimum distance to an 

obstacle in the range. 

5. Validation 

 To evaluate the implementation, tests were conducted 

in two types of environment: an environment with convex 

3D obstacles of a cylindrical shape and a maze. The tests 

included reachable and unreachable goals. In the latter 

case the algorithm returned an error after reaching the 

stop state. The test results were recorded into a file that 

contained tracked metrics for each (start S, target T) pair. 

  

We made 20 selection of (S,T) for the simple map (Fig. 

2) and 15 pairs for the maze (Fig. 3). For each pair a 

number of runs was performed and they demonstrated 

approximately 97% success. The failures were cause by 

the problem mentioned in Section 4. Fig. 2 and Fig. 3 

present the resulted paths of the robot using DistBug in 

the simple map and in the maze respectively. The virtual 

experiments were conducted using a PC with Ubuntu 

20.0.4(LTS) operation system, 6.00 GB memory and 

AMD Ryzen 5 5500U processor with 2.10 GHz Radeon 

Graphics. While the environments for testing were 

constructed manually, a part of our ongoing work is to 

test the algorithm in automatically constructed 

environments for Gazebo, e.g., [23], [24], [25].  

 
Fig. 3. A path of the DistBug in the maze 

6. Conclusions 

The paper presented an implementation of DistBug 

algorithm in the ROS Noetic environment. The 

evaluation was performed in two different types of 

environment and with a set of different target points. 

After reaching the stop condition, the control node logged 

the metrics, which included a flag of arrival to the target, 

a trajectory of the robot, a total time of the algorithm 

execution, and a number of encountered on the way 

obstacles. The tests demonstrated 97% of success. The 

implemented method can be adapted for other robot 

models and environments by empirically adjusting the 

timeout and the stopping threshold, while setting 

corresponding to the robot sensor range and the step size. 
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Abstract 

Sensor modeling in the Gazebo simulator is fundamental to robotics advancement. This review explores sensor 

modeling intricacies, methodologies, and applications, while emphasizing a critical role of a precise sensor modeling. 

Application scenarios demonstrate a sensor modeling's broad utility across fields including medical diagnostics, 

autonomous navigation, and industrial automation. Differences in research focus, methodology, and implementation 

underline a varied nature of sensor modeling studies. Key challenges include a need for more detailed world models. 

The paper guides a research in sensor modeling and identifies crucial questions. 

Keywords: Overview, Gazebo, Sensor modeling, Sensor simulation. 

 

1. Introduction 

In contemporary robotics and autonomous systems, 

simulation plays an important role [1]. It offers 

researchers and engineers the means to create and test 

robots in virtual environments, reducing costs and 

ensuring safety during the development of robotic 

systems [2]. However, for simulations to produce 

realistic results, precise modeling of sensors, such as 

cameras, lidars, infrared, and ultrasonic sensors, is 

paramount. These sensors are instrumental in perceiving 

the robot's surroundings and interacting with them. 

Accurate sensor models in simulators have become 

fundamental for the successful development and testing 

of perception, navigation, and control algorithms for 

robots. 

In this review article, we delve into a significant issue 

within the realm of robotic simulation, focusing on 

sensor modeling in the Gazebo simulator [3]. Among 

robotic simulators, Gazebo stands out for its powerful 

functionality and flexibility. It allows for the creation of 

complex 3D robot models and their environments, along 

with the simulation of a wide range of sensors [4].  

The objective of our article is to provide readers with 

an overview of contemporary methodologies and 

approaches to sensor modeling within the Gazebo 

simulator. We will explore the challenges researchers 

address in this domain, the methods employed for precise 

sensor modeling, and the profound impact these models 

have on the development of robotic systems. Moreover, 

we will discuss the primary challenges researchers 

encounter and outline potential directions for future 

research in this rapidly evolving field.  

2. Methodologies 

The choice of a specific method and methodology for 

modeling sensors in the Gazebo simulator depends on 

several key factors. Initially, this is the type of sensor that 

is required to simulate, since different sensors have 

different characteristics and requirements. For example, 

the modeling of the camera requires accounting for 

optical parameters [5], while the modeling of the 

ultrasonic sensor can be based on acoustic properties [6]. 

The objectives of the study also play an important role in 

choosing a methodology. If the main goal is to assess the 

accuracy of the sensor, then the methods focused on 

comparison with real dimensions can be the most 

suitable [7]. If the goal is to develop and test new 

algorithms for processing data from the sensor, then 

modeling taking into account noise and distortion can be 

more relevant [8]. The level of detail also plays a key role. 

Highly detailed models of sensors may require large 
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computing resources and time for simulation, while 

simplified models can be less accurate, but more 

effective in terms of computing resources [9].  

Some of the common methodologies include: Physical 

modeling, including taking into account the physical 

properties of the sensor and its interaction with the 

environment [10]. Methods of machine learning that 

allow training sensors based on real data and apply it in 

simulations [11]. Geometric modeling, focused on the 

exact reconstruction of the geometry of the environment 

and objects with which the sensor interacts [12]. 

Statistical modeling methods: include statistical 

approaches to take into account various sources of noise 

and uncertainty in the measurements of sensors [13]. This 

may include methods for filtering, smoothing and 

assessing the state that allow you to take into account the 

statistical characteristics of measurements. 

Table 1 provides an overview of recent and noteworthy 

publications related to sensor modeling within the 

Gazebo simulator. This table showcases articles that have 

leveraged Gazebo for simulating sensors, highlighting 

the various contexts and applications where these models 

have been employed. 

3. Common aspects 

One of the key tasks of research involving sensor 

modeling is to evaluate and analyze the accuracy of 

various sensors, such as cameras, lidars, ultrasonic and 

infrared sensors, in a virtual environment. This allows 

researchers to understand how the sensors interact with 

the environment and how accurate the data they 

provide [5], [6]. 

Research in this area often involves the creation and 

testing of data processing algorithms for sensors. These 

algorithms may include computer vision methods, image 

processing, machine learning, and other techniques used 

to analyze data collected from sensors [14]. 

Gazebo's sensor modeling research aims to create 

virtual scenarios that are as close to real-world conditions 

as possible. Researchers strive to accurately model the 

objects with which sensors interact and whose condition 

can affect the simulated sensor readings [6], [15]. 

Researchers often use sensor simulations to validate the 

algorithms of their robots. This allows them to test the 

validity of their designs under different conditions. 

Research may also involve integrating sensor modeling 

into real robotic platforms. This helps researchers adapt 

the results of their work for use in actual robots [15], [16]. 

In summary, research related to sensor modeling in the 

Gazebo simulator aims to improve the understanding of 

sensor behavior in robotics systems, develop efficient 

data processing algorithms, and create realistic 

simulation environments for testing and training in the 

field of autonomous systems and robotics. 

4. Distinctions 

Each scientific paper can focus on different aspects of 

sensor modeling. For instance, one paper may investigate 

camera modeling for robot navigation [17], while another 

may emphasize lidar sensors for obstacle detection [16]. 

Consequently, the research topic can substantially differ. 

Researchers can use various methods and techniques 

for sensor modeling. For example, some may develop 

their own sensor models [18], [19], while others might 

utilize standard tools and libraries available in Gazebo 

[20]. This can impact the accuracy of modeling and the 

scope of the results. 

Studies may also differ in terms of research objectives. 

Some papers may aim to optimize sensor 

performance [21], while others seek to develop new data 

processing algorithms or assess sensor reliability in 

various scenarios [22]. 

Different studies may be oriented toward various types 

of robotic systems. For example, research may target 

mobile robots, autonomous vehicles [23], robot 

manipulators [6], [24], or drones [25], and each of these 

system types may have unique characteristics in sensor 

modeling. 

Scientific papers can be directed toward diverse 

applications of sensor modeling, such as medical 

diagnostics [26], autonomous navigation [17], [27], and 

more. 

These differences in research themes, methods, and 

objectives make each scientific paper unique and 

specialized. Collectively, they contribute to the 

advancement of sensor modeling in the Gazebo simulator, 

providing new knowledge and tools for developers and 

researchers in the field of robotics. 

5. Application scenarios 

Modeling sensors in the Gazebo simulator finds 

applications in various fields of robotics and autonomous 

systems. 

One of the key applications of sensor modeling in 

Gazebo is the development and testing of autonomous 

transportation systems, such as self-driving cars [30]. 

Virtual simulations enable engineers to assess navigation 

and control algorithms under diverse conditions, 

ensuring safety before these vehicles hit the roads.
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Table 1. Relevant publications in Gazebo sensors simulation. 

 

 
In the medical domain, Gazebo's sensor modeling 

capabilities can be used to create virtual training 

environments [31]. These environments allow medical 

professionals to practice operating medical robots and 

other devices [6]. Additionally, it is beneficial for 

research in the field of medical robotics, including 

surgical robots and rehabilitation devices. 

Gazebo is frequently used in the educational field to 

teach students and researchers the fundamentals of 

robotics [28]. Sensor modeling permits students to 

experiment with various sensor types and data processing 

algorithms, enhancing their understanding of robotics 

principles. 

Sensor modeling in Gazebo is invaluable for simulating 

complex urban search and rescue (USAR) scenarios [15]. 

It allows researchers and first responders to test various 

robotic systems that can navigate disaster-stricken areas, 

locate survivors, and assess structural damage, all while 

avoiding risks to human life. 

These applications showcase the versatility of sensor 

modeling in the Gazebo simulator. They represent only a 

fraction of the possibilities offered by sensor modeling, 

with its utility extending to various challenges and 

objectives in the realms of robotics and autonomous 

systems. 

6. Main challenges and future directions 

While sensor modeling in the Gazebo simulator has 

seen remarkable advancements, several challenges 

persist, and promising future directions are emerging. 

Here, we outline some of the key challenges and areas of 

potential growth. 

Many studies have identified the need for further 

refinement of the world models used in 

simulations [6], [15]. Realism of sensor simulations 

often depends on the complexity of the environment 

being simulated. Future research may focus on enhancing 

world models to better mimic real-world scenarios, 

including factors like lighting, weather, and dynamic 

objects. 

Some articles focused on the complexity of sensory 

synthesis [32]. As robotic systems become more 

sophisticated, sensor fusion, the integration of data from 

multiple sensors, poses a growing challenge. Future 

developments may revolve around creating more 

Sensor modeling context Sensor type Application Reference 

A software package for ultrasound 

sensor modeling in the Gazebo simulator 
Ultrasound sensor Medical Robotics [6] 

Incorporating sensors into the model 
LRF, IMU sensor, 

cameras 
USAR, AMR [15] 

Incorporating sensors into the model 

LIDAR, IMU, 

GPS/GLONASS, 

Side sonars 

Autonomous 

Vehicles 
[23] 

It is explained how to incorporate sensors into models in 

Gazebo 

LRF, IMU sensor, 

cameras 

Robotics 

Education, AMR 
[28] 

Shows physical integration of the main types of sensors in 

UAV domain both for navigation and collision avoidance 

LIDAR, sonar, 

radar,video 

Autonomous 

Vehicles, UAV 
[16] 

Automatic tool allows creating realistic landscapes in Gazebo 

simulation based on results of real world sensor-based 

exploration 

LIDAR, RGBD-

camera 
UAV, UGV [12] 

The simulated tactile sensor can produce high-resolution 

images from depth-maps captured by a simulated optical sensor 

GelSight tactile 

sensor 

Tactile Sensing 

Visualization 
[18] 

Simulating the operation of LIDAR sensors in real-time, 

considering LASER beam propagation and attenuation of 

LASER energy in adverse weather conditions such as fog and 

rain 

LIDAR Automotive [7] 

An algorithm for detection of obstacles and lines was 

implemented for the IR sensors 
IR 

Robotics 

Education 
[20] 

The scalability investigation of LIDAR-type sensor simulation 

in ROS-supported Gazebo 
LIDAR AMR [29] 

Evaluate a variety of visual and LiDAR SLAM algorithms in a 

simulated environment 

LIDAR, RGB-D-

camera 
Mobile Robots [21] 

Simulation of the RFID readers-antennas mounted on robots 

reading RFID tags in the environment 
RFID UAV [19] 

A method to simulate the ARVA transceiver ARVA 
Search And 

Rescue, UAV 
[10] 

Test the control-level and sensor-level algorithms in simulation 

environment 
LIDAR UAV [25] 
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advanced sensor fusion models to handle the increasing 

complexity of robotic applications. 

Balancing realism and computational efficiency 

remains a fundamental challenge. Simulations with high 

levels of detail can be computationally intensive, limiting 

real-time performance [29], [33]. Researchers may 

explore novel techniques to achieve a harmonious 

balance between realism and efficiency. 

Leveraging AI and machine learning for sensor 

modeling is a burgeoning area [34]. Future research may 

delve into integrating AI techniques for sensor data 

interpretation, enabling robots to learn from simulated 

sensor inputs. 

As robots increasingly interact with humans, modeling 

sensors for human-awareness becomes vital. Future work 

may focus on simulating sensors that enable robots to 

perceive and respond to human actions and intentions. 

With the rise of autonomy in robotics, future directions 

include the development of sensor models that support 

high-level decision-making in autonomous systems. 

In summary, sensor modeling in Gazebo continues to 

evolve, aiming for realism, efficiency, and applicability. 

Addressing these challenges and exploring these future 

directions will contribute to the continued growth of 

robotics and autonomous systems. 

7. Conclusion 

In conclusion, this review article has explored the 

intricate world of sensor modeling within the Gazebo 

simulator. We've delved into the aspects of sensor 

modeling, discussed current research directions, and 

identified key research questions in this evolving field. 

Through an examination of various methodologies, 

application scenarios, and the distinctiveness of each 

research endeavor, we've gained a comprehensive 

understanding of how sensor modeling contributes to the 

advancement of robotic systems. As the field of robotics 

continues to expand, the importance of accurately 

modeling sensors in virtual environments has become 

increasingly clear. This review serves as a foundational 

resource for further research and innovations in the 

domain of sensor modeling within the Gazebo simulator. 
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Abstract 

Visual sensors play an important role in a broad variety of robotic systems applications. Even though Kinect 

technology appeared over 10 years ago, Kinect sensors are still actively employed by researchers around the world. 

This paper presents an overview of Kinect and Kinect 2 sensors’ applications in a human gesture based control. We 

analyzed existing research papers to estimate a popularity of particular feature extraction and gesture recognition 

methods, recommendations on a distance between an object of interest and a sensor, reported accuracy and latency of 

the sensor. Our analysis is supposed to facilitate a selection of a suitable combination of methods for a particular 

application of Kinect sensor in gesture recognition while considering its performance. 

Keywords: Microsoft Kinect, robotics, gesture control, gesture recognition. 

 

1. Introduction 

 Robotics has achieved a significant progress, enabling 

robots to autonomously plan routes [1] and interact with 

humans in medicine [2], education [3], and rescue 

operations [4]. Controlling robots with a voice and 

gestures is the most natural way of interaction [5] due to 

daily habits of using these methods by humans.  Control 

using gestures can be implemented with vision sensors 

[6], electromyography methods (that track human muscle 

contractions [7]), employing a touch screen, an 

accelerometer or other sensors [8]. This paper overviews 

gesture control implementations in robotics using Kinect 

sensor. Kinect is originally a Microsoft motion controller 

for gaming that uses computer vision methods for a 

gesture based control. Later Microsoft enabled a custom 

application development with Software Development Kit 

for Windows [9]. This study summarize information 

about Microsoft Kinect use in robotics, compares 

accuracy of different gesture recognition methods and 

emphasizes a reported latency of Kinect in various tasks. 

2. Kinect in Robotics 

Kinect sensor (Fig. 1a) is a device introduced by 

Microsoft in 2010 for XBOX 360 gaming console control. 

A combination of an infrared sensor and RBG-D camera 

makes Kinect suitable for human body tracking purposes. 

Software Development Kit [10] allows developing a 

custom software for a variety of tasks including gesture 

based robot control. The introduced by Microsoft in 2013 

Kinect v2 was (Fig. 1b) a second generation of Kinect 

device that also combines RGB-D and infrared sensors. 

Similar to its predecessor, Kinect v2 is intended for a 

gesture-based control. However, due to technical 

improvements such as adding a wide angle time of flight 

(ToF) camera [11] and upscaling a color camera 

resolution to 1080p [12], it exhibits a better performance 

compared to the first generation, which is demonstrated 

in Section 4. 
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Fig. 1. Microsoft Kinect first generation and Kinect v2. 

Kinect and Kinect v2 capture color and depth data of a 

scene and are broadly used in computer vision for object 

recognition including gesture recognition. The distinctive 

feature of Kinect family is its versatility compared to 

counterpart sensors. Leap Motion Controller is also used 

in robotics for gesture-based robot control [13], [14]. Yet, 

this device is designed to recognize only hand 

movements, whereas Kinect does not have such 

limitations and can be employed for a full-body gesture 

recognition [15] and a face tracking [16]. In addition, 

Kinect v2 contains an embedded microphone that enables 

a voice control [17], which can augment a gesture-based 

control. Leap Motion Controllers could be used in pairs, 

e.g., to recognize each hand separately [18], which may 

increase the system's load. Similarly, Kinect sensors can 

form complicated systems for tracking and motion 

capture system purposes [19], [20]. However, in some 

cases Kinect sensor may not be a right solution, e.g., 

authors in [21] complained that Kinect is not compatible 

with Linux systems as Kinect’s Software Development 

Kit has only Windows OS support. To solve this issue, 

the researchers employed Asus Xtion Pro Live with an 

RGB-D camera similar to Kinect.  

In robotics, Kinect could be used to control different 

types of real robots. In [17] authors presented a Kinect-

based industrial robot control and demonstrated that 

Kinect could be successfully integrated into simulators. 

In [22] Kinect was applied for a remote control of a 

mechanical arm that replicates operator-defined gestures. 

A gesture-based control using Kinect could also be 

implemented in mobile robotics, where Kinect serves as 

a robot control panel [23]. 

3. Gesture Recognition Methods  

Choosing a gesture recognition method for Kinect 

based control is important, as it directly affects an overall 

system performance. If a gesture recognition method is 

not accurate enough, not suitable for a particular task or 

a recognition system demonstrates significant delays, a 

different method of control should be considered. In this 

section, we summarize information about methods of 

Kinect based control and emphasize their accuracy. 

Table 1 presents an analysis of studies that used various 

combinations of feature extraction and gesture 

recognition methods. The first column of the table 

describes a particular task; the second column Dist 

specifies a recommended optimal distance between an 

object of interest (gesture producer) and a sensor in 

meters; the third and the forth – a feature extraction FEM 

and a gesture recognition methods GRM, respectively. 

The fifth column Acc shows an accuracy of each 

approach in percents (as reported by its authors); the sixth 

Skeleton emphasizes if an approach employes a skeleton 

extraction; the last one Rf refers to a corresponding paper. 

N/A in the table denotes that a paper does not contain 

corresponding data. 

As Table 1 shows, a combination of the Histogram of 

Oriented Gradients (HOG) for feature extraction and 

Support Vector Machine (SVM) for gesture recognition 

([24], [33]) is a popular approach among researchers. The 

same combination was used at an earlier stage of [26] 

research, however, a deep learning AlexNet model 

eventually was chosen due to a better performance. In 

[31] the authors emphasized an influence of a distance at 

which gestures were recognized by Kinect on a 

recognition accuracy. The highest accuracy of 87% was 

achieved at a distance of 3 meters from the Kinect, while 

the lowest accuracy of gesture recognition of 25% was 

obtained at a distance of 5 meters from the sensor. The 

importance of a classifier selection when controlling a 

robot with user-defined gestures was confirmed in [23], 

where the SURF and FLANN methods were employed, 

to extract arbitrary points from an image and to recognize 

gestures. During the experiments, it was discovered that 

the FLANN library failed to achieve required results in 

recognizing gestures as it could not match corresponding 

features in a variety of  gestures. 

Majority of studies in Table 1 used a method of a 

skeleton construction, where a skeleton consists of joints 

of a human body or hands only. This approach allows a 

more accurate extraction of special points, which are 

further required for a gesture recognition. An alternative 

approach built a 3D model of a hand [34]; yet the authors 

did not provide accuracy indicators for the gesture 

recognition, and thus a usability of the method for a real 

gesture recognition system is questionable. 

4. Kinect Latency 

Latency has a significant importance when operating 

technical devices. Latency can be caused by hardware  
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Table 1.  Gesture Recognition Methods 

Task Dist, m FEM GRM Acc, % Skeleton Rf 

Static hand gesture 

recognition 

N/A Histogram of 

Oriented Gradients 

Support Vector 

Machine 

98.3 No [24] 

Hand gesture recognition 1.2–3.5 Skeleton Extraction Artificial Neural 

Network 

97.8 Yes [25] 

Touchless visualization 

of 3D medical images 

2.5-3.5 Histogram of 

Oriented Gradients 

AlexNet (CNN) 96.5 No [26] 

Hand gesture recognition N/A MediaPipe Palm 

Detector 

MediaPipe 

Gesture 

Recognition 

95.7 Yes [27] 

Sign language 

recognition for Arabic 

speakers 

N/A Used (not specified 

which one) 
RandomForest 

Classifier + Ada-

Boosting 

93.7 Yes [28] 

Dynamic hand gesture 

recognition 

N/A N/A Dynamic Time 

Warping 

92 Kinect 

embedded 

[29] 

Full body gesture 

recognition 

N/A CNN Fast Dynamic 

Time Warping + 

CNN 

90.8 Yes [30] 

Smart home control 3 m Self-developed Self-developed 87 Yes [31] 

Sign language 

recognition 

N/A Histogram of 

Oriented Gradients 

Dynamic Time 

Warping 

86 Yes [32] 

Hand gesture recognition 2.5-3 m Histogram of 

Oriented Gradients 

Dynamic Time 

Warping 

76.7 Yes [33] 

and software factors. Moreover, a task-dependent 

software delay sums up with a hardware delay, which 

leads to a decrease in device performance. This section 

discusses a latency between a user input and an expected 

system output, which differ for a particular task. 

Table 2.  Latency Measurements of Kinect  

 
Table 2 presents ab information about latency 

measurements of both generations of Kinect devices 

employed in various tasks.  Note that reference papers of 

Table 1 and Table 2 are different since Table 1 papers did 

not specify a latency as they considered a different aspect 

of Kinect usage. 

In [41] authors emphasized a 20 ms hardware latency 

as a minimum latency level of the device itself, which 

cannot be reduced. While official manufacture stated 

latency data for the first generation of Kinect is not 

available, the study [36] reports the latency value of 100 

ms. Based on the surveyed in Table 2 papers we 

concluded that the average latency for the first generation 

Kinect is 267 ms, while the average latency for Kinect v2 

is 123 ms. However, even though the Kinect v2's average 

latency significantly improved over the first generation, 

its effectiveness still depends on a specific task in which 

it is used and could achieve up to 200 ms. 

5. Conclusions 

This paper presents an overview of Microsoft Kinect 

sensor applications for gesture based control in robotics. 

Kinect first generation and Kinect v2 related research 

papers were analyzed in terms of range and accuracy in a 

number of typical tasks that require a sensor with RBG-

D capabilities. Based on the survey we concluded that the 

average overall latency of the first generation Kinect is 

267 ms, while the average latency for Kinect v2 is 123 

ms. However, even though the Kinect v2's average 

latency has improved over the first generation, its 

effectiveness naturally depends on a specific task and 

could achieve up to 200 ms. 

 

Task Latency, ms Ref 

Kinect 

Skeleton detection 106-500 [35] 

Human fall incident detection 300 [36] 

Contactless hand tracking for 

surgical robot 

89-576 [37] 

Skeleton position estimation 100 [38] 

Skeleton detection 200-400 [39] 

Kinect v2 

Human gait analysis  29-127 [40] 

Human gait analysis 200 [41] 

Skeleton detection 66-100 [42] 

IRB4400 industrial robot 

control  

20 (only a 

hardware latency) 

[43] 

Rat behavior tracking 80-126  [44] 

3D content capture 65-67  [45] 
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Abstract 

The purpose of this research is to investigate how an interaction between humans and robots influences a safety of an 

autonomous obstacle avoidance task. The research collected and analyzed data from surveys and interviews using a 

combination of quantitative and qualitative methodologies. The findings contributed to our understanding of a 

complex interplay between a human-robot interaction, a perception, and a robot navigation safety. Based on these 

findings, the study proposed a number of recommendations for improving both physical and psychological safety 

aspects of an autonomous robot navigation.  

Keywords: Human-robot interaction, HRI, autonomous obstacle avoidance, navigation safety 

 

1. Introduction 

Autonomous robots  are becoming an integral part of 

diverse human environments due to the advancements of 

robotic technologies from personal healthcare [1] to 

automated manufacturing fields [2], [3]. The progression 

is expected to lead to a future in which both humans and 

robots coexist and interact on a regular basis [4], [5]. 

However, the integration of autonomous robots into 

human environments is not without significant 

challenges, particularly when it comes to ensure safety 

during autonomous obstacle avoidance tasks [6], [7]. 

Autonomous obstacle avoidance [8] and human 

following [9] is a critical feature for any autonomous 

robot operating in a human-populated environment [10]. 

It is a capability that allows a robot to navigate through 

an environment avoiding static and dynamic obstacles, 

including humans. A robot which can precisely avoid 

obstacles is considered safe [11]. Understanding and 

addressing various aspects of safety require a 

comprehensive exploration of the relationship between 

humans and robots [12], [13]. This involves indulging 

into the complex dynamics of human-robot interaction 

(HRI), which encompasses the objective behavior of the 

robot, subjective experiences and perceptions of the 

human [14], [15]. 

The objective of this research is to provide an in-depth 

examination of the relationship between humans and 

robots, focusing on its impact on the safety of 

autonomous obstacle avoidance. Specifically, the 

research will investigate how humans interact with 

robots that are capable of autonomous navigation. The 

investigation will contribute to a deeper understanding 

of this critical aspect of autonomous robotics, providing 

insights that could help improve the design and operation 

of future autonomous robots. It will also address gaps in 

the existing body of knowledge, particularly in the 

intersection of autonomous navigation, HRI, and 

perceived safety [16]. Surveys and interviews were 

conducted in a group of people, who had experience with 

robotic environments. The inferences obtained through 

these surveys and interviews were used to conclude about 

the current status of HRI in various fields [17].    
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2. Methodology 

The methodology outlines the research approaches that 

were utilized to investigate the relationship between HRI 

and the safety of autonomous obstacle avoidance. The 

research began with a comprehensive review of existing 

literature from databases, journals, and conference   

proceedings related to HRI, robotic safety, and 

autonomous obstacle avoidance. Following the 

comprehensive literature review, the research focused on 

the development of an experimental setup, which 

consisted of a robot equipped with a capacity for 

autonomous navigation and obstacle avoidance. A 

restaurant delivering food to customers using a mobile 

robot (shown in Fig. 1(a) was selected for the survey. The 

robot can move to assigned tables and deliver food as 

shown in Fig. 1(b). 

 

Fig. 1 Robot navigation (a) A food delivery robot (b) 

The robot delivering food to customers 

The robot avoided collision with static and dynamic 

obstacles using IR sensors fixed on the base of the robot. 

Fig. 2 depicts the stages of a food delivery using the 

mobile robot. Fig. 2 represents the robot waiting for the 

food delivery near the restaurant kitchen. Fig. 2(a) and (b) 

represent a motion of the robot towards the assigned table 

and destination table respectively. A customer receiving 

the food items are shown in Fig. 2(d). 

To obtain a human-centered perspective on the safety 

and comfort of autonomous robots, surveys and semi-

structured interviews were conducted with individuals 

who had interacted with the robot. Questions were 

designed to explore various phases of human-robot 

interaction, including social acceptability, perceived 

safety, and trust in the robot’s autonomous decision- 

making capabilities. The customers and employees 

working in the restaurant were participated in the survey. 

The gathered data were subjected to rigorous analyses 

using suitable statistical techniques. This critical process 

of data analysis allowed the transformation of raw data 

into meaningful information, thereby offering both 

quantitative and qualitative insights into the correlation 

between HRI and the safety of autonomous obstacle 

avoidance. 

Fig. 2 Different phases of the robot work: (a) Robot 

waiting for collecting food items (b) Moving to towards 

a destination table (c) Robot reached the destination 

table (d) A customer taking the food item from the robot 

The final step in the methodology involved the 

validation of the findings. This was done through peer-

reviews and expert consultations, ensuring the research 

conclusions were robust, reliable, and could stand up to 

scrutiny. This step served as a quality check and ensured 

that the research had been conducted in a 

methodologically sound manner. Further, it also   

provided an opportunity for receiving recommendations 

for future studies, thereby adding to the overall value and 

impact of the research. This methodological approach 

aimed to provide a comprehensive, multi-dimensional 

understanding of the research topic, combining the 

strengths of both empirical and qualitative research 

methods. 

3. Results/findings 

In this section, we present and analyze the results 

gathered from our research and the insights obtained from 

the HRI studies. we conducted surveys and interviews 

with participants after they observed or interacted with 

the robot. A total of 60 participants attended the survey 

and expressed their opinions and suggestions regarding 

the coexisting of humans and robots inside a restaurant 

environment. The qualitative data suggested a generally 

positive perception of safety, comfort, and trust in the 

robot’s autonomous capabilities. Approximately 90% of 

the participants reported that they felt safe with the 

robot’s movements and obstacle avoidance capabilities. 

Interestingly, a correlation was observed between the 

 

(a) (b) 
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robot’s behavior and participant responses. Smoother and 

slower robot movements were associated with increased 

comfort and trust ratings from the participants. About 

80% of the participants conveyed that the robot food 

delivery was faster compared to human food delivery 

services. However, some of the participants are 

concerned about the precision of delivery and quoted 

about interaction difficulties they faced during food order 

updating.   

The perception of risk and social acceptability 

associated with the autonomous robot were also included 

in the survey. We interpreted that in a populated 

environment, participants perceived the robot as less 

risky compared to a controlled environment, contrary to 

our expectations. This might be attributed to the social 

dynamics of a populated setting, where humans provide 

an additional layer of unpredictability that makes the 

robot’s autonomous capabilities more evident and 

appreciated. The social acceptability of the robot was 

rated highly by 82% of participants, signifying the 

successful integration of social robotics principles in its 

design and operation. However, 27% of the customers 

preferred contactless delivery. 70% of the participants 

considered robot usage inside a restaurant as an eco-

friendly option. 20% of the participants chose human 

workers in place of autonomous rover delivery due to 

safety concerns. Most participants concerned about the 

robot malfunctioning, and navigational errors. 

4. Discussion 

The study was designed to investigate the relationship 

between HRI and the safety of autonomous obstacle 

avoidance, contributing to the growing body of 

knowledge in this field. The multi-dimensional 

methodological   approach, combining both empirical and 

qualitative research methods, was integral in producing a 

comprehensive understanding of the research topic. The 

survey results regarding autonomous navigation and 

obstacle avoidance revealed that the robot was successful 

in navigating the environments and avoiding obstacles 

with a high success rate.  

Results from the HRI revealed a generally positive 

perception of the robot’s autonomous abilities, showing 

trust in the robot’s decision-making and overall 

satisfaction with their interaction. These findings 

provided valuable insights into the subjective aspects of 

robot safety, complementing the quantitative data 

obtained. Risk perception and social acceptability were 

also significant factors in our study. Results suggested 

that participants perceived the autonomous robot as safe 

and socially acceptable, even in densely populated 

environments.  

When performing HRI activities, robots must be 

equipped with adaptive abilities to prevent accidents and 

task incompletions. There are a lot of static and dynamic 

obstacles present in a restaurant setting. In order to 

prevent collisions when moving from the food pickup 

location to the destination table, the robot needs to be 

employed with an effective collision avoidance approach. 

By utilizing proper sensors and controllers, the robot can 

steer clear of obstructions and prevent crashes during the 

motions. Reserving separate paths for robots can 

minimize chances of collisions with obstacles. To help 

users comprehend how the robot is moving, the robot can 

also show path details on a screen or verbally during its 

motion. 

The study’s findings also had several theoretical 

implications. They reinforced the theories of autonomy, 

social robotics, proxemics, risk perception, and planned 

behavior [15]. The robot’s autonomous performance 

aligned well with the theory of autonomy in robotics. The 

feedback from participants suggested that social robotics 

theories were applicable in real-world environments, 

reinforcing the necessity of developing robots that 

respect human social norms.  

5. Conclusion 

In conclusion, the research undertaken successfully 

addressed the primary goals of investigating the 

relationship between HRI and the safety of autonomous        

obstacle avoidance. The investigation revealed that the 

interaction between humans and robots is multi-faceted. 

It emphasized that the concept of safety in autonomous 

obstacle avoidance is not limited to the physical ability of 

the robot to navigate without causing collisions or 

accidents. It also heavily depends on the subjective 

feelings of safety, comfort, and trust experienced by the 

humans who interact with or are in the vicinity of   these 

robots. Therefore, the importance of considering both 

objective and subjective factors when evaluating the 

safety of autonomous robots in environments shared with 

humans was strongly underscored. This research also 

pointed towards potential areas for future study, 

demonstrating that the quest for knowledge in this 

domain is far from exhausted. For instance, it suggested 

the need for further exploration into how different design 

elements and behavioral parameters of the robot might 

influence human perception and interaction. This could 

include aspects such as the robot’s size, color, speed, 

motion patterns, and communication methods. Research 

into these directions could yield interesting results that 

might further refine the approach to designing and 

deploying autonomous robots in human environments. 
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Abstract 

The objects grasping is one of the fundamental robotic problems. Accurate and efficient real-time object detection is 

crucial for successful grasping in robots equipped with monocular vision. Deep machine learning has made significant 

progress in solving problems of object detection and image segmentation. At the same time, classical computer vision 

methods do not lose their relevance and can also be used for these tasks. In this research, we conduct a comparative 

analysis of the effectiveness the YOLOv8-seg neural network model versions for solving the image segmentation 

problem with classical segmentation methods. The obtained results allowed us to formulate some recommendations 

on the choice of a particular method for object detection depending on the surrounding environment conditions. 

Keywords: Robotic grasping, Robotic arm, Object detection, Object segmentation 

 

1. Introduction 

Robotic grasping is one of the fundamental tasks of 

robotics, relevant to all its branches [1], including 

industrial [2], service [3] and social robotics [4]. 

Grasping can be particularly important in collaborative 

robotics, when a robot and a person use common tools or 

perform joint assembly [5].  

Obtaining information about the shape of the captured 

objects is an important stage in the implementation of 

grasping [6]. The shape of objects can be determined 

using various sensors, including cameras and lidars. At 

the same time, solutions that allow detect grasping 

objects using monocular cameras are also of practical 

interest. Deep machine learning has made significant 

progress in solving problems related to object detection 

[7] and image segmentation [8]. However, classical 

computer vision methods do not lose their relevance and 

can also be used for these tasks. In this paper, we present 

the results of our experiments aimed at comparing 

classical object detection methods with object detection 

and segmentation using the YOLOv8-seg models family. 

The aim of our research is to evaluate the accuracy and 

effectiveness of various methods for detecting object 

contours in robotic grasping. 

2. Related Work 

In the past few years, there has been a lot of research 

reported on robotic grasping problems. Some approaches 

to solving the problem of robotic grasping are presented 

in the review [9]. The overview of different approaches 

to computer vision-based robotic grasping presented in 

[10] and [11]. The effectiveness of deep machine learning 

in object detection on RGB-D images for robotic 

grasping is well demonstrated in the work [12]. At the 

same time, detecting objects in RGB images seems to be 

a much more difficult task, since such images do not 

contain depth information. Examples of works exploring 

the challenges of robotic grasping using monocular 

vision and RGB images include works [13] and [14]. 

Often, the effectiveness of grasping area detection 

methods is evaluated using one of the popular datasets, 

such as Cornel dataset [15] and Jacquard dataset [16]. 

The use of publicly available datasets allows comparing 

the effectiveness of different approaches. According to 

the data from the “Paper with Code” platform [17] the 

accuracy of various grasping methods based on machine 

learning, estimated with the help of Cornel Dataset was 

made from 88% in 2016 for  Multi-Modal Grasp 

Predictor [18] to 98.2% in 2021 for Ainetter and 

Fraundorfer CNN-based architecture [19] and 98.9% for 

Efficient Grasping model by Cao et. al [20]. At the same 

time, the accuracy estimates on the Jacquard dataset for 

the Ainetter and Fraundorfer model [19] was 92.95%, and 

for the Efficient Grasping model by Cao et. al [20] was 

95.6%.  

As it can be seen, estimates of the accuracy of different 

methods may vary from the quality of the test dataset. In 

addition, although public datasets provide an overview of 

the effectiveness of a given method, these datasets do not 

always take into account the peculiarities of objects and 
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environments encountered in real cases. Therefore, 

datasets that are close to the real conditions of a particular 

task are always of special interest. In this research work 

we will make a comparative analysis of various methods 

of objects detection on own dataset, adapted to the real 

object grasping task. As an example of a model that 

provides acceptable accuracy along with the high 

inference speed and usability we use the YOLOv8-seg 

model for object segmentation. The YOLOv8-seg model 

is based on variant of the U-Net architecture [21]. The 

YOLO models family based on hybrid convolutional 

neural network architecture [22], [23] and often used in 

robotics. 

3. Materials and Methods 

3.1. Object detection problem statement 

We model a situation in which the working cell of a 

robotic manipulator is equipped with a single monocular 

camera fixed above the working area. During the 

experiment, the camera does not change its position. This 

camera transmits image of the table area, on which three 

objects can be placed at random: pliers, screwdrivers and 

PIR sensor. We assume that the objects are homogeneous, 

so we can assume that the center of mass of each object 

coincides, or is close, with its geometric center. Therefore, 

the optimal gripping points must also be near the 

geometric center of each object. 

Thus, in the context of the task of detecting objects for 

their robotic grasping, we need to determine the object 

class (pliers, screwdriver, or PIR sensor), the contours of 

the object, the geometric center of the object (the center 

of mass of the contour) and the orientation of the object. 

Note that in order to calculate the center and orientation 

of an object in this case it is enough to define its contour. 

3.2 Datasets 

For our experiments, we have prepared a set of 100 

images with resolution 640480 pixels containing three 

different target objects: pliers, screwdriver and PIR 

sensor. The choice of objects is determined by the context 

of collaborative tasks in which it is planned to use this 

robot in the future. In addition, these objects have 

different shapes and colors, which can help identify 

potential issues with specific object detection methods. 

The images were taken under various lighting conditions 

and against different backgrounds. 

However, to test the hypotheses of our study, we also 

prepared 20 images with backgrounds that differed from 

those in the training dataset images. A total of 165 

annotated images were prepared for model training, with 

132 included in the training dataset, 17 images in the 

validation dataset, and 16 in the test dataset. To improve 

the quality of training, 236 images derived from the 

original 132 training dataset images were added to the 

training dataset through rotation and perspective 

distortion. 

3.3 Object detection methods 

For our experiments, we used the YOLOv8n-seg and 

YOLOv8s-seg models pre-trained on the COCO dataset 

by Microsoft. YOLOv8n-seg and YOLOv8s-seg models 

trained on a set of 368 images of size 640×480. 

To extract the object’s contours we used two classical 

methods. The first method is based on the conversion to 

HSV space and channel thresholding. And the second 

method uses the Canny edge detector, as well as auxiliary 

erosion and dilation transformations. The classification 

of the extracted contours is based on a single feature − the 

aspect ratio of the bounding box. 

3.2. Evaluation 

Each method of object detection and segmentation was 

evaluated using two commonly used metrics: the Jaccard 

index (1) − also known as the IoU (Intersection over 

Union) metric, and the Dice coefficient (2) − also known 

as the F1-score metric. These metrics are based on the 

formulas (1) и (2). In formulas (1) and (2) A is the set of 

pixels belonging to the real object in the image, B is the 

set of pixels of the result of segmentation. 

𝐼𝑜𝑈 =
𝐴 ∩ 𝐵

𝐴 ∪ 𝐵
 (1) 

𝐹1 = 2
|𝐴 ∩ 𝐵|

|𝐴| + |𝐵|
 (2) 

For each method, we also measured the inference time 

per frame in the test video and calculated the inference 

speed as the number of processed frames per second 

(FPS). 

4. Experiment Results and Discussion 

At the first stage of the experiment, we evaluated the 

average values of IoU and F1-score for 100 images from 

our dataset. Then, at the second stage of our experiment, 

we conducted the evaluation using 20 images with 

significantly different backgrounds compared to the 

backgrounds of the images in the training dataset. The 

results of these stages are presented in Table 1 and Table 

2. 

Table 1. The object detection methods accuracy obtained on 

images with conditions similar to the training dataset. 

Method IoU F1-score 

Thresholding 0.4112 0.4658 

Canny edge detector 0.1720 0.2257 

YOLOv8n-seg  0.8248 0.8811 

YOLOv8s-seg  0.8612 0.9185 
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Table 2. The object detection methods accuracy obtained on 

images with conditions differing from the training dataset. 

Method IoU F1-score 

Thresholding 0.8047 0.8771 

Canny edge detector 0.0252 0.0469 

YOLOv8n-seg  0.3186 0.3477 

YOLOv8s-seg  0.2299 0.2535 

Thus, in the case where the images background was 

present in the training dataset, the best result was 

obtained by YOLOv8s-seg and YOLOv8n-seg models. 

However, the YOLOv8n-seg model showed an 

expectedly lower result compared to YOLOv8s-seg 

model. The thresholding-based method showed 

significantly lower results than the YOLOv8-seg models, 

but exceeded the Canny edge detection method. 

Examples of object detection and segmentation using 

models YOLOv8n-seg and YOLOv8s-seg are presented 

in Fig. 1 and Fig. 2. 

 
Fig. 1. The example of successful recognition of 

all objects using the YOLOv8n-seg model. 

However, in cases where the background on which the 

objects are located differed from the backgrounds in the 

training images, the method based on threshold 

processing of channels in the HSV color space showed 

better results compared to both the YOLOv8s-seg and 

YOLOv8n-seg models, as well as the method based on 

Canny edge detector. Fig. 3 presents an example of object 

detection and segmentation on an image with a 

background different from the training dataset. In this 

instance, the YOLOv8s-seg and YOLOv8n-seg models 

failed to detect object contours on the complex 

background not included in the training dataset. The 

method based on Canny edge detector also did not give 

positive results. 

 
Fig. 3. The example of object contour detection using 

a classic threshold-based method in cases where 

YOLOv8n-seg and YOLOv8s-seg models failed. 

Table 3 presents the results of FPS evaluation on the 

test video for all the considered methods. The best 

inference speed result belongs to the method based on the 

Canny edge detector, followed by the threshold-based 

method in second place, and the YOLOv8s-seg model 

demonstrated the worst result. 

Table 3. Results of FPS evaluation for the considered 

methods. 
Method FPS 

Thresholding 21.8 

Canny edge detector 32.6 

YOLOv8n-seg  4.2 

YOLOv8s-seg  2.1 

5. Conclusion 

The obtained results allowed us to formulate some 

recommendations on the choice of a particular method for 

object detection depending on the surrounding 

environment conditions. In cases where the scene is not 

overloaded with a large number of objects, the 

environmental conditions remain stable, and the objects 

significantly differ from the background and have 

relatively homogeneous texture, classical methods can be 

quite successfully applied to extract the contours of the 

target objects. Moreover, in contrast to machine learning 

methods, these methods do not require the preliminary 

collection of a large amount of training data and 

annotation, and they also characterized by higher 

inference speed. However, if the environmental 

conditions change dynamically, these methods become 

practically inapplicable. In this case, the optimal solution 

would be to train a previously pre-trained neural network 

model. However, the training dataset must be close to the 

real conditions in which recognition is planned, in 

particular, it is necessary that the background on which 

the target objects are located is the same as in real  
Fig. 2. The example of successful recognition of all 

objects using the YOLOv8s-seg model.  
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conditions. Otherwise, the quality of detection and 

segmentation is significantly reduced. 
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Abstract 

Medical robotics is an emerging field of robotics within a healthcare sector. This interdisciplinary field focuses on 

prototyping, building and developing advanced robots for numerous clinical application. Modern robotic technologies 

have a tremendous potential for performing medical examination procedures such as ultrasonography using robotic 

manipulators that act in an autonomous manner. A manipulator navigation plays a key role in a safe and efficient 

exploration of a human body. This paper presents a development of a vision-based autonomous navigation system for 

a 6-DOF UR3e robotic arm. The developed system is based on a 3D point cloud and uses MoveIt for path planning. 

Gazebo was used as a simulation framework to validate the navigation system. 

Keywords: Medical robotics, Manipulator, Autonomous navigation, ROS, MoveIt, Gazebo 

 

1. Introduction 

The healthcare industry has been making a notable 

progress in recent years with an advancement of robotics 

technologies [1], [2]. Due to COVID-19 pandemic an 

automation of medical procedures employing robotics 

technologies became critical [3], [4]. Robots are 

progressively being employed for a broad spectrum of 

tasks that include surgery [5], rehabilitation [6], 

diagnostics [7], and drug delivery [8], offering precision, 

efficiency and remote operational capabilities [9]. 

Modern robotic technologies have a tremendous potential 

for performing medical examination procedures using 

robotic manipulators [10] that employ various end-

effectors to provide additional functionalities within 

specific tasks. Nowadays, robotic arms became a major 

focus for medical research groups [11]. Robotic 

manipulators feature a lightweight reconfigurable arm 

design, high precision actuators and motion control 

systems. These robots are used in medical scenarios that 

require a high degree of precision and quality of a task 

performance, e.g., tissue suturing [12], minimally 

invasive surgery [13], [14], and ultrasonography [15].  

An autonomy enables an unskilled human worker to 

easily configure a robotic system in a setup phase before 

performing a medical procedure. Autonomous 

manipulators execute tasks consistently without a 

variability that can be introduced by human operators 

[16]. This consistency is crucial in medical examination 

scenarios where uniformity is essential. Manipulator 

navigation plays a key role in a safe and efficient 

autonomous exploration of a human body [17]. The 

exploration refers to autonomously move, position, and 

control a trajectory of a manipulator within a designated 

space. Vision-based manipulator navigation is an 

approach of guiding and controlling a robotic 

manipulator's movement using visual information. A 

robotic system relies on cameras or other vision sensors 

to perceive and interpret an environment [18]. 

This paper presents a development of a vision-based 

autonomous navigation system for medical examination 

using a 6 degrees of freedom (DoF) UR3e robotic arm. 

The developed system is based on 3D point cloud data. 

3D point clouds are produced by a depth camera, which 

measure physical dimensions of a human body. MoveIt 

package [19] was used for motion planning, manipulation, 
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and control of the robotic arm. Gazebo [20] was used as 

a simulation framework to validate the navigation system. 

2. System setup 

A UR3e manipulator (Fig. 1, left), manufactured by 

Universal Robots, stands as a suitable robotic system for 

automating low-weight processing tasks. The capability 

to grab and move a medical tool is facilitated by its 

payload capacity of 3 kg, providing a sufficient control to 

navigate an end-effector. Flexible motion planning is 

achieved using the UR3e arm's capability for 360 degrees 

of rotation in all its joints. For a virtual robot setup a 

ROS-based UR3/UR3e controller with simulation in 

Gazebo was used (Fig. 1, right).  

  

Fig. 1. UR3e robotic arm: a real robot (left) and a 

virtual manipulator model (right) 

 

  

Fig. 2. Depth data: a 3D point cloud (blue) of a region 

of interest 

A depth sensor is a type of imaging device that captures 

depth data along with visual data. Unlike traditional 

cameras that record color and intensity information, 

depth cameras provide additional details about a distance 

from a camera to an object. In a Gazebo simulation 

environment, integrating a Kinect camera model involves 

configuring a depth camera plugin. ROS/Gazebo 

provides a package gazebo_ros_pkgs that contains 

wrappers and tools for using ROS with Gazebo. The 

package includes gazebo_ros_openni_kinect plugin that 

serves as a driver for interfacing a Kinect camera with 

Gazebo simulation framework. The Gazebo camera 

plugin publishes depth data on a ROS topic of type 

sensor_msgs/Image. Depth data captured by the virtual 

Kinect camera is used by a 3D point cloud processing 

module. Fig. 2 shows a 3D point cloud of an abdomen. 

A simulation environment in Gazebo contains a UR3e 

manipulator model. UR3e is mounted on a supporting 

base that allows to effectively cover a table used for 

examinations. The Kinect camera model with a depth 

camera plugin captures visual and depth data of a human 

body. A human body model is placed on the examination 

table within the manipulator workspace and the Kinect 

camera range. UR3e is equipped with a transducer device 

used as an end-effector. The virtual environment is 

depicted in Fig. 3. 

 

Fig. 3. Gazebo environment: a human, an 

examination table and UR3e manipulator, that 

explores a chest. 

 

3. Navigation 

A proposed navigation system consists of three 

modules: a 3D point cloud processing, a path planning 

and a motion planning. The first module serves as a 

foundation for a spatial perception. The second module, 

which is responsible for waypoint generation, takes the 

processed point cloud data and calculates series of 

feasible waypoints for navigation. The third module 

focuses on translating the planned paths into executable 

motion commands for the manipulator. 

A point cloud is a collection of data points defined by 

their coordinates in 3D space. Each point represents a 

specific position in an environment and may include 

additional information, such as color or intensity. The 

module processes raw 3D point cloud data obtained from 

the depth camera. This step involves filtering input depth 

data and removing invalid points. Point Cloud Library 

(PCL) library [21] was utilized to process raw 3D point 

cloud data and create a digital representation of a human 

body’s specific region of interest. 
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Waypoint generation determines a set of points that 

represents a desired path for the manipulator. The module 

is responsible for generating waypoints and utilizes the 

processed 3D point cloud model as an input. Normal 

vectors of points are employed to calculate a rotation 

matrix for the end-effector. The output is a sequence of 

feasible waypoints for motion planning (Fig. 4, bottom). 

A motion planning process involves converting a 

trajectory into a series of motion commands. The motion 

planning module uses MoveIt framework to plan a 

motion for the robotic system, validate it and then execute 

the motion plan (Fig. 4, top). MoveIt uses inverse 

kinematics solvers for determining joint configurations 

and collision checking to ensure safe motion of UR3e. 

 

 

Fig. 4. Navigation in RViz: red markers denote 

waypoints that MoveIt uses for motion planning 

RViz software [22] is commonly used together with 

MoveIt for visualization of motion planning tasks. A 

control ROS node is written to bring up the autonomous 

navigation system and start path planning. 

4. Conclusions 

This paper presented a vision-based autonomous 

navigation system for medical examination using a 6-

DOF UR3e robotic arm. The developed system relies on 

depth-sensing cameras and utilizes a 3D point cloud. 

MoveIt motion planning framework was used for path 

planning and control of the robotic arm. The validation of 

the developed navigation system was conducted in 

Gazebo simulation framework. As a part of our future 

work, we plan to validate the proposed navigation system 

on a real UR3e robot. To achieve this, we will use a real 

Kinect depth camera and a human mannequin. 
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Abstract 

Robot-assisted language learning (RALL) is a direction in education that uses robots in the process of studying 

foreign languages. In this paper, we present the results of our research work devoted to studying trends in the 

quantity of publications in the field of using social robots for learning foreign languages. Additionally, we have 

analyzed some published paper in the field of RALL, which has allowed us to identify several popular robot models 

used in practical research in recent years. Among these models were the NAO, Pepper and DARWIN OP-2 robots. 

We have found that these robots are actively used in the educational process for learning foreign languages. In 

particular, these models are used to improve language and communication skills during implicit learning and 

interactive games. 

Keywords: Robot-assisted language learning, Foreign language learning, Robot teaching assistant, Social robotics 

 

1. Introduction 

The last decades have seen significant progress in the 

field of Artificial Intelligence (AI), which has become 

an integral part of human life. This development has 

resulted in the emergence of many systems with the 

ability to replace certain aspects of human activity. 

Modern AI systems are innovative technological 

solutions capable of functioning effectively in various 

fields of activity, including manufacturing, medicine, 

finance, transportation, and others. Some studies 

speculate about the prospects of symbiosis of human 

and cybernetic systems [1]. Robotics is closely related to 

artificial intelligence and also applies the results of 

progress in this area [2]. Thanks to artificial intelligence, 

it is possible to generate a three-dimensional space for 

robot testing in simulation [3], generate a maze [4] and 

create obstacles to further calibrate algorithms for 

complex tasks [5]. Robots, thanks to machine learning 

algorithms, are able to navigate in the Gazebo 

simulation environment [6], [7], in real-world 

environments [8], and can also follow humans [9] and 

independently plan a route to move [10]. 

The significant achievement of robotics is the direct 

assistance to humans, which makes this field in demand 

nowadays. Modern robots perform a huge range of 

tasks: they can provide the necessary assistance to the 

elderly [11], they can be used for medical procedures 

and examinations [12], [13] and find application as 

personnel in hospitals [14], and they are also used in 

areas of high risk for humans, in rescue operations [15]. 

Currently, robotics is widely used in education [16]. 

There it finds application in the creation of programs 

and exercises for students [17], as well as can be an 

assistant in learning foreign languages [18]. The use of 

social robotics in education has great potential and is of 

significant interest to researchers in both the humanities 

and technical fields of science. Robot assisted language 

learning (RALL) is a direction in education that uses 

robots in the process of studying foreign languages. 

Education using robots is aimed primarily at increasing 

student motivation and the degree of interactivity of the 

learning process itself, as well as adapting the 

educational process to the individual needs of students. 

The aim of this paper is to study the dynamics of the 

number of publications devoted to the use of social 

robots for learning foreign languages. Additionally, we 

will examine the robot models used by researchers in the 

field of RALL. 
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2. Analysis of Publication Activity in the Field of 

RALL 

In order to assess the interest of researchers in the field 

of RALL, we counted the number of published papers 

for the query "robot-assisted language learning" in the 

Google Scholar search engine. In total, based on the 

results of this search query, we received more than 900 

scientific papers. Among the collected papers, we have 

selected those published no earlier than 2010 (totaling 

889 papers) and counted the number of publications in 

each year from 2010 to 2023. The resulting diagram of 

the number of published papers in each year is presented 

in Fig. 1. Based on the diagram presented in Fig. 1 we 

can conclude that interest in social robotics and, in 

particular, in robot-assisted language learning has 

increased over the last decade. 

 
Fig.1 A number of published papers (X-axis) on robot-

assisted language learning in the Google Scholar search 

engine per year (Y-axis) 

According to Fig. 1, starting in 2019, interest in robots 

assisting with foreign language learning began to grow 

noticeably. Thus, among the papers presented in the 

search results there were 80 papers published in 2019, 

and 148 papers published in 2022. This increase in 

interest may be attributed, among other factors, to the 

impact that the COVID-19 pandemic has had on the 

methods of communication in society in general, and 

within educational systems in particular. Due to 

restrictions on traveling and face-to-face meetings, 

many people have turned to online education and digital 

solutions to learn foreign languages. Robots capable of 

teaching languages provide a convenient and affordable 

way to learn virtually. This has further influenced the 

growth of technology in this field. These results confirm 

that social robotics and robot-assisted language learning 

have great potential and will continue to attract the 

attention of researchers and society at large. 

3. Robot Models Used in RALL 

To identify the robots currently utilized in robot-

assisted language learning research, we conducted an 

analysis of around 100 papers derived from the search 

query "robot-assisted language learning" in the Google 

Scholar search engine. Among the most popular models 

of robots used in practical research were the NAO robot 

and the Pepper robot from SoftBank Robotics, as well as 

the DARWIN-OP2 robot from ROBOTIS. 

The NAO robot model was referenced in 3 research 

papers [19], [20], [21]. The study [19] examined the 

impact of the NAO robot functioning as a teacher's 

assistant on university students' English vocabulary 

improvement. The research [20] implemented a system 

of implicit learning utilizing two NAO robot models. In 

study [21], the NAO robot was utilized in teaching a 

second language to 5-year-old children. Two research 

papers [22], [23] referenced the Pepper robot model. In 

[22], the Pepper robot was employed for interactive 

game-based learning in single-user and team versions of 

a quiz game. In study [23], a project was presented 

which involved the Pepper robot being used as the basis 

for developing for robotic teaching of the endangered 

Ainu language. The DARWIN-OP2 robot was also 

mentioned in two research papers [18], [24]. The study 

[18] presented the experimental verification of English 

language lesson scenarios with the DARWIN-OP2 robot 

in the Gazebo simulator. The study [24] introduced a 

pilot experiment involving the interaction of preschool 

children aged 5-6 years with the DARWIN-OP2 robot, 

serving as a teacher's assistant. 

4. Discussion 

In this section, we provide the general characteristics 

of the NAO, Pepper, and DARWIN-OP2 robots, and 

also review key characteristics of the studies presented 

in the previous section. 

The robots NAO, Pepper, and DARWIN-OP2 share 

characteristics that make them attractive for research in 

the field of RALL. The robot NAO has small 

dimensions - about 58 cm in height, and a humanoid 

form with a head, arms, and legs. The DARWIN-OP2 

robot has more compact dimensions - about 45 cm in 

height, and a simpler design. Pepper is a taller robot - 

about 120 cm in height. Like NAO and DARWIN-OP2, 

Pepper has a head and two arms. However, unlike NAO 

and DARWIN-OP2, Pepper does not have legs, and 

overall, Pepper has a more monumental appearance. 

Overall, the visual design of all three robots is 

conducive to social interaction. 

From the point of view of using these robot models in 

an educational environment when learning foreign 

languages, all three robot models also have a number of 

common attractive characteristics. First of all, these 

models are programmable models and can be adapted to 

various educational contexts. From a technical point of 

view, robots NAO, Pepper and DARWIN-OP2 provide 

ample opportunities for speech synthesis and 

recognition, integration of computer vision and machine 

learning. All this allows researchers to achieve a high 
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level of human-robot interaction, including the 

interaction with children. 

In Table 1 we provide a comparative analysis of some 

of the characteristic features of the studies we indicated 

in previous section, in which the NAO, Pepper and 

DARWIN-OP2 robot models were used. 

Table 1. Key characteristics of studies using the 

NAO, Pepper and DARWIN-OP2 robots. 

The application area 

NAO 

Assistant English teacher for 

university students improving their 

vocabulary. 

Implicit learning through 

conversation. 

Pepper Studying English grammar in 

universities. 

Learning an endangered language. 

DARWIN-OP2 English lessons with preschool 

children. 

Objectives of the experiments 

NAO 
Studying the effect of a robot on 

improving students' vocabulary. 

Pepper The effectiveness of game-based 

learning. 

DARWIN-OP2 Interaction with preschool children 

in English lessons. 

Distinctive features of the studies 

NAO 
The use of implicit learning as a 

primary learning style. 

Pepper Using a robot as a play partner with 

an educational interactive quiz. 

DARWIN-OP2 The optimization of the English 

language learning process with the 

help of the Gazebo simulator and 

global human-robot interaction 

scenarios 

From the presented in Table 1 training scenarios, it 

can be concluded that the NAO, Pepper and DARWIN-

OP2 robots demonstrate a wide range of capabilities in 

the context of educational environments. They have 

been successfully used in university classrooms, ranging 

from helping students learn foreign language and 

improving students' vocabulary to using them in game-

based learning. In addition, these robots successfully 

interact with preschool children, optimizing the 

language learning process using advanced simulators 

and global human-robot interaction scenarios. Thus, 

learning cases using these robots reflect their 

applicability in various educational contexts and their 

ability to effectively support and improve students' 

language skills. 

5. Conclusions 

Our analysis of the number of published papers related 

to "robot-assisted language learning" demonstrates a 

steadily growing interest among researchers in the 

RALL field. Data obtained from a Google Scholar 

search show a noticeable increase in the number of 

publications since 2019, indicating a growing interest in 

robots helping with foreign language learning. This 

increase in interest can be partially attributed to the 

impact of the COVID-19 pandemic, which has 

prompted a shift to online education and digital 

language learning solutions due to travel restrictions and 

social distancing measures. Among the most frequently 

used robot models in RALL research were the NAO, 

Pepper, and DARWIN-OP2 robots. These robots are 

used to improve language skills and communication in a 

variety of educational scenarios, including implicit 

learning and interactive games. 
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Abstract 

An automated beekeeping is a promising approach to addressing various issues associated with a beekeeping. Among 

primary problems, a swarming procedure stands out as a major concern. An uncontrolled swarming can lead to 

significant financial losses. During a swarming period a potential for losing a bee swarm is high, therefore a noise 

monitoring at this period gains a significant importance. Our long term research aims at a development of an intelligent 

monitoring system for beehive conditions, based on a hive-generated noises analysis. This paper presents an 

experiment that collected data about acoustic characteristics of bee states using an Arduino microcontroller and a 

MAX9814 microphone module. The obtained data analysis is discussed. 

Keywords: beehive condition monitoring, acoustic level analysis, Arduino microcontroller, microphone, 

anthropogenic disturbance 

1. Introduction 

Currently, beekeepers are increasingly facing an issue 

of a rising mortality among honeybees, attributed to 

various factors [1]. This problem carries significant 

ecological and economic consequences that may cause a 

heavy impact on a biodiversity of wild plants [2] and 

agricultural production [3], [4]. One of the most 

destructive phenomena in this field is Colony Collapse 

Disorder, in which honeybees abandon their hives [5], [6], 

[7]. This colony collapse or demise is a result of multiple 

negative factors that can act independently, combine, or 

amplify one another [8]. A mortality of honeybees can be 

attributed to various factors, which can be classified into 

two main groups: a natural factor and a anthropogenic 

factor. Natural factors include bee infestations by Varroa 

mites and a swarming. The former are major parasites of 

honeybees, leading to a reduced hive viability and a 

decreased honey production [9]. A swarming, on the 

other hand, is a natural process of dividing a bee colony 

into two parts [10]. During the swarming, some worker 

bees and one or several queens leave a current nest to 

establish a new colony elsewhere. However, this process 

can pose a challenge for beekeepers as it involves a loss 

of some bees and, consequently, a decline in honey 

production.  

To deal with Varroa mite a number of methods were 

proposed including computer vision approaches [11], 

[12], [13] and real-time visualization systems [14] that 

allow monitoring of honeybee activity by counting their 

entry and exit from a beehive [15], [16]. Sensor fusion 

[17], [18] and fiducial markers [19] can also be 

incorporated into the monitoring process to provide more 

robust and accurate measurements. Researchers 

identified a correlation between the swarming and a hive 

weight, a sound, a temperature, and a humidity inside a 

hive [20]. Particularly noteworthy is an analysis of 

sounds produced by honeybees, which has proven to be 

one of the most effective methods for detecting the 

swarming [21]. Scientific studies in this field 

demonstrated a correlation between specific sound 

frequencies and the swarming process [22], [23], making 

an acoustic analysis of bee sounds a promising avenue for 

monitoring and studying a condition of bee colonies. 

This article presents results of a pilot experiment that 

analyzed a hive noise under normal conditions and after 
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bee disturbances. It is a part of our long term goal of 

constructing an IoT-based monitoring system that could 

improve a productivity of honeybees by a timely 

detection of various events inside beehives and reporting 

results of AI-based analysis to beekeepers.  

2. Experimental Setup 

The Arduino UNO microcontroller acts as a main 

processor, performing key monitoring functions of the 

experimental setup. The microcontroller receives data 

from MAX9814 microphone module. The 

microcontroller and the microphone were placed together 

into a cardboard box with a power and data wire 

connected to a notebook computer. The box was placed 

under a hive cover, above hive frames. The setup and the 

device placement within a beehive are depicted in Fig. 1. 

 

a 

 

b 

Fig. 1. Experimental setup: (a) the device; (b) the 

container placement inside a beehive 

The device was programmed using the Arduino open-

source software development platform. Arduino IDE was 

used for programming the microcontroller and reading 

data from the microphone. Upon powering up the 

microcontroller, the program initializes variables and 

opens a serial port at a baud rate of 115200. Data are 

transmitted through UART communication, and obtained 

by the microphone values are converted to decibels. A 

flow of the program is depicted in Fig. 2. 

3. Results  

A pilot experiment targeted to examine a state and a 

behavior of bees in terms of acoustic changes under 

artificial human-made disturbances. The pilot experiment 

was conducted on October 8, 2023, at 14:30:00 of the 

local time. By this time of the year, bees completed their 

main honey gathering season and started preparations for 

the upcoming winter season. 

 

Fig. 2. Acoustic monitoring flowchart 

The device was placed into a beehive and the 

microphone collected acoustic data from bees. The 

experiment was divided into two phases, 30 seconds each. 

The first phase corresponded to normal conditions of the 

beehive. In the second phase an anthropogenic 

disturbance was generated by knocking the hive for 3 

seconds in order to provoke a response from the bees. The 

phase aimed to investigate changes in the bees’ behavior. 

 

Fig. 3. An acoustic level at a human disturbance event 

Fig. 3 presents experimental results of acoustic levels 

that were measured within the beehive for one minute. It 

is worth noting that the measurements were taken during 

a cool weather, which could have affected the acoustic 

level, making it lower compared to the main honey 

harvesting period. Initially, in a state of a rest, the 

measured acoustic level was -240 dB. The highest 

recorded acoustic level was -170 dB, which occurred at 

the beginning of the second phase (14:30:31) when the 

-250

-230

-210

-190

-170

0 10 20 30 40 50 60

S
o

u
n
d

 l
ev

el
 (

d
B

)

Time (s)

317



 
 

Monitoring Bee Hive Sound 

©The 2024 International Conference on Artificial Life and Robotics (ICAROB2024), J:COM HorutoHall, Oita, Japan, 2024 

beehive was subjected to a 3-seconds knocking. At this 

moment, the bees transitioned to an alarmed state, that 

was reflected in the acoustic level of -210 dB, which 

gradually decreased over several seconds. Interestingly, 

when the device was removed from the beehive, there 

was a clustering of bees around its location. This behavior 

could be interpreted as an attempt of the bees to protect 

their colony. They formed a small cluster around the 

device, and as their stings proved ineffective against the 

potential threat, they attempted surrounding the “intruder” 

with their bodies, creating a defensive barrier. This 

behavior impacted the acoustic level, which increased by 

several decibels in the period from 14:30:27 to 14:30:29, 

prior to the anthropogenic disturbance. 

Based on the experimental observations, it was 

concluded that while the device could collect valuable 

acoustic data, a safer placement of a microphone and the 

processing block should be selected (which could be done 

using a virtual environment [24]), e.g., on an outer 

surface of a back wall of a beehive that is opposite a bees’ 

entrance. This would protect the device from overheating 

and other factors generated by the bees themselves and 

ensure a more reliable data acquisition. 

4. Conclusions 

In this study, a part of the bee monitoring system 

designed to collect data on an acoustic level within a 

beehive was successfully developed and tested. The 

experiment aimed to study a bees’ behavior under 

conditions of an anthropogenic disturbance. This 

experiment represents a step towards a better 

understanding of bees behavior and their response to 

interventions. Based on the experimental observations, it 

was also concluded that a proper selection of the 

monitoring device and sensors’ location is crucial. 
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Abstract 

Guqin （古琴）music played an important role in the history of Asia cultures. The notation of Guqin ancient music 

remained more than 600, however, only about 100 of them are played in nowadays. The reason is that the handwritten 

Guqin notations named “Jianzi Pu” is hard to be understood, however, we challenge to restore the Guqin music by 

deep learning methods and few Jianzi Pu images. VGG16 and YOLOv5 were adopted in the recognition experiment 

for Guqin music restoration. For a well-known Guqin music “Sen-O-So”（仙翁操）, 55 kinds of single characters 

of Jianzi Pu and 4,951 images of them were collected from 23 kinds of Sen-O-So version found by the Internet or 

obtained by image processing such as rotation, enlarge (zoom-in), reduce (zoom-out), filtering, etc. The average 

accuracies of VGG16 and YOLOv5 were 87.50% and 88.47% for the test data, respectively. Additionally, it was 

realized an online output of Guqin music as its output of audio or video forms by YOLOv5 in this study. 

Keywords: deep learning, VGG16, YOLOv5, SVM, Guqin, Jianzi Pu, AI music 

1. Introduction 

Many kinds of ancient cultures and civilizations have 

disappeared in the past. A Chinese stringed instrument 

named “Guqin” （古琴）(or “Qin”（琴）) (Figs. 1 and 

2) has a history more than 3,000 years, however, few 

players in the world exists in the last century. Recently, 

more Chinese youngers are learning this ancient musical 

instrument, however, it is very difficult to use its notation, 

named “Jianzi Pu”, which is a kind of handwritten 

character using Chinese character and its original 

characters (see Figs. 3 and 4). There are more than 600 

Guqin musical pieces in the history, meanwhile, the 

performed pieces in nowadays only about 100 [1], [2]. 

These Guqin music are translated from Jianzi Pu to 

modern staff notation by experts of Guqin players, and 

this translation process is called “Dapu” [3]. 

  Jianzi Pu recognition by computer has been studied 

since last century in China [4], [5], [6], however, the 

practical results are not obtained. 

 

Fig. 1 A musical instrument: Guqin (7 strings Qin). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2 Playing Guqin. 
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Fig. 3 A sample of Guqin musical notation “Sen-O-So”. 

 

 

 

 

 

 

Fig. 4 A sample of a single Jianzi Pu and its meaning in 

Japanese. 

 

 

      In our previous work [7], [8], machine learning 

methods such as support vector machine (SVM), deep 

learning models VGG16, ResNet50, and the hybrid 

models VGG16 with SVM, ResNet50 with SVM were 

adopted to be classifiers of single character of Jianzi Pu. 

In the comparison experiments using a dataset of a well-

known Guqin music “Sen-O-So”（仙翁操）, VGG16 

with SVM had the highest average accuracies to 15 kinds 

of single characters data which were the first and the 

second line of Sen-O-So Jianzi Pu in 1,500 images, i.e., 

99.11% in training and 88.33% for unknown data. 

      In this study, we built a bigger dataset for total 

single characters of Sen-O-So Guqin notation. 55 kinds 

of images of single characters were collected from 23 

kinds of original Jianzi Pu from the Internet, and 4,951 

single characters were obtained including data 

augmentation by image processing such as rotation, 

reversion, size enlargement (zoom in), size reduction 

(zoom out), and filtering. To realize online recognition, 

deep learning model YOLOv5 [9], [10] was adopted into 

the system as a classifier. The validation accuracy of 

YOLOv5 after 300 training arrived at 88.47% which was 

higher than the case of VGG16 87.50%. Additionally, 

audio/video data of single characters of Sen-O-So were 

created by Japan Society for the promotion of Guqin [2], 

and they were matched to the recognition results by 

YOLOv5.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 Fig. 5 A restoration system of Guqin music. 
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2. A Guqin Music Restoration System 

A Guqin music restoration system, as shown in Fig. 5, 

is proposed in this study. It is aimed to realize that when 

a Jianzi Pu image is presented to the system, Guqin music 

in audio/video forms are output. The system is 

constructed by a fine-tuned deep learning model 

YOLOv5 [9], [10] and a matching process of the output 

of YOLOv5 and a single character database in audio and 

video forms.  

 

 

Fig. 6 A sample of 55 single characters of Sen-O-So. 

2.1. A Database of Jianzi Pu 

To train the deep learning models, a database of single 

characters of a well-known Guqin music “Sen-O-So” in 

Jianzi Pu form is built at first. 23 versions of Sen-O-So 

Jianzi Pu images were collected by the Internet. 55 kinds 

of single characters were segmented from the Sen-O-So 

notation, and totally 343 images of single characters were 

obtained. Data augmentation is adopted by image 

processing such as rotation, reflection, parallel translation, 

enlarge (zoom-in), reduce (zoom-out), filtering to the 

original single character images. As the result, 4,951 

images of single characters were obtained as a database 

of Jianzi Pu. A sample of the original single character 

images and a sample of data augmentation were shown in 

Fig. 6 and Fig. 7, respectively. 

 

 
Fig. 7 A sample of data augmentation. 

2.2. Deep Learning Models 

A well-known deep learning model VGG16 [7], [8] 

and an online object recognition model YOLOv5 [9], [10] 

were investigated their recognition accuracies to single 

characters of Jianzi Pu. The state of art of YOLO is 

YOLOv8, and we are investigating its performance for 

Jianzi Pu recognition recently. 

3. Experiments and Results 

Using the database of Sen-O-So described in Section 

2, VGG16 and YOLOv5 were fine-tuned with 300 epochs. 

The average recognition accuracies of the single 

characters were 87.50% and 88.47% respectively. 

The change of accuracies in training of two models is 

shown in Fig. 8. It can be confirmed that the accuracies 

(training accuracy and validation accuracy) of VGG16 

were converged from 200 epoch (Fig. 8a), meanwhile, it 

converged from 100 epoch in the case of YOLOv5 (Fig. 

8b). 

ファイル名 画像 画像処理の詳細

7 (14).jpg 元の画像

7 (14).jpg_30.jpg 高さと幅を30pxに変更

7 (14).jpg_100.jpg 高さと幅を100pxに変更

7(14).jpg_200.jpg 高さと幅を200pxに変更

7 (14).jpg_blur.jpg カーネルサイズ（7，7）標準偏差1.5で平滑化

7 (14).jpg_brighter.jpg 色の値を1.5倍

7 (14).jpg_darker.jpg 色の値を0.9倍

7 (14).jpg_noise.jpg
ランダムな場所を対象にRGBランダムに選んで

その値をランダムな少数分±する

7 (14).jpg_r45.jpg 反時計回りに45度回転

7 (14).jpg_r90.jpg 反時計回りに90度回転

7 (14).jpg_r135.jpg 反時計回りに135度回転

7 (14).jpg_r180.jpg 反時計回りに180度回転

7 (14).jpg_r225.jpg 反時計回りに225度回転

7 (14).jpg_r270.jpg 反時計回りに270度回転

7 (14).jpg_r315.jpg 反時計回りに315度回転
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a. VGG16 

 

 

 

b. YOLOv5 

Fig. 8 Learning curves of VGG16 and YOLOv5. 

 

Fig.9 A sample of audio/video data matched to a 

single character of Jianzi Pu. 

 

 
Fig.10 A sample of the processing result of the 

proposed system. 

 

Single characters of Jianzi Pu were played by a 

professional Guqin player, Mrs. Yuki Takei [2] and 

recorded in audio/video forms as shown in Fig. 9. The 

order of single characters in a Guqin musical notion was 

given by their position detected by YOLOv5. By 

matching the recognized single characters to audio/video 

data, the system output music and videos as shown in Fig. 

10.  

4. Conclusion 

To restore Guqin （古琴）music written in Jianzi Pu 

notation, a deep learning system constructed by YOLOv5 

was developed in this study. The main contribution 

includes the making of dataset of a well-known Guqin 

music Sen-O-So (仙翁操) and the restoration system 

developed with artificial intelligence (AI) technology. 

The experiment results showed the effectiveness of the 

proposed system, and the future work of this study is to 

build more single character datasets of Jianzi Pu using 

more Guqin musical notations. 
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Abstract 

It is very difficult to create a work schedule that satisfies all the different requirements in nurse scheduling. For this 

reason, numerous studies have been conducted on the nurse scheduling problem. However, the created shift schedule 

is often not practical as it is, because adjustments including various constraints and evaluation criteria are required. 

Therefore, we have proposed a work revision method using reinforcement learning in a constructive nurse scheduling 

system. In this paper, we investigate the feasibility of creating a practical work schedule even when there are nurses 

with different work pattern evaluations, i.e., the feasibility of creating a practical work schedule that takes each nurse's 

life stage into consideration. 

Keywords: nurse scheduling, reinforcement learning, constructive search, work patterns, life stages 

1. Introduction 

Various studies have been conducted on the nurse 

scheduling problem [1], which is the creation of a shift 

schedule for nurses. However, for practical use, 

adjustments including various constraints and evaluation 

values are required, and the created shift schedule is often 

not practical as it is, so many head nurses still feel 

burdened by creating shift schedules [2]. Therefore, we 

have proposed a work revision method [3] using 

reinforcement learning [4] on a constructive nurse 

scheduling system [5].  

In this paper, we investigate the feasibility of creating a 

practical work schedule even when there are nurses with 

different work pattern evaluations, i.e., the feasibility of 

creating a practical work schedule that takes each nurse's 

life stage into consideration. In addition, the work pattern 

evaluations of the obtained modified work schedules are 

visualized. Furthermore, none of the previous studies on 

nurse scheduling considered the evaluation of different 

work patterns. 

2. Constructive nurse scheduling system 

2.1. Features 

The features of the constructive nurse scheduling system 

[5] are as follows. 

1. The system creates a schedule for each day, starting 

from the first day. 

2. The priority calculation can be extended to consider 

detailed conditions. 

3. It does not consider the evaluation value for the 

entire shift schedule for a month. 

2.2. Work Revisions 

The constructive scheduling system considers only the 

basic constraints that would be required in a hospital with 

many nurses, and the possibility exists that a feasible 

solution that does not satisfy the head nurse is obtained. 
For this reason, Kurashige et al. [5] describe the 

following two procedures for the actual modification. 

(1) A work shift of the nurse in the case that does not 

satisfy the head nurse is manually exchanged with a 

work shift of another nurse.  
(2) A work shift of the nurse in the case that do not satisfy 

the head nurse is exchanged to other work shift as 

designated work shift, and the rescheduling is done.  
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Next, we introduce our proposed system [3] that learns 

this exchange procedure using reinforcement learning. 

3. Work Revision Method Using Reinforcement 

Learning 

3.1. Problem Setting for Reinforcement Learning 

The shift schedule created by the constructive nurse 

scheduling system, which is created in order from the 

first day, satisfies the shift constraints (such as the 

number of nurses required for each day). On the other 

hand, the shift schedule for the entire scheduling period 

(e.g., one month) is checked, there may be several cases 

in which the nurse constraints (such as the limited 

number of workdays) are not satisfied for each nurse. 

Therefore, the number of violations Vnw of work shift 

w is calculated as the number of days exceeding UTnw, 

the upper limit of the number of assignments of work 

shift w to each nurse n, from the work schedule, and a 

revision is repeated according to the following: 

𝑚𝑖𝑛 ∑ ∑ Vnwvn              (1) 

The following procedure is to be used for one revision. 

(1) Select a work shift w0 that is the source of the 

exchange (usually the one with the most violations). 

(2) Determine the nurse n0 with the highest number of 

violations in the shift w0. 

(3) If the shift w0 is the night shift, the shift w0 with the 

highest number of violations, whether it is evening or 

late-night shift, is designated as w0 for the nurse n0. 

(4) If there is a work shift that is below the lower limit of 

the number of assignments for the nurse n0, that work 

shift w1 is designated as a destination of the exchange 

shift. If not, day shift without the upper and lower limits 

of the number of assignments is used as the exchange. 

(5) Determine the day d0 with the highest priority among 

the days when the shift w0 is exchanged to w1 for nurse 

n0. 

(6) Deduce the group g(j0) in which the nurse n0 is in 

charge of a job j0, which is assigned as the shift w0. 

(7) Determine a nurse n1 who belongs to group g(j0) and 

whose shift on the day d0 is w1. If there is more than one 

applicable nurse, determine the nurse n1 with the highest 

priority among the nurses when the shift w1 is exchanged 

to w0 on d0. 

(8) The nurses n0 and n1 are exchanged their shifts on d0. 

In case there is no corresponding nurses in any of the 

procedures, the exchange is not valid. In addition, it is 

also not valid to undo a previous exchange. 

Here, minimizing the number of violations is a very 

difficult problem, because the number of possible 

modifications depends on which work shift is being 

exchanged. 

3.2. RL Agent 

Q-learning [6] is applied to the proposed method to learn 

an appropriate exchange procedure. The state space of 

the RL agent consists of 4 dimensions: the previous 

exchange days (1 to 30), the total number of violations 

by all nurses for evening, late-night shift, and holiday: 

Vnw  (w=1,2,3), to be a Markov decision process. The 

number of possible actions is 4, which is the exchange of 

evening, late-night, holiday, and night shift. 

1 step is defined as 1 exchange including unsuccessful 

cases, 1 episode is defined as the time when the shift 

schedule reaches the target state, or 100 steps passed. 

Here, the target state is defined as the sum of violations 

for all nurses and shifts,  ∑ ∑ Vnwvn  = 0  (excluding 

over-holiday violations). The positive reinforcement 

signal  𝑟𝑡 = 10 (reward) is given only when the target 

state is reached and the reinforcement signal  𝑟𝑡 = 0 is 

given at any other steps. At the start of each episode, the 

shift schedule will be in its initial state. 

4. Computational Experiments 

4.1. Nurse Scheduling Problem 

The extended method is applied to a nurse scheduling 

problem like that of Kurashige et al. [5]. First, a three-

Table 3.  Parameters for experiments 
Parameter Value 

𝛼Q 

𝛾 

0.1 

0.9 

𝜏  0.1 

 

Table 1.  Evaluations of work pattern for 2 days. 
 

shift  

on previous day shift on the day 

 day evening late-night holiday 

day 15 1 13 11 

evening 0 5 0 12 

late-night 0 8 5   4 

holiday 23 3 0   17 

 
Table 2.  Evaluations of work pattern for 2 days 

allowing transitions from the evening shift to the 

late-night shift. 
 

shift  

on previous day shift on the day 

 day evening late-night holiday 

day 15 1 13 11 

evening 0 2 8 7 

late-night 0 8 5   4 

holiday 23 3 0   17 
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shift system (day, evening, and late-night shift) is 

adopted, and the number of nurses is 23, including the 

head nurse. Furthermore, the number of positions is 

classified as 3 (head nurse, assistant head nurse, and 

general), the number of teams is 2 (A and B), and the skill 

level is 3 (experienced, mid-career, and new). The other 

constraints are outlined below. 
 

⚫ Restrictions on the number of nurses for each shift: 

(1) Required number of day shift on weekdays is 

greater than or equal to 10. 

(2) Required number of day shift for weekends and 

holidays is 5. 

 (3) Required number of late-night shift is 5. 

(4) Required number of evening shift is 5. 
 

Next, Table 1 shows the evaluation of work patterns for 

2 days with M = 2. The evaluation of work patterns can 

be set using the current work schedule as a reference. 

Here, we investigate the feasibility of creating a feasible 

modified work schedule in the situation where all nurses 

have the work pattern evaluations shown in Table 1 

(Situation 1) and only Staff 6 and Staff 17, the 

experienced nurses of Team A and Team B, respectively, 

have the work pattern evaluations allowing transitions 

from the evening shift to the late-night shift shown in 

Table 2 (Situation 2). 
 

4.2. RL Agen 

t 

In the state space of the RL agent, the total number of 

violations is assumed to be [0, 2] and can take 3 states. 

  The computational experiments have been done with 

parameters as shown in Table 3. In addition, all initial Q-

values are set at 5.0 as the optimistic initial values. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

4.3. Results 

The average of the numbers of steps required for 

accomplishing the task and the average of the total 

number of violations when accomplishing the task in 

Situations 1 and 2 were observed during learning over 20 

simulations, as described in Fig. 1 and Fig. 2, 

respectively. 

It can be seen from Fig. 1 and Fig. 2 that (1) in Situation 

1, the target state was reached in about 5 steps, and the 

number of violations was reached at 3, (2) in Situation 2, 

the target state was reached in about 2 steps, and the 

number of violations was reached at 2. Thus, we 

confirmed that a feasible modified work schedule could 

be created not only in Situation 1, but also in Situation 2, 

where nurses have different work pattern evaluations.  

The average of each nurse's work pattern evaluations for 

each day (the average of the previous day's and the day's 

work pattern evaluation, and the day's and the next day's 

work pattern evaluation) and the total average of the 

work pattern evaluations on the modified work schedule 

for Situations 1 and 2, respectively, are shown in Figs. 3 

and 4. In addition, the 24, 25, and 26 days of Staff 6, 

indicated by the red boxes in Fig. 4, represent the average 

of the pattern evaluation of the late-night shift, evening 

shift, and late-night shift, respectively, and the 7, 8, and 

9 days of Staff 17 represent the average of the work 

pattern evaluation of the holiday, evening shift, and late-

night shift, respectively. 

It can be seen from Fig. 3 and Fig. 4 that (1) the total 

average of the work pattern evaluations is the same for 

Situation 1 and Situation 2. 

Although additional experiments are needed, setting the 

work pattern evaluations to values that each nurse 

him/herself desires will enable him/her to realize a work 

style (work pattern) that suits him/her life stage and, in 

addition, will help him/her to understand the work 

schedule creation process. 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1.  Required steps for accomplishing the task. 

Fig. 2. Total number of violations when accomplishing 

the task.  

Fig. 3 Average evaluations of work pattern in the 

revised work schedule in Situation 1. 
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5. Conclusion 

In this paper, we confirmed that the proposed method 

can create a feasible modified work schedule in a 

situation where there are nurses with different work 

pattern evaluations, specifically, where there are two 

nurses who can work from evening shift to late-night 

shift. In addition, the work pattern evaluations of the 

obtained modified work schedules were visualized and 

the total average of the work pattern evaluations in the 

situation was compared with the total average of the work 

pattern evaluations in the normal situation where evening 

shift to late-night shift is not possible, and we confirmed 

that the evaluation was equivalent to that in the normal 

situation. 

Our future projects include to confirm the effectiveness 

of the proposed method in situations where nurses 

evaluate even more diverse work patterns, etc. 
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Abstract 

Reinforcement learning requires a lot of learning time for the agent to learn. Transfer learning is a method to reduce 

this learning time, but it has the problem that the user does not know which knowledge is effective in which 

environment until it is learned. Therefore, it is necessary for the user to consider the relationship between the source 

and destination when transferring knowledge. Therefore, this study proposes Indicator of adaptation criteria that can 

determine this relationship in advance. In simulations, we demonstrate the usefulness of the proposed method by 

using some example problems. 

Keywords: Reinforcement learning, Transfer learning, Maze problems 

 

1. Introduction 

In recent years, machine learning has achieved rapid 

growth with results in various fields such as natural 

language processing and image processing. 

Reinforcement learning [1], [2] which is capable of self-

learning, is expected to further develop in all fields in the 

future. Reinforcement learning has the problem that it 

requires a lot of learning time because the agent learns 

from scratch in a new environment by trial and error. 

Many studies have been conducted to reduce learning 

time, one of which is transfer learning. Transfer learning 

is a method of adapting and reusing previously learned 

material from similar tasks for a new task. Since there is 

no need to relearn, learning time can be reduced. 

However, the effectiveness of the transferred material is 

not known until it is transferred and learned. Therefore, 

when transfer learning is performed, the user needs to 

consider the relationship between the transferee and the 

transferee source, but even then, there is a possibility that 

the learning will not be successful and negative transfers 

will occur [3]. Therefore, this study proposes several 

indicators of adaptive criteria that can discriminate in 

advance the validity of knowledge. 

 

2. Reinforcement learning 

Reinforcement learning is a branch of machine learning 

in which an agent learns through interaction with its 

environment. Reinforcement learning is characterized by 

the fact that the agent chooses an action to achieve a 

certain goal and receives a reward signal for that action 

as it learns. Optimal behaviour rules are learnt by 

repeating steps 1 to 4 below. 

1. Agent observes the state 

2. Decides on a course of action based on cues from 

measures 

3. Memorizes experience of which states, which 

actions and which rewards 

4. Seeks measures based on experience 

Reinforcement learning is also formulated as a Markov 

decision process, expressed as M=(S,A,P,R) as follows. 

⚫ S:  Set of states 

⚫ A:  Set of actions 

⚫ P:  State transition  𝑝(𝑠𝑡 = 𝑠′|𝑠𝑡 = 𝑠, 𝑎𝑡 = 𝑎) 

⚫ R: Behaviour rules π(𝑠, 𝑎) = 𝑅(𝑠𝑡 = 𝑠, 𝑎𝑡 = 𝑎) 

Reinforcement learning aims to acquire behaviour rules 

that maximize the expected reward. 
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2.1. Q-learning 

In this study, Q-learning [3] was used as a reinforcement 

learning algorithm learning updates the Q-values that the 

agent associates with a combination of states and actions, 

and finds an action rule that selects the action with the 

maximum Q-value in each state. The formula for 

updating the Q-values is as follows. 

𝑄(𝑠𝑡 , 𝑎𝑡) = 𝑄(𝑠𝑡 , 𝑎𝑡) + η

∗ (𝑅𝑡+1 + γ max 𝑄 (𝑠𝑡+1, 𝑎)

− 𝑄(𝑠𝑡 , 𝑎𝑡)) 

In this study, the ϵ-greedy method was also used as the 

agent's action selection method. In the ϵ -greedy method, 

the agent acts randomly with a probability of ϵ   and 

selects an action with a probability of 1- ϵ  with a 

maximum Q value. 

3. Transfer learning 

In transfer learning [4], [5], the goal is to reduce 

learning time by transferring knowledge learned at the 

transfer source as prior knowledge at the transfer 

destination with similar tasks. However, if there is no 

similarity between the source and destination, a negative 

transfer may occur. Therefore, the user must consider the 

similarity between the source and destination in advance. 

Therefore, it is necessary to determine the similarity 

between the source and destination to determine which 

knowledge is transferred to which destination. 

In this study, we aim to formalize the adaptation 

criterion by determining the similarity between mazes 

using the maze problem. 

3.1. learning model 

The algorithm used for learning in reinforcement 

learning is Q-learning. There are five actions that the 

agent can take: up, down, left, right, left and right, and no 

action. The reward design is +1 if the agent reaches the 

goal, and -0.01 if it collides with a wall or a step elapse. 

 

3.2. transition method 

As the transfer method uses Q-learning, the transfer 

learning adopts the value function transfer type. 

The Q-table obtained by the learning of the transfer 

source is transferred to the transfer destination agent. 

The degree of re-use of the behavioural value function is 

adjusted using the transfer rate τ. The transfer rate τ 

 is adjusted in the range of 0 <  τ <  1. In this study, τ 

 was set at 0.5. 

𝑄𝑐(𝑠, 𝑎) = 𝑄𝑡(𝑠, 𝑎) + τ𝑄𝑠(𝑠, 𝑎) 

4. Similarity Indicators 

The following five indices are used to compute the 

similarity. 

4.1. Similarity by pixel value 

In this calculation example, the similarity by pixel value 

is determined. As the mazes used in this study have the 

same size, the percentage of pixel values matched 

between the images is determined. 

 

4.2. Cosine similarity between maze sequences 

In this example calculation, the maze is transformed into 

arrays and the cosine similarity between the source and 

destination arrays is calculated. The transformed array is 

the same as the array used for training, with the maze 

walls set to 1 and the paths set to 0.  

⚫ s is a vectorization of the base maze 

⚫ t is a vectorization of the destination maze. 

𝑐𝑜𝑠(𝑠, 𝑡) =
∑ 𝑠𝑖𝑖 𝑡𝑖

√∑ 𝑠𝑖
2

𝑖 √∑ 𝑡𝑖
2

𝑖

 

 

4.3. Similarity using maxQ as weights 

In this calculation example, maxQ is used to determine 

the similarity. The total of the differences between the 

mazes is calculated using maxQ of maze A, which is the 

source of the transition, as the weight. The sum of the 

differences between the mazes is calculated using maxQ 

of maze A as the weight, and divided by the total value 

of maxQ. 

p = 1 −
∑ (si − ti)max

a
Qsi,ai

∑ max
a

Qsi,ai

 

4.4. Cosine similarity using maxQ 

Finally, in this calculation example, the Q values 

obtained after learning are used to obtain the cosine 

similarity. The Q values obtained after normal learning in 

each maze (12 × 12 × 5) are changed to an array of 

12 × 12by finding the maximum value (maxQ) in each 

square. However, this is not known before application as 

it is an outcome. It is calculated as part of the evaluation 

for measuring similarity. 

cos(MaxaQs, MaxaQt) =
∑ MaxaQsi,aMaxaQti,ai

√∑ MaxaQsi,a
2

i √∑ MaxaQti,a
2

i
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5. Simulation 

Five mazes were prepared to test the usefulness of the 

index. Maze A is the original maze and was applied to 

mazes B, C, D, and E, respectively. Fig. 1, Fig. 2, Fig. 3, 

Fig. 4, and Fig. 5 show the mazes. 

 

Fig.1 Maze A 

 

Fig.2 Maze B 

 

Fig.3. Maze C 

 

Fig.4 Maze D 

 

Fig.5 Maze E 

 

The similarity of the mazes to each indicator is shown 

in Table 1.  

Table 1 Similarity Results 

  Maze 

A to 

Maze B 

Maze 

A to 

Maze C 

Maze 

A to 

Maze D 

Maze 

A to 

Maze E 

Similarity 

by pixel value 

82.95 77.08 80.02 79.44 

Similarity 

between maze 

sequences 

80.29 75.96 78.71 77.66 

Similarity 

using Qmax 

98.86 60.96 82.49 77.37 

Cosine 

similarity 

using Qmax 

72.97 5.89 41.17 28.91 

S The Similarity results show that maze B, maze D, and maze 

C have the highest similarity in that order. Similarity by pixel 

value, similarity between maze sequences, and similarity using 

Qmax, in that order. The use of Q-values allows us to focus on 

differences only in important locations. Fig. 7, Fig. 8, and Fig. 

9 show results of the transfer learning.  Transition from 

maze A to maze C is not shown in the figure because the 

goal was not achieved. Reinforcement learning is 

represented by the red line and transfer learning by the 

blue line. 

 

Fig.7. Transfer learning from maze A to maze B, left panel 

shows number of steps to goal and episodes, right panel shows 

total reward and number of episodes. 

 
Fig.8. Transfer learning from maze A to maze D, left panel 

shows number of steps to goal and episodes, right panel shows 

total reward and number of episodes 

 

Fig.9. Transfer learning from maze A to maze E, left panel 

shows number of steps to goal and episodes, right panel shows 

total reward and number of episodes 

From these figures, the goal is reached faster with transfer 

learning than with reinforcement learning. This indicates that 

transition learning is effective in these mazes. Based on the 

results in the figures and the cosine similarity using Qmax, it 

seems reasonable to focus on the Q value. 
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Fig. 10 shows the results of applying reinforcement learning 

to the mazes. Fig.  11, Fig. 12, Fig. 13 and Fig. 14 show the 

results of applying transition learning to each maze. Red 

indicates locations with high rewards. The reward of maze A 

was applied to each maze. Therefore, the maze was routed 

from the top towards the goal. This demonstrates the validity 

of this simulation. 

 

Fig.10 Result of 

Reinforcement Learning 

on maze A 

 

Fig.11 Result of Transfer 

learning on maze B 

 

Fig.12 Result of Transfer 

learning on maze C 

 

Fig.13 Result of Transfer 

learning on maze D 

 

Fig.14 Result of Transfer 

learning on maze E 

 

6. Conclusion 

In this study, we conducted basic research on measures 

focusing on environmental similarity in reinforcement 

learning. Simulation results confirmed the validity of 

focusing on maxQ. The validity of the indicator was also 

confirmed to some extent. In the future, the creation of 

more accurate indicators is required. 
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Abstract 

The objective of this study is to predict air conditioning loads for existing buildings using operational data, weather 

forecasts and visitor forecasts. The proposed prediction method is based on a neural network approach. However, it 

is important to note that the proposed method does not learn the entire loads. Loads are divided into factors which 

can be predicted by traditional thermodynamics and factors which are subject to machine learning. The proposed 

method has been applied to an example instance using operational data from an underground mall in Kobe, and its 

validity has been confirmed. 

Keywords: Cooling Load Prediction, Air Conditioning System, Existing Building Data, Machine Learning

1. Introduction 

If air-conditioning load are accurately predicted, it is 

expected which the system is optimally operated, e.g. 

setting of changes in chilled water supply temperature, 

selection of heat source models, setting of operation 

times, for saving energy [1]. 

The purpose of this study is to predict future load of an 

air conditioning systems on the next day for which exists, 

using operational data of existing buildings, weather 

forecasts and visitor volume forecasts. The prediction 

algorithm is combining mathematical calculation and 

neural network (hereafter NN) methods. The proposed 

method has applied to an example based on operational 

data of an underground shopping mall in Kobe and 

compared with the actual measured cooling load.  

Air conditioning load prediction for existing buildings 

differ from load calculations for new buildings in the 

followings.  

1. Therefore historical operating data and 

corresponding load data exist, they can be used for 

forecasting by machine learning. The large amount 

of training data can be used for the load prediction 

without having to establish physical causal 

relationships between load calculation conditions 

and load values.  

2. The actual situation regarding how the building is 

used is known, not the assumptions made at the time 

of design.  

3. The process of changing the parameters and 

improving the accuracy of the predictions is 

expected, as results are immediately available on 

the correctness of the predictions.  

The scope of this study is as follows. 

1. The proposed approach predicts the hourly heat 

source load for the next day in the existing building. 
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2. The target of forecasting is limited to cooling loads, 

where more energy savings are expected, and does 

not deal with heating loads. 

3. If the predicted cooling load is spatially subdivided, 

the approach is more valuable for air-conditioning 

operations, although, load performance monitoring 

points must also be taken at the same granularity. 

The detailed measurement has become realistic in 

recent years due to advances in IT technology, 

however, this research aims the cooling load 

forecast for the existing building, considering the 

suppression of renovation work costs. 

2. Air-Conditioning Load 

With reference to the dynamic load calculation method 

based on the response factor method [2], [3], the air-

conditioning loads were classified into two categories: 

those estimated by mathematical calculations and those 

estimated by machine learning, assuming that each 

element has its own explanatory variables. The 

explanatory variables for each load element were 

selected on the basis of whether they could be measured 

in a typical building. 

In this section, the term "current" indicates the point in 

time at which the forecast is made. 

2.1. Load Factors Subject to Machine Learning 

1. Load of exterior wall through-flow heat due to 

temperature difference between interior and 

exterior including through-flow load from glass. 
The explanatory variables for this load are: current 

outdoor air temperature, past outdoor air 

temperature (going back about 50 hours), past daily 

average outdoor air temperature (going back about 

3 months), current horizontal solar radiation, and 

past horizontal solar radiation (going back about 50 

hours). 

2. Load of interior wall penetration heat from adjacent 

room. The explanatory variables for this load are the 

current outdoor air temperature and the past outdoor 

air temperature (going back about 50 hours). 

3. Load due to solar radiation transmitted through 

glass. The explanatory variables for this load are 

current daylight hours, horizontal solar radiation, 

and historical horizontal solar radiation (going back 

about 10 hours). 

4. Load due to drafts. The explanatory variables for 

this load are current outdoor air temperature, current 

outdoor air humidity, current external wind 

direction and speed, and building opening condition. 

5. Load due to heat storage of intermittent air 

conditioning operation. The explanatory variable 

for this load is the past room temperature of the 

room concerned (going back about 20 hours). 

6. System losses, .e.g. fan reheat, duct losses and 

mixing losses. 

2.2. Load Factors Subject to Actuarial 

Calculations 

7. Load due to human metabolism. The explanatory 

variables for this load are current manpower, past 

manpower (going back about 10 hours), and 

average work intensity. 

8. Load due to heat dissipation of lighting fixtures. 

The explanatory variables for this load are current 

power consumption and past power consumption 

(going back about 10 hours). 

9. Load due to heat dissipation from other indoor 

equipment. The explanatory variables for this load 

are current heat generation, and past heat generation 

(going back about 10 hours). 

10. Outdoor air load. The explanatory variables for this 

load are outdoor air intake, outdoor air temperature, 

and outdoor air enthalpy. 

3. Prediction Method for Cooling Load 

A prediction method which combines mathematical 

computation and machine learning approach is build. 

3.1. Learning Phase 

When training with measurement data, the data set is 

composed for NN [3] as follows. 

• Teaching data are the differences between the 

overall loads and the loads of Section 2.2. 

• Input data are the explanatory variables for loads of 

Section 2.1. 
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4.  Computational Experiment 

4.1. Example 

An example of air conditioning load forecasting is 

consists of two years of measured data for the overall air 

conditioning load and the explanatory variables for each 

air conditioning load for the underground shopping mall 

in Kobe, see Table 1. Fig. 1 shows the cooling loads of 2 

years. 

 

 

Table 1. Outline of Underground Mall 

Name Santica 

Year of construction 1963 (1st phase)  

1966 (2nd phase) 

Management Entity Kobe Chikagai Co., Lt 

Total floor area 19,109m2 

Retail area 10,145m2 

Business Hours 10:00-20:00 (merchandising)  

11:00-21:00 (food and 

beverage)  

6:00 - 24:00 (passageway) 

4.2.  Learning setting 

 Since the subject is an underground mall, the effect of 

solar radiation was ignored among the air conditioning 

load elements. See [4] for the measurement method of the 

current people flow. The settings of the NN method are 

shown in Table 2. 

  

  

   

  
Fig. 1  Monthly Cooling Load of the Example Instance in 2018 and 2019.  

Table 2. Setting of NN method. 

Input Layer Input Size 28 

Intermediate 

Layer 

Number 

of Layers 

2 

 Type Fully-Connected 

Layer 

 Activation 

Function 

ReLU 

 Number of Units 20 (first layer) 

10 (second layer) 

Output Layer Type Fully-Connected 

Layer 

 Output Size 1 

Others Batch Size 10 

 Epoch Size 30 

 Trial 10 

Outside Temperature Total Load for Learning 

Total Load for 
Actuarial Calculation 
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4.3. Prediction setting 

In this manuscript, calculations are performed on 

historical data sets to verify the performance of the NN 

method. Where weather forecasts or other forecasting 

data should be used in actual use, measurement values 

are used. The people-flow prediction method is described 

in [5].  

4.4. Result 

Fig. 2 shows the difference between normalized 

predicted and actual measurements by time period. The 

errors are particularly large between 8:00 and 10:00 and 

at 20:00. The prediction accuracy is expected to improve 

when the conditions at the start and end of cooling are 

considered. 

 

 

Fig. 2 Result of Prediction. 

5. Conclusion 

In this study, a method for predicting air-conditioning 

loads is investigated with the goal of efficient air-

conditioning operation in underground malls with open 

areas. The proposed method has been applied the 

example based on actual data from the underground mall 

in Kobe. Future issues include evaluation of predictions 

based on actual use and examination of accuracy in 

comparison with existing studies. 
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Abstract 

This study aims to investigate various aspects of intelligent logistics handling robots, including mechanical design, 

automatic control, and image recognition. With the continuous development of the logistics industry and 

advancements in automation technology, intelligent logistics handling robots play a crucial role in improving logistics 

efficiency and reducing costs. Leveraging existing technologies, we have designed and developed an omnidirectional 

mobile intelligent logistics handling robot equipped with a SCARA-type robotic arm. The robot integrates functions 

such as task acquisition, global positioning, material detection, warehouse identification, material handling, and 

stacking, achieving a fully automated and streamlined logistics handling process. 

Keywords: Logistics handling robots, Automatic control, Image recognition, Global positioning 

 

1. Introduction 

In modern industrial production, logistics handling is a 

time-consuming and labor-intensive task. The modern 

industry faces rapidly changing market demands and a 

complex and dynamic production environment, making 

traditional manual logistics handling methods relatively 

outdated. In this situation, there is an urgent need for a 

more flexible, efficient, and adaptive logistics handling 

approach to meet the requirements of modern industry. 

This new type of handling method should be able to adapt 

to changes in different factory environments and 

production processes, completing a large number of 

handling tasks in a short time to improve production 

efficiency. This is precisely the significant advantage that 

intelligent logistics handling robots can bring to modern 

industry. 

The intelligent logistics handling robot studied in this 

project comprehensively designs and analyzes aspects 

such as mechanical structure, robotic arm control and 

coordinate calculation, chassis control and global 

positioning, image recognition, and processing. A 

multifunctional intelligent logistics handling robot 

(AGV) is designed based on the omnidirectional wheel 

structure chassis and planar articulated (SCARA) robotic 

arm [1], [2], [3], [5]. It integrates functions such as 

positioning, environmental perception, path planning, 

material recognition and grasping, material placement, 

and stacking. This integration significantly reduces the 

number of operators, enhances the speed and accuracy of 

logistics operations, and greatly improves the efficiency 

of the logistics system. 

2. Intelligent Logistics Handling Robot Overall 

Program Design 

2.1. Operational site 

In this thesis, the robot's operation site is based on the 

9th China University Students Engineering Practice and 

Innovation Competition "Intelligent +" track logistics 

handling robot competition. The robot drives on the gray 

lane, and the rest of the area is matte white or yellow. In 

the competition venue, the start-stop zone, raw material 

zone, roughing zone and temporary storage zone are set 

up. The start-stop zone is blue in color and is used for the 

robot to go back and forth. Fig. 1 shows the exact location 

of the given raw material area, roughing area and staging 

area within the competition venue. 

337



Yanchao Bi, Jiale Cheng, Limei Wang, Yizhun Peng  

©The 2024 International Conference on Artificial Life and Robotics (ICAROB2024), J:COM HorutoHall, Oita, Japan, 2024 

 
Fig. 1 Schematic diagram of the robotics field 

The raw material area adopts a round electric turntable 

to arrange materials, and materials are identified by color. 

The top surface of roughing area, staging area, finishing 

area and finished product area are equipped with color 

rings and or circles for measuring the accuracy of 

material placement. 

2.2. Mandate requirements 

The robot follows a "one-key" start-up procedure, 

moving from the start-stop zone to the QR code panel 

within a specified time to read the QR code. It obtains 

two handling tasks (the sequence for handling materials 

of three different colors). According to the task 

requirements, the robot moves between the material area, 

rough processing area, and temporary storage area, 

carrying out placement and stacking tasks. After 

completing the tasks, it returns to the start-stop zone. 

2.3. Design proposal 

According to the task requirements, the overall design 

of the intelligent logistics handling robot is illustrated in 

Fig. 2. In terms of mechanical structure, the chassis 

adopts a Mecanum wheel [1], [5] double-layer shock-

absorbing design, controlled by DJI brushless motors to 

achieve closed-loop control. The robotic arm employs a 

planar articulated (SCARA) design, driven by stepper 

motors and closed-loop stepper motors, allowing real-

time reading of the angles of each joint for feedback 

control. 

The electronic control system is mainly divided into 

three parts: chassis motion control system, robotic arm 

motion control system, and visual recognition system. 

The chassis motion control system, centered around the 

chassis control board, includes external devices such as a 

QR code recognition module, gyroscope, touchscreen, 

and brushless motor driver. The robotic arm motion 

control system integrates servos and utilizes closed-loop 

stepper motors for precise control of the robotic arm. The 

visual module, developed based on OpenCV, includes 

functions for material color recognition and target ring 

center recognition. The chassis control board, robotic arm 

control board, and visual module are all powered 

simultaneously by the power module. 

 
Fig. 2 Overall design schematic 

3. Design of Mechanical Structural Systems 

3.1. Intelligent logistics handling robot overall 

mechanical structure design 

To ensure the flexibility and efficiency of the robot, the 

chassis adopts a Mecanum wheel chassis, and the 

mechanical arm structure adopts a standard three-axis 

SCARA structure. 

 
a. Robot 3D drawing 
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b. Robot Physical Picture 

Fig. 3 Image of Intelligent Logistics Handling Robot 

3.2. Chassis mechanical structure design 

The chassis adopts a double-layer design with 

Mecanum wheels, made of aluminum alloy with 

electroplating process. The lower layer of the chassis 

houses the electronic control system, while the upper 

layer accommodates the mechanical arm, material 

storage, and human-machine interaction module, among 

others. The overall structure is well-defined. 

The motion system of the chassis requires a high level 

of grounding for the Mecanum wheels [5]. To ensure 

stable movement of the robot, the lower layer of the 

chassis adopts a double-plate coaxial structure, ensuring 

that all four wheels touch the ground simultaneously. 

This design increases shock absorption and solves the 

problem of Mecanum wheels slipping when not in 

contact with the ground [1]. 

 
a. Top view 

 
b. Bottom view 

Fig. 4 Chassis structure 

3.3. Mechanical structure design of mechanical arm 

This robotic arm is of the three-axis SCARA type [2], 

made of PLA material and manufactured using 3D 

printing technology. It is lightweight in quality. 

 
Fig. 5 3D model of the robot arm 

The upper arm of the robotic arm is connected to the 

arm axis through a linear bearing, while the lower arm is 

equipped with a thrust ball bearing to withstand axial 

forces and reduce friction between the upper and lower 

arms. The robotic arm can achieve three degrees of 

freedom through the motion of stepper motors, including 

vertical movement, rotation of the upper arm, and 

rotation of the lower arm. 

3.4. Mechanical Structure design of mechanical claw 

The mechanical claw is one of the key components of 

an intelligent logistics handling system. It is 

manufactured using 3D printing technology and made of 

PLA material. 
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a. 3D drawing 

 
b. Concrete drawing 

Fig. 6 Robotic Gripper Structure 

The mechanical claw is used for grasping and 

identifying materials. When grasping materials, the 

mechanical claw needs to firmly grip the materials. The 

mechanical claw is divided into active and passive parts, 

with the active part being directly driven by a servo motor 

to rotate, and the active part drives the passive part to 

rotate through gears. The identification of materials 

involves the use of a camera and a visual recognition 

system. The camera is installed in the center of the 

mechanical claw. 

4. Three-axis SCARA Robot Kinematic Model 

4.1. Kinematic modeling of a three-axis SCARA 

robotic arm 

SCARA robotic arms are usually characterized by high 

accuracy, high speed and repeatability [2], [3]. In this 

project, the SCARA robotic arm is designed as a three-

degree-of-freedom, containing one rotational degree of 

freedom in the XY plane, one lifting degree of freedom 

in the Z-axis, and one moving degree of freedom in the 

Z-axis. The process of solving the operational science 

model of the three-axis SCARA robotic arm is as follows: 

Determination of joints, connecting rods and their 

parameters. The robot arm uses a rotating chassis at the 

bottom, lifting and lowering using a stepper motor screw 

Z-axis, and a rotating arm in the XY plane, for a total of 

three degrees of freedom, and the analysis process is 

simplified by dropping the end-effector [3]. 

Simplify the model to set the coordinate system. With 

the vertical upward as the +Z-axis and the center of the 

Z-axis as the coordinate origin from the top view, 

establish a plane right-angle coordinate system with the 

body as the reference system. 

 
Fig. 7 Simplified coordinate system model 

As shown in Fig. 7, for the big arm of the robot arm, for 

the small arm of the robot arm. For the rotation angle of 

the big arm, controlled by the bottom disk; for the rotation 

angle of the small arm, controlled by the stepping motor 

through the synchronous belt. 

Inverse kinematic modeling calculations. We set the 

point coordinates to (x, y, z), the length of the big arm to 

be L1, and the length of the small arm to be L2, then the 

length  L3 = √𝐿12 + 𝐿22 . The angle of rotation of the 

large arm 𝜃1 and the angle of rotation of the small arm 𝜃2 

need to be solved for. This leads to Eq. (1). The rotation 

angle of the big arm 𝜃1 and the rotation angle of the small 

arm 𝜃2 can be found (Eq. (2)). 

{
 

 cos(𝜃1) =
𝐿22 + 𝐿32 − 𝐿12

2 ∗ 𝐿2 ∗ 𝐿3

    cos(𝜃2) = −
𝐿12 + 𝐿22 − 𝐿32

2 ∗ 𝐿1 ∗ 𝐿2

 (1) 

{
 

 𝜃1 = 𝑎𝑟𝑐𝑐𝑜𝑠(
𝐿22 + 𝐿32 − 𝐿12

2 ∗ 𝐿2 ∗ 𝐿3
)

    𝜃2 = 𝑎𝑟𝑐𝑐𝑜𝑠(−
𝐿12 + 𝐿22 − 𝐿32

2 ∗ 𝐿1 ∗ 𝐿2
)

 (2) 
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4.2. Robotic arm electronic control system design 

(1)  Robotic arm control board circuit design 

The robotic arm control board uses STM32F405RGT6 

as the main control chip [4], with an externally integrated 

power module, stepper motor drive module and 

communication module. The power supply module part, 

the input voltage is 12V, using TPS5430 decompression 

to generate 5V voltage, and then through the AMS1117 

on the 5V voltage regulator to generate 3.3V, thus 

generating all the voltages required for system operation. 

The control board integrates the TMC2209 stepper motor 

driver, which is powered by 12V and has the advantages 

of silence, high speed and low failure, and is used for 

open-loop control of the stepper motor. The closed-loop 

stepper motor driver is controlled using a UART interface. 

In order to realize a UART interface and multiple closed-

loop stepper motor driver communication problems, we 

use a diode plus pull resistance way to enhance the serial 

port receiving ability, shielding the interference signal. 

(2)  PCB Overall Layout 

The control board of the robotic arm is a four-layer 

board, and the shielding layer is set up to shield the power 

supply and signals, which improves the signal stability of 

the system. As Fig. 8 are the front and back of the chassis 

control board. 

 
a. Top view 

 
b. Bottom view 

Fig. 8 Robotic arm control board 

(3) Robotic arm software design 

The robotic arm performs numerous actions, and the 

use of sequential execution of robotic arm actions will 

occupy a large amount of program storage space, and the 

code logic is confusing and redundant. This system uses 

structure variables to save the spatial coordinates of each 

step of the robotic arm action and information such as 

gripping operation, and establishes structure arrays for 

storing the information of the robotic arm action during 

the whole operation process. After the robotic arm is 

powered on, it initializes the peripherals and stepper 

motors, servos and so on. After the initialization is 

completed, turn on the serial port to receive interrupts and 

wait for the chassis controller to send task execution 

instructions. When the task execution instruction is 

received, the robotic arm starts to move, reads the action 

information in the structure array, and executes it step by 

step. The vision system will send the material color, 

target ring coordinates and other information to the 

robotic arm, and the robotic arm will calibrate and correct 

the position through this information. When all the 

actions are completed, the robotic arm task is completed 

and returns to the initial state. The workflow of the 

robotic arm motion control system is shown in Fig. 9. 

 
Fig. 9 Flow chart of robotic arm motion control 

system 

5. Chassis Motion Control System Design 

5.1. Mecanum wheel chassis kinematics model 

The Mecanum wheel platform kinematic model is to 

establish the relationship between the rotational speed 

of the four Mecanum wheels and the speed of the 

geometric center [4]. The positive kinematics model is 

to know the rotational speed of the four Mecanum 

wheels and calculate the speed of the Mecanum wheel 

platform center point CENTER; the inverse kinematics 

model is to know the speed of the Mecanum wheel 

platform center point CENTER and calculate the speed 

of the four Mecanum wheels. 

As an example, the inverse kinematics model of the 

Mecanum wheel is used to establish a coordinate 
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system with the geometric center point CENTER of the 

top view of the chassis as the origin [5]. The distance 

between the CENTER point and the point of contact 

between the Mecanum wheel and the ground is 𝑟. 𝑟𝑥 

and 𝑟𝑦 denote the projected distances on the x-axis and 

y-axis, respectively, of the CENTER coordinate system 

(both positive). The velocity of the CENTER point is 

known to be [𝑣𝑐 𝑤𝑐]
𝑇 . 𝑣𝑐𝑥  and 𝑣𝑐𝑦  are the 

components of a on the x and y axes, respectively. 

 
Fig.10 Decomposition of Mecanum Wheel Platform 

Motion 

After calculation, the inverse kinematic equation of 

Mecanum's wheel can be obtained. 

[

𝑤1
𝑤2
𝑤3
𝑤4

] =
1

𝑅

[
 
 
 
 1
1
1
1

−1
+1
−1
+1

−(𝑟𝑥 + 𝑟𝑦)

−(𝑟𝑥 + 𝑟𝑦)

+(𝑟𝑥 + 𝑟𝑦)

+(𝑟𝑥 + 𝑟𝑦)]
 
 
 
 

[

𝑣𝑐𝑥
𝑣𝑐𝑦
𝑤𝑐
] (3) 

The positive kinematics equations are based on the 

rotational speeds of the four Mecanum wheels to 

calculate the velocity of the point CENTER, and the 

theoretical analysis is similar to the inverse kinematics, 

and the simplest way to do this is to invert Eq. (3), which 

can be expressed as Eq. (4). 

[

𝑣𝑐𝑥
𝑣𝑐𝑦
𝑤𝑐
] =

𝑅

4
[

+1
−1
−1

𝑟𝑥 + 𝑟𝑦

+1
+1
−1

𝑟𝑥 + 𝑟𝑦

+1
−1
1

𝑟𝑥 + 𝑟𝑦

+1
+1
1

𝑟𝑥 + 𝑟𝑦

] [

𝑤1
𝑤2
𝑤3
𝑤4

] (4) 

5.2. Full-field positioning method 

The full-field localization method studied in this 

project does not require the addition of the rest of the 

extra sensors or encoders and uses the robot's own 

Mecanum wheel as the encoding wheel. When the 

robot starts to move, the Mecanum wheel starts to shift 

rotation. According to the positive kinematics model of 

the Mecanum wheel, the velocity of the robot at the 

current moment can be obtained from the rotational 

speeds of the four wheels with respect to the current 

coordinate system of the robot itself [5]. Assuming that 

the angle between the current robot's own coordinate 

system and the world coordinate system is θ (Fig. 11). 

 
Fig.11 World Coordinate System and Own 

Coordinate System 

The expression for converting the robot's velocity in its 

own coordinate system to the velocity in the world 

coordinate system is Eq. (5). 

[

𝑣𝑥
𝑣𝑦
𝑤𝑧
] = [

𝑐𝑜𝑠𝜃0𝑣𝑐𝑥 + 𝑠𝑖𝑛𝜃0𝑣𝑐𝑦
−𝑠𝑖𝑛𝜃0𝑣𝑐𝑥 + 𝑐𝑜𝑠𝜃0𝑣𝑐𝑦

𝑤𝑐

] (5) 

With the same time units, the conversion to a 

displacement expression is Eq. (6). 

[

𝑥𝑥
𝑥𝑦
𝜃𝑧

] = [

𝑐𝑜𝑠𝜃0𝑥𝑐𝑥 + 𝑠𝑖𝑛𝜃0𝑥𝑐𝑦
−𝑠𝑖𝑛𝜃0𝑥𝑐𝑥 + 𝑐𝑜𝑠𝜃0𝑥𝑐𝑦

𝜃𝑐

] (6) 

In this case, the calculated displacement is the relative 

displacement in the world coordinate system for an 

instantaneous moment. Since the angle between the 

robot's own coordinate system and the world coordinate 

system is always changing, therefore, to obtain the 

displacement of the robot in the world coordinate system 

over a period of time, it is necessary to integrate the 

displacement value calculated at any moment (discrete 

data summation) [6], assuming that over a period of time, 

a total of N times the robot's displacement relative to the 
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world coordinate system at a given moment, the 

cumulative displacement expression is Eq. (7). 

[

∆𝑥𝑥
∆𝑥𝑦
∆𝜃𝑧

] = [

∑ 𝑐𝑜𝑠𝜃𝑖𝑥𝑐𝑥𝑖 + 𝑠𝑖𝑛𝜃𝑖𝑥𝑐𝑦𝑖
𝑁
𝑖=0

∑ −𝑠𝑖𝑛𝜃𝑖𝑥𝑐𝑥𝑖 + 𝑐𝑜𝑠𝜃𝑖𝑥𝑐𝑦𝑖
𝑁
𝑖=0

∆𝜃𝑐

]  (7) 

In Eq. (7), i represents the number of operations. 

5.3. Chassis electronic control system design 

(1)  Chassis control board circuit design 

The main control and power scheme of the chassis 

control board is the same as that of the robotic arm control 

board, in addition to the integrated communication 

module. The chassis motion control system adopts a 

variety of communication interfaces to communicate 

with various peripherals, mainly including 

communication with gyroscope, QR code scanning 

module through UART serial port, communication with 

touch screen through SPI and IIC, and communication 

with brushless motor driver through CAN [7]. 

(2)  PCB Overall Layout 

The PCB is fabricated using a two-layer board design 

with careful planning and design of the overall layout. As 

Fig. 12 show the front and back view of the chassis 

control board.  

 
a. Top view 

 
b. Bottom view 

Fig.12 Chassis control board 

5.4. Chassis software design 

Prepare a chassis motion control system flowchart 

according to the task requirements. After the system is 

powered on, the program starts running and the 

peripherals are initialized. After the initialization is 

completed, the robot drives out of the start-stop area, runs 

to the QR code board, and starts the QR code scanning 

module to start scanning the QR code to receive the task 

code. The robot enters the next running task and proceeds 

to the raw material zone. When the robot runs to the raw 

material area, the vision system is activated to identify the 

color of the material according to the task code, and the 

robotic arm starts to grasp and place it into the bin on the 

robot. After completing the grasping of all materials, the 

robot continues to move forward. When the robot travels 

to the vicinity of the roughing area, the vision system 

starts to recognize the coordinates on the target ring in the 

roughing area. The chassis control board adjusts the robot 

position according to the coordinate data so that the robot 

is accurately close to the rough machining area. At this 

time, the vision system starts to identify the center of the 

target ring, and the robotic arm will place the 

corresponding color materials in the target ring according 

to the position of the target ring. After all materials have 

been placed, the robot will pick up the materials again in 

the order in which they were placed and place them in the 

bin on the robot. When the above operation is complete, 

the robot will move on to the staging area and resume the 

material placement operation. This operation is the same 

as the robot placing material in the roughing area. When 

all tasks are completed, the robot returns to the start-stop 

area. 
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Fig.13  Chassis Motion Control System Flowchart 

6. Visual identity system 

6.1. Material Color Identification 

The task requires the robot to be able to recognize the 

color of the material and grab the material in the order of 

the task code. This project uses OpenCV library for color 

recognition and detects the center of gravity of the 

material in the image. The idea of specific color 

recognition is to confirm the HSV color space threshold 

of the color and binarize the image with this HSV 

threshold to get a binary image [8]. At this point, the 

image is expanded so that the outline of the material in 

the image tends to be more like a circle. Based on this 

outline, it can be determined to circle the material and 

determine the coordinates of the center of gravity of the 

material. 

As in Fig. 14, the robot gripper is directly above the 

blue material, at this time, the visual recognition system 

is turned on to identify the material color. The outline of 

the material will be wrapped by the black outline line, and 

the center of the material will be marked (center). 

 
a. Identification process 

 
b. Identification results 

Fig.14 Visual identification of material colors 

6.2. Target ring center identification 

The task requires the robot to be able to recognize the 

target ring coordinates and place the material accurately 

into the target ring coordinates. This project uses the 

OpenCV library to identify the center of the target ring, 

which is a circle with color. When dealing with the target 

ring detection problem, this system does not directly 

detect the target ring directly by means of Hough's circle 

transformation, but first binarizes the image. After that, 

the contours in this image are searched and the contours 

are filtered to find the contour of the target ring. The 

contour of the target ring is drawn as the smallest 

enclosing circle, which is very close to the position and 

size of the target ring itself, and the circle is the center of 

the target ring. 

As shown in Fig. 15, the robot gripper is directly above 

the blue target ring, and at this time, the visual 

recognition system is turned on to detect the center of the 

target ring. The center of the blue target ring will be 

marked by a blue dot. 

 
a. Identification process 
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b. Identification results 

Fig.15 Visual recognition target ring center 

7. Conclusion 

This project designs an intelligent logistics handling 

robot (AGV) for industrial logistics scenarios, which is 

equipped with a chassis motion control system based on 

an omnidirectional moving chassis with Mecanum 

wheels, a robotic arm motion control system based on a 

planar articulated (SCARA) robotic arm, and a material 

recognition system based on machine vision. The chassis 

motion control system is used to control the robot motion, 

pick up the task code, and perform full-field localization. 

The robotic arm motion control system realizes material 

gripping and placing operations through the movement of 

the robotic arm. The visual recognition system then 

identifies the color of the material and the center of the 

target ring. The chassis motion control system sends 

commands to the chassis motion control system to control 

the robotic arm to perform tasks. When the robotic arm 

performs the task, it needs to receive the data returned by 

the visual recognition system to correct the coordinate 

position. Each system cooperates with each other to 

accomplish the task.  

The design simulates the handling and palletizing tasks 

under industrial operations, which will greatly improve 

the rapidity and accuracy of logistics operations and 

greatly improve the efficiency of the logistics system. 
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Abstract 

This device is to solve the traditional pesticide spraying method on the human body has a greater impact and other 

issues, through the STM32-based visualisation of the intelligent greenhouse to achieve automatic spraying of 

pesticides and remote monitoring and other functions, the establishment of a visualisation of the intelligent 

greenhouse monitoring platform. This equipment through the MQTT protocol, not only through the Internet of 

Things platform real-time monitoring of crop growth status in the greenhouse, but also through the platform to 

determine whether to spray pesticides, data transmission, so as to use the cross slide to control the position of the 

nozzle, and then through the visual recognition algorithms to improve the accuracy of the visual recognition part of 

the accuracy of the spraying of plants affected by insect pests, the realization of the digital intelligent greenhouse. 

Keywords: STM32, Monitoring Platform, MQTT, Visual Recognition

1. Introduction 

This project is dedicated to solving problems such as the 

potential impact of traditional pesticide spraying methods 

on the human body. Through the STM32-based [1] 

visualised intelligent greenhouse, automatic pesticide 

spraying and remote monitoring functions are realised, 

and a complete visualised intelligent greenhouse 

monitoring platform is constructed. We adopted the 

MQTT [2] protocol, which not only monitors the growth 

status of crops in the greenhouse in real time, but also 

replenishes different colours of light in a targeted manner 

according to the light conditions inside the greenhouse to 

improve the efficiency of photosynthesis. This is not only 

more energy efficient than traditional white light 

supplementation, but also significantly increases crop 

yields and helps to make the system carbon neutral. 

In addition, our system also features indoor 

temperature monitoring and control, which promotes the 

accumulation of organic matter in crops by adjusting the 

temperature difference between day and night. For a 

more precise response to pests, we utilise a cross slide to 

control the position of the nozzles and incorporate visual 

recognition algorithms to improve the accuracy of 

spraying on pest-affected plants [3]. For a sustainable 

energy supply, we added solar panels to the exterior of 

the greenhouse to provide a constant source of energy for 

the system, while improving long-term human health, 

reducing air pollution and greenhouse gas emissions, and 

positively impacting human health [4]. 

For the electrical control part of the project, we 

carried out systematic modelling and simulation through 

the Proteus simulation platform to determine the optimal 

operating conditions. Subsequently, we used Altium 

Designer to create the design, programming and 

debugging, and finally succeeded in building an efficient 

intelligent greenhouse monitoring platform [5]. 

The rest of this paper is organised as follows. The 

second part describes the hardware used and the 

theoretical calculations. The third part describes the 

method of controlling the nozzle and the visual 

recognition algorithm. Part IV describes how the smart 

shed works and shows some of the operational results. 

Part V summarises the main points of the paper. 

2. Design of Hardware Structure 

2.1. Selection of the main control board 

This work needs to deal with a large amount of data, has 

a more complex circuit, and needs a lot of memory, so it 

needs a microcontroller that can deal with a lot of song 

peripheral devices at the same time, so the STM32F4 

became the team's first choice. the physical diagram of 

the STM32F4 is shown in Fig. 1. 
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Fig. 1 STM32F4 Physical 

2.2. Relay Modules 

This work is controlled by mobile phone APP, through 

the Internet of Things platform, the corresponding signal 

will be sent to the STM32 core board, and it will control 

each module. In order to save power, they will use a relay 

to control the switch of some modules, so that some 

non-working modules are in the off state when they are 

not working, this work uses the JQC-3FF-S-Z relay, the 

physical picture is shown in Fig. 2. 

 
Fig. 2 Relay Physical Diagram 

2.3. Driver Modules 

This work needs to be as precise as possible when it 

comes to pesticide spraying so that the pesticide can be 

sprayed where we need it, so we chose to use stepper 

motors and stepper motor drives. The physical drawing of 

the stepper motor and stepper motor drive is shown in Fig. 

3. 

 
Fig. 3 Physical drawings of stepper motors and stepper 

motor drives 

2.4. Mechanical components 

The mechanical part is designed as shown in Fig. 7, its 

motion system consists of two axes, X-axis and Y-axis, to 

control the position of the nozzle and the pump.  

The nozzle structure is to control different spraying 

methods and the pump structure is used to spray different 

concentrations of pesticides. The mechanical structure is 

modelled as shown in Fig. 4. 

 
Fig. 4 Mechanical structure modelling drawings 

The main issues considered in the design: Since the crops 

inside the greenhouse are scattered all over the place, a 

mechanical structure that can bring the nozzles and 

pumps to every part of the greenhouse is needed, they 

refer to the mechanical structure that controls the 

movement of the nozzles in the 3D printers, and they 

designed and chose the above solution. 

2.5. Sensor selection  

In order to obtain more information about the greenhouse, 

this work chooses a variety of sensors. The temperature 

and humidity sensor can always sense the temperature 

and humidity inside the greenhouse, which is convenient 

for the adjustment of the internal temperature of the 

greenhouse [6]; the light intensity sensor monitors the 

change of the light intensity inside the greenhouse, so as 

to judge what colour and intensity of light needs to be 

reinforced; the visual sensor can intuitively observe the 

growth status of the plants inside the greenhouse and 

transmit the information to the user's mobile phone APP, 

so as to achieve real-time monitoring. The digital 

temperature and humidity sensor, light intensity sensor 

and OpenMV are shown in Fig. 5. 

 

 
Fig. 5 The digital temperature and humidity sensor, light 

intensity sensor and OpenMV 

347



 Greenhouse Design Using Visual 

©The 2024 International Conference on Artificial Life and Robotics (ICAROB2024), J:COM HorutoHall, Oita, Japan, 2024 

2.6. Motion control of nozzles and pumps 

Motion control of spray nozzles and pumps means that 

the mobile phone APP or various sensors send signals to 

the main board, so as to control the spray nozzles and 

pumps to move according to the predetermined paths and 

speeds in the two-dimensional space through the 

cross-axis structure. They use stepper motors to drive the 

nozzles and pumps along the X-axis and Y-axis, and the 

rotation angle and speed of the stepper motors are 

controlled by pulse signals sent from the main board, and 

the frequency and number of pulse signals are determined 

by the concentration of pesticides that need to be 

configured [7]. 

The principle of this mechanism is to control the 

movement of X-axis and Y-axis by two motors at the 

same time, when the left and right motors are in the same 

direction, they move towards X-axis, and when the two 

motors are in the opposite direction, they move towards 

Y-axis. The simultaneous action of the two motors 

provides a more stable force than a single motor 

controlling one axis, and reduces the weight of one motor 

on the XY platform. The formula is shown in Fig. 6. 

 
Fig. 6 Formula 

2.7. Pesticide concentration configuration 

They will configure pesticides in different concentrations 

according to the needs of different crops  

There are several formulas for pesticide formulation:  

Conversion between per cent concentration and parts 

per million concentration: parts per million (ppm) = 

10,000 × per cent concentration  

Conversion between the multiplier method and the 

percentage concentration: Percent concentration (%) = 

(original concentration/dilution times) × 100  

Calculate the amount of diluent according to the active 

ingredient:  

Dilution of 100 times or less: Diluent dosage = Weight of 

the original agent × (concentration of the original agent - 

concentration of the formulated agent) / Formulation  

Concentration of formulated agent  

Dilution more than 100 times: Diluent dosage = weight of 

the original agent × concentration of the original agent / 

concentration of the formulated agent  

Calculate the amount of diluent by the multiplier method:  

Dilution less than 100 times: Diluent dosage = Original 

agent weight × Dilution times - Original agent weight  

Dilution more than 100 times: Diluent dosage = original 

agent weight × dilution times  

Mass percent concentration: Mass percent concentration 

(%) = solute mass/solution mass 100%  

Molar concentration: molar concentration (mol) = solute 

moles / solution volume (litres) [8]. 

Equivalent concentration: Equivalent concentration = 

gram equivalent of solute / volume of solution (litres) 

Mass-volume concentration: Mass - volume 

concentration = mass number of solute (grams or 

milligrams) / volume of solution (cubic metres or litres)  

2.8. Solar panel steering design 

A common method in solar panel steering design is 

to use a microcontroller and a photoresistor module to 

collect light intensity data in four directions, and then 

convert them into digital signals through ADC, and then 

drive the servo or stepper motor to adjust the angle of the 

solar panel through comparison and control algorithms.  

The specific calculation process is as follows:  

Collect light intensity data in four directions through 

ADC, respectively x0 , x1 , y0 , y1, and can take the 

average value several times to improve the accuracy. 

Calculate the difference between the two directions of 

light intensity, respectively, dx = x0 - x1 , dy = y0 - y1, 

these two values reflect the solar panel and the degree of 

deviation from the sun. Based on the positive, negative 

and magnitude of dx and dy, the direction and angle to be 

adjusted are determined. For example, if dx > 0 and dy > 

0, the solar panel needs to be rotated to the upper left; if 

dx < 0 and dy < 0, the solar panel needs to be rotated to 

the lower right; and if dx = 0 and dy = 0, the solar panel 

has been aligned with the sunlight.  

According to the direction and angle to be adjusted, 

calculate the corresponding PWM signals or pulse 

numbers, and then generate PWM signals or pulse signals 

to drive the servo or stepper motor to rotate the 

corresponding angle by timer interrupt or other means. 
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Repeat the above steps until dx and dy are close to zero, 

i.e. the solar panel is perpendicular to the sunlight. 

3. Software design 

3.1. Pesticide spraying design 

When the vision system detects that a plant is infested, it 

automatically feeds back a signal to the stepper motor 

system. The stepper motor system responds quickly and 

accurately drives the pesticide nozzle to position itself 

near the infected plant. The stepper motors then 

co-ordinate the spraying of the pesticide to ensure 

efficient and precise spraying of the pesticide in the 

affected area. This intelligent system not only responds to 

pest problems in a timely manner, but also provides a 

reliable solution for plant healthcare by maximising 

spraying efficiency through the collaborative operation of 

the vision system and stepper motors [3], [7]. The stepper 

motor working process is shown in Fig. 7. 

 
Fig. 7 The stepper motor working process  

3.2. Visual Inspection 

(1) Acquisition of plant leaf datasets 

They acquired a detailed and rich batch of plant leaf 

datasets and leaf disease datasets, a valuable resource that 

will fully support in-depth research. The data covers 

multiple dimensions, including plant growth, dynamics of 

physiological parameters, and the potential impact of 

environmental factors on tobacco quality. By carefully 

analysing this dataset, they will be able to gain insight 

into all aspects of plant growth. The plant leaf dataset is 

shown in Fig. 8, and the diseased plant dataset is shown 

in Fig. 9. 

 

 
Fig. 8 The plant leaf dataset 

 

 
Fig. 9 The diseased plant dataset 

(2) Annotate 

He carefully and systematically annotated the leaf dataset 

and leaf disease dataset of this batch of plants. Through 

the annotation scheme designed by him, he captured and 

recorded the characteristics of the plants at different 

growth stages, from roots to leaves, from physiological 

parameters to environmental adaptations. And he 

captured the characteristics of plants suffering from pests, 

diseases and so on. This kind of annotation not only 

enriches the connotation of plant data, but also lays a 

solid foundation for subsequent data analysis and model 

construction. The process diagram of leaf annotation is 

shown in Fig. 10, and the process diagram of disease 

point annotation is shown Fig. 11. 

 
Fig. 10 The process diagram of leaf annotation 

 
Fig. 11 The process diagram of disease point annotation 

(2) Identification 
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Through CNN neural networks, he successfully 

implemented the functions of leaf recognition and pest 

identification [9], and cleverly combined them to form an 

efficient and comprehensive system. Through deep 

learning and computer vision techniques, he accurately 

recognised different types of tobacco leaves in the leaf 

images, and based on this, the system was able to keenly 

detect possible insect pests through careful algorithm 

design. The leaf recognition and pest recognition diagram 

is shown in Fig. 12. The final recognition result is shown 

in Fig. 13. 

 
Fig. 12 The leaf recognition and pest recognition diagram 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 13 The final recognition result 

3.3. Optimisation 

Since the disease target is very small, the sensory field of 

the original smallest detection head is still larger than the 

size of the target, so it is necessary to improve the 

original network, starting from the optimisation algorithm, 

firstly, the activation function is improved, they use leaky 

relu activation function in the middle layer, and the 

S-type activation function is selected for the last detection 

layer, and at the same time, the mish activation function 

is used; and the loss function is improved , using the 

CIOU loss as the loss of the bounding box, which can 

bring faster convergence speed at the same time, have 

better performance [10]. The activation function is shown 

in Fig. 14. 

  
Fig. 14 activation function 

4. Experiment 

4.1. Pesticide spraying programmes 

In the smart greenhouse system, they have introduced an 

advanced disease monitoring and prevention mechanism. 

Once the system recognises the presence of a plant 

disease, the automated control system is instantly 

activated, transferring the information to the stepper 

motor system. The stepper motors precisely manoeuvre 

the pesticide nozzles to move to the exact location of the 

infected plant. The intelligent system then implements 

precise and efficient spraying according to a pre-set 

pesticide spraying programme to maximise the 

suppression of the spread of the disease. 

Future research directions include further optimising 

disease detection algorithms, improving the system's 

ability to accurately identify different disease types, and 

incorporating advanced pesticide selection and use 

techniques to achieve more precise and sustainable 

disease prevention and control strategies. Such 

innovations will lead to more sustainable and efficient 

plant health management solutions in the field of smart 

agriculture. 

4.2. Mobile Application Programming 

By running a well-designed mobile application, he 

successfully implemented a real-time greenhouse 

monitoring system on his mobile phone. The application 

provides an intuitive and detailed user interface that 

enables users to easily monitor the status of the 

greenhouse remotely and access key environmental 

indicators in real time. Users can easily access data such 

as temperature, humidity, light and soil moisture, as well 
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as plant growth conditions in each area of the greenhouse, 

anytime, anywhere, using their smartphones [11]. 

Through the mobile app, users can set customised 

alarm thresholds, and the system will immediately send 

notifications to alert users of any abnormal changes in 

environmental conditions. This real-time monitoring and 

response mechanism provides users with timely decision 

support, enabling them to quickly take the necessary 

measures to safeguard plant health and growth. 

In addition, the mobile app supports remote control 

of the greenhouse system. Users can adjust parameters 

such as temperature control, humidity regulation, light 

management, and irrigation system through the mobile 

phone to achieve intelligent remote control of the 

greenhouse environment. Such flexibility enables users to 

make adjustments according to real-time changing needs, 

improving the adaptability and operability of the 

greenhouse system. The running diagram of the 

programme is shown in Fig.15. 

 
Fig. 15 The running diagram of the programme 

5. Conclusion 

Nowadays, with the rapid development of artificial 

intelligence and Internet of Things technology, the 

visualised smart greenhouse designed in this paper is 

precisely in line with the trend of technological 

development, combining the knowledge of 

microcontroller, machine vision, artificial intelligence, 

and many other things with each other to form a complete 

system, and it is believed that in the future, this design 

will be more widely used in the agricultural market. This 

design combines the knowledge of multiple disciplines, 

improves the human-computer interaction experience, 

and improves efficiency while protecting people's safety, 

and I believe that the demand for this type of product in 

the agricultural market will grow. 
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Abstract 

The work is centered on ROS and integrates speech recognition and natural language processing modules to 

enhance the environmental awareness of the stroller and monitor the baby's condition to ensure a timely and 

appropriate response. The Raspberry Pi is the main control unit of the stroller and connects to a cloud-based IoT 

platform via the MQTT protocol. The platform facilitates seamless communication between the Raspberry Pi and 

cloud data for efficient data visualization on mobile devices. This innovative solution solves the challenge of 

balancing parental responsibilities with career advancement, promoting healthier and happier babies while allowing 

parents to maintain a harmonious work-life balance. 

Keywords: Natural Language Processing, MQTT Protocol, Data Visualization, Cloud Computing, Raspberry Pi 

 

1. Introduction 

  In order to reduce greenhouse gas emissions and at the 

same time enhance the safety and interactivity of the 

stroller, this work designs a modular photovoltaic 

intelligent portable stroller system with active safety, 

micro-environmental monitoring and remote monitoring 

of mobile terminals [1], and carries out a scientific and 

intelligent design of the software and hardware of the 

photovoltaic environmentally friendly portable stroller 

movement system and monitoring system [2]. 

The work uses polycrystalline solar panels to charge 

lithium-ion batteries, sets three power modes, and adopts 

aluminum alloy and other carbon-saving materials, which 

helps to reduce air pollution and greenhouse gas 

emissions, and responds to the national call for promoting 

green and low-carbon development [3]. The work uses 

STM32 development board as the bottom control center, 

and DC motor and drive circuit to build the bottom drive 

system hardware; adopts ROS as the core, and applies 

IoT technology with voice recognition and natural 

language processing module to realize the stroller's 

perception of the surrounding environment and the baby's 

state and make appropriate responses; adopts Raspberry 

Pi as the upper host computer of the stroller, and builds a 

cloud IoT platform and a cloud IoT platform based on 

MQTT protocol, and uses Raspberry Pi as the upper host 

computer. Raspberry Pi is used as the host controller of 

the stroller, and a cloud-based IoT platform based on 

MQTT protocol is built and the interaction scheme 

between Raspberry Pi and cloud data is designed to 

realize the convenient interaction function of data 

visualization in the mobile terminal [4]. 

The rest of the paper is organized as follows. The 

second part introduces the system program design. The 

third part introduces the working principle of the stroller, 

which includes the design of automatic following and 

safe obstacle avoidance function, automatic cradle 

function design, microenvironment sensing system design, 

baby crying sound sensing and recognition design and 

baby expression recognition design. The fourth part 

summarizes the main content of this paper. 

2. System Programming 

The team carried out the overall design and technical 

analysis of the system for the modular photovoltaic smart 

eco-friendly baby stroller. The function realization part of 

the stroller is a set of integrated motion device, which 

contains modules such as automatic cradle, autonomous 

following, etc.; and the monitoring part is a complete set 

of intelligent IoT solutions, which contains modules such 

as intelligent interaction, active safety, and visual 

surveillance [5]. The multi-angle view of the smart 

eco-friendly stroller is shown in Fig.1. 
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Fig. 1 The multi-angle view of the smart eco-friendly 

stroller 

The modular photovoltaic intelligent eco-friendly stroller 

realizes the corresponding functions by controlling a 

variety of intelligent modules such as motor drive module, 

autonomous motion module, automatic brake module, 

automatic bed shaking module, deep learning module, 

visual monitoring module, intelligent interaction module 

and so on through the embedded system, and the 

intelligent system based on the Internet of Things (IoT) 

can make the stroller connected to the mobile terminal 

and provide real-time feedback for the parents on all 

kinds of information of the baby in the stroller. The 

system block diagram is shown in Fig. 2. 

 

Fig. 2 The system block diagram 

The sensor data collected by the controller is susceptible 

to external interference and is not highly accurate. In this 

work, different sensor data types are processed by mean 

filtering, weighted recursive average filtering, median 

filtering, Kalman filtering, dithering filtering, first-order 

hysteresis filtering, etc., and the data accuracy is 

improved. The schematic diagram of data processing is 

shown in Fig. 3. 

 
Fig.3 The schematic diagram of data processing 

3. How Strollers Work 

3.1. Automatic Following and Safe Obstacle 

Avoidance Function Design 

The automatic following function is calculated by the 

ultrasonic distance measuring module through the 

acoustic wave reflection time length, to get the distance 

between the stroller and the person being followed, and 

through the PID algorithm to control the motor drive 

module to make the distance between the stroller and the 

person being followed stay within the set range [6]; the 

safety obstacle avoidance function also uses the 

ultrasonic distance measuring module to measure the 

distance, when the distance between the stroller and the 

obstacle in front of the stroller is less than the set value, 

the stroller brakes and stops. When the distance between 

the stroller and the obstacle in front is measured to be less 

than the set value, the stroller brakes and stops. In signal 

processing, Kalman filtering algorithm will be used to 

eliminate other interferences, to ensure that the smart 

stroller follows accurately, so that parents can have a 

more secure experience.  

3.1.1. Distance Measuring Sensor 

The ultrasonic distance module was selected for the 

distance sensor. Use low power consumption, low price 

and easy to connect HC-SR04 ultrasonic distance sensor. 

The module uses a transceiver split probe to range objects 

within a distance of 1cm-6m, to achieve the function of 

avoiding obstacles and following people. Ultrasonic 

distance measurement structure is shown in Fig. 4. 
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Fig. 4 Ultrasonic distance measurement structure 

The team added temperature and humidity sensors to the 

work, thus using different speeds of sound for distance 

measurements by monitoring different temperatures, 

increasing the accuracy of the distance measurements and 

further securing the safety of the stroller. The 

temperature-speed of sound relationship graph is shown 

in Fig. 5. 

 
Fig. 5 The temperature-speed of sound relationship graph 

3.1.2. Bluetooth Module 

The system uses HC-05 Bluetooth module to realize 

two-way wireless function, through the micro-controller 

control device and voice control system communication, 

to realize the remote control cradle car front and back, 

left and right in all directions, or cell phone APP connects 

to Bluetooth to realize the cell phone APP control 

movement [7]. The cell phone Bluetooth app interface is 

shown in Fig. 6. 

 
Fig.6 The cell phone Bluetooth app interface 

3.2. Automatic Cradle Function Design 

The design adopts the temperature and humidity 

compound sensor DHT11. It has humidity measurement 

elements to measure humidity and NTC temperature 

measurement elements to measure temperature, and its 

correction factor is stored in OTP memory by program. 

3.2.1. Cradle Control Functional Design 

The function of this module is divided into 

semi-automatic bionic rocking and fully automatic bionic 

rocking. When the semi-automatic cradle is turned on, 

parents can control it by connecting the cell phone APP 

through the Bluetooth module, and the stroller will 

simulate the parents' shaking once for every click on the 

turn on automatic shaking button; while when the fully 

automatic cradle is turned on, the automatic cradle 

module will work together with the cry detection module 

and the camera to automatically turn on the automatic 

cradle function when the baby's cry is detected and the 

function will decide the direction and strength of shaking 

according to the baby's posture fed back by the camera. 

This function will decide the direction and strength of 

rocking according to the baby's posture feedback from the 

camera, so that the baby is in the most comfortable cradle 

environment. 

3.2.2. Attitude Sensing Module 

The stroller is equipped with posture sensing module 

MPU6050, which sets the balance state data limit, 

autonomously monitors the swinging condition of the 

cradle without voice control [8], and the Raspberry Pi 

accepts the data and transmits it to the control board, 

which ensures that the cradle is always kept in a 

horizontal state without human intervention, providing 

safety for infants and toddlers to move around in the 

cradle. The test results of the attitude sensing module are 

shown in Fig. 7. 

 
Fig.7 The test results of the attitude sensing module 
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3.2.3. Voice Interaction Module 

The stroller is also equipped with voice interaction 

module LD3320, which can recognize the user's 

commands and make corresponding interactive 

commands. Considering that some babies are 

accustomed to listening to their parents' voices to sleep, 

when the stroller is told to "play mommy's words" or 

other commands, it will play the audio recorded by the 

parents in advance to coax the child to sleep, which 

reduces the pressure on parents' childcare. The test data 

of the voice interaction module is shown in Fig. 8. 

 
Fig.8 The test data of the voice interaction module 

3.3. Design of Microenvironment Sensing Systems 

Sensing system design, temperature and humidity sensors 

can monitor the temperature and humidity in the stroller, 

when the temperature is too high, it will remind the baby 

moms and dads through the cell phone to ventilate in time, 

and when the humidity is too low, it will prompt the baby 

moms and dads to turn on the humidification device; the 

light intensity sensor automatically senses the strength of 

the light around the sun, and when it meets with the 

strong light environment, the sunshade will automatically 

extend and unfold, and play the effect of the sun, and if 

the baby moms and dads want to let their children 

sunbathe in the sun, they can turn it off the automatic 

sun-shading function through the cell phone app and turn 

the sunshade on. 

3.3.1. Light Intensity Sensor 

BH1750 internal by the photodiode, operational amplifier, 

ADC acquisition, crystal, etc. PD diode through the 

photovoltaic effect will be converted into an input light 

signal into an electrical signal, amplified by the 

operational amplifier circuit, the voltage collected by the 

ADC, and then through the logic circuit is converted into 

a 16-bit binary number stored in the internal registers, in 

short, is that the stronger the light, the greater the 

photocurrent, the greater the voltage is. larger, and using 

its high resolution can detect a larger range of light 

intensity changes. 

3.3.2. Temperature and Humidity Sensor 

DHT11 is a temperature and humidity composite digital 

signal sensor, the sensor to digital acquisition technology 

and sensor technology integrated development, with 

years of market reputation and excellent performance. 

The sensor's clever single-wire serial interface design 

scheme, so that power consumption, volume has a greater 

reduction in the extremely demanding scenarios, the 

sensor can still maintain good performance and stability. 

The temperature and humidity sensor operation interface 

is shown in Fig. 9. 

 
Fig.9 The temperature and humidity sensor operation 

interface 

3.4. Infant Cry Sensing and Recognition Design 

Infant cry perception and recognition design uses a cry 

recognition system, when the baby cries, the detection 

device will receive the cry signal, and then filtering 

processing, feature extraction through the basic acoustic 

features to get the feature data [9]. The results of the 

human infrared sensor test are shown in Fig.10. 

 
Fig.10 The results of the human infrared sensor test 

3.4.1. Sound Classification Algorithm Based on 

Inception-v4 network 

By studying Dunstan's theory of infant cry classification, 

our team collected videos and audios of infant cries from 

video websites and manually edited and labeled them to 

obtain the speech spectrograms of five categories of 

infant cry sound samples, which are the speech 
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spectrograms of sound samples of cries due to wanting to 

hiccup, being uncomfortable, feeling sleepy and wanting 

to go to sleep, being hungry and wanting to eat, and being 

bloated and in pain in the abdomen [10]. The five kinds 

of speech maps are shown in Fig. 11. 

 
Fig. 11 The five kinds of speech maps 

3.4.2. Network Model Structure Details 

The database used in the work is the personal 

self-constructed infant crying database described in this 

paper, with a total of 7,500 spectrograms converted from 

infant crying data. In the experiment, the team used 6500 

infant crying speech maps as a training set and 1000 

infant crying speech maps as a test set. The categories 

were categorized using Oberschländerstein's theory of 

baby crying for 5 categories, which were manually 

labeled. 

The tool used to build the network is the Tensorflow deep 

learning framework, and the task of categorizing different 

categories of infant cries is accomplished by modifying 

the Inception-v4 network model. The upper computer 

gives different feedback for different cries as shown in 

Fig. 12. 

 
Fig. 12 Different feedback for different cries 

3.5. Baby Expression Recognition Design  

The baby expression recognition system consists of four 

main components, namely: baby expression image 

acquisition and detection, baby expression image 

preprocessing, baby expression image feature extraction, 

and matching and recognition. 

3.5.1. Image Acquisition and Detection of Baby 

Expressions 

In terms of baby expression image capture, different baby 

expression images can be captured by the camera lens. 

When the baby is within the capture range of the capture 

device, the capture device automatically searches and 

captures the baby expression image; baby expression 

detection is mainly used in practice for preprocessing of 

baby expression recognition, i.e., accurately calibrating 

the position and size of the face in the image. Baby 

expression images contain rich pattern features, such as 

histogram features, color features, template features, 

structural features and Haar features [11]. Baby 

expression detection is to pick out this useful information 

and use these features to achieve baby expression 

detection. Baby expression detection is shown in Fig. 13. 

 
Fig. 13 Baby expression detection 

Mainstream baby expression detection methods use 

Adaboost learning algorithm based on the above features, 

which combines some of the weaker classification 

methods together to combine new very strong 

classification methods, which can effectively improve 

the detection speed of the classifier. 

3.5.2. Baby Expression Image Preprocessing 

Image preprocessing for baby expressions is a process of 

processing images and ultimately serving feature 

extraction based on face detection results. The original 

image acquired by the system often cannot be used 

directly due to the limitations of various conditions and 

random interference, and it must be subjected to image 

preprocessing such as grayscale correction and noise 

filtering in the early stage of image processing. For the 

baby expression image, the preprocessing process mainly 

includes light compensation, gray scale transformation, 

histogram equalization, normalization, geometric 

correction, filtering and sharpening of the baby 

expression image. 

3.5.3. Baby Expression Image Feature Extraction 

The methods of infant expression feature extraction are 

summarized into two main categories, one is the 

knowledge-based characterization method; the other is 

the characterization method based on algebraic features 

or statistical learning. 

Knowledge-based characterization methods are mainly 

based on the shape description of infant expression 

organs and the distance characteristics between them to 

obtain feature data that help to classify infant expressions. 

Infant expression consists of eyes, nose, mouth, chin and 
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other localities, the geometric description of these 

localities and the structural relationship between them 

can be used as an important feature for recognizing the 

face; the basic idea of the algebraic feature-based method 

is to transform the high-dimensional description of the 

face in the spatial domain into a low-dimensional 

description in the frequency domain or in other spaces, 

and the characterization methods are the linear projection 

characterization method and the nonlinear projection 

characterization method. 

3.5.4. Image Matching and Recognition of Baby 

Expressions 

The feature data of the extracted baby expression image 

is searched and matched with the feature templates stored 

in the database, and the result obtained from the matching 

is outputted by setting a threshold value when the 

similarity exceeds this threshold value. Baby expression 

recognition is to compare the face features to be 

recognized with the obtained baby expression feature 

templates, and to judge the baby state information based 

on the degree of similarity. 

4. Conclusion 

The Modular Photovoltaic Environmentally Friendly 

Portable Stroller's is dedicated to innovatively solving 

social problems through a modular photovoltaic smart 

portable stroller system, while reducing greenhouse gas 

emissions and enhancing the safety and interactivity of 

the stroller. The work uses polycrystalline solar panels, 

aluminum alloy and other environmentally friendly 

materials, as well as three power modes, fully responding 

to the initiative of green and low-carbon development. In 

terms of hardware design, the STM32 development board 

builds the underlying control center and implements the 

active safety and motion system. In terms of software, 

ROS serves as the core, combining with IoT technology, 

speech recognition and natural language processing to 

equip the stroller with the ability to intelligently sense 

and respond to the surrounding environment and the 

baby's state. Through the Raspberry Pi as the host 

controller of the upper computer, a cloud-based IoT 

platform based on the MQTT protocol is built, which 

realizes the convenient interaction of data and the 

visualization and monitoring of the mobile terminal. By 

improving the intelligent level of the stroller, it enables 

parents to better balance their work and family 

responsibilities, and realizes the further penetration of 

intelligence and advancement in the field of childcare. 
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Abstract 

"Teenage Mutant Ninja Turtles - Bionic Quadrupedal Rescue Robot is a quadrupedal robot based on the principle 

of bionics, inspired by the quadrupedal animals in nature. The robot has rescue and life detection capabilities and 

can perform rescue operations at disaster sites. The design of the robot enables it to operate efficiently and stably 

in complex environments, and at the same time it has the qualities of bravery and toughness, which are in line with 

the image of the Teenage Mutant Ninja Turtles. The robot can be used in a wide range of application scenarios, 

such as earthquake, fire and other disasters, to provide more efficient and safer support for rescue work. 

Keywords:Biomimetic Machinery,Artificial Intelligence, Life Detection, Wifi Module 

 

 

1. Introduction 

With the development of society, mankind is faced with 

more and more natural disasters and man-made accidents, 

such as earthquakes, fires and mining accidents, which 

often result in a large number of casualties and property 

losses, bringing great harm to society. At the scene of 

these disasters, rescuers often need to risk their lives to 

enter the danger zone to carry out life detection, 

environmental exploration, material transportation, etc. 

Constrained by the number of rescuers, capacity, 

equipment, time and other factors, it is difficult to 

achieve high efficiency, safety and comprehensiveness 

[1].  

To solve this problem, a bionic quadruped rescue robot 

called "Teenage Mutant Ninja Turtle" has been 

developed. The animated image of "Teenage Mutant 

Ninja Turtles" is a brave, invincible and courageous little 

turtle, and the rescue robot designed by the team has the 

same qualities of bravery and toughness, "Teenage 

Mutant Ninja Turtles" animated image is a brave, 

invincible and courageous little turtle, and the rescue 

robot designed by the team has the same qualities of 

bravery and toughness essence of the spirit, and therefore 

the name of this rescue robot for the "Teenage Mutant 

Ninja Turtles". The legs of "Ninja Turtle" use eight 

servos as joint actuators, and the legs can be replaced 

with wheel-type, bionic foot-type, negative pressure 

suction cup-type and three kinds of modularized 

structures to cope with different working scenarios, such 

as flat, rugged,vertical and muddy.It is equipped with 

acoustic obstacle avoidance system with superb 

obstacle-crossing ability.It is also equipped with 4G 

infrared transmission for working in dark environments 

and entering collapsed pits for life detection and 

environmental exploration [2].  

The rest of this article is organized as follows. Part II 

describes the modules used in the hardware system 

design. Part III describes the design of the bionic mobile 

joint. Part IV builds the model and tests to determine the 

foot structure. Part V summarises the main points of the 

paper [3], [4].  

2. The Hardware System Design 

In terms of hardware design, the Teenage Mutant Ninja 

Turtles Bionic Quadrupedal Rescue Robot has been 

carefully PCB-drawn, including the design and layout of 

several key modules, to ensure the stable and efficient 

operation of the robot. The design of the PCB board is 

shown in Fig. 1. 
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Fig. 1 The design of the PCB board 

2.1 Circuit module section 

Buck modules are an important part of power 

management, used to reduce the input voltage to a 

suitable operating voltage for each electronic component, 

helping to ensure system stability and power efficiency. 

2.2 Motor drive module 

Used to control the robot's motors, using PWM to control 

the speed and direction of the motors. 

2.3 Bluetooth module 

Enables the robot to communicate with external devices 

over Bluetooth, providing a convenient way for remote 

control and data transfer. 

2.4 Ultrasonic sensors 

Measures distance by sending and receiving ultrasonic 

signals for obstacle detection, navigation and localisation, 

providing robots with environmental awareness. 

2.5 Wi-Fi wireless mapping module 

Using the Wi-Fi wireless mapping module, the robot can 

transmit real-time images and video streams to remote 

devices, providing powerful support for teleoperation and 

environmental exploration [5].  

The hardware design is shown in Fig. 2.  

Fig. 2 Hardware design Hardware design 

3. Design of bionic mobile joints 

The parts design drawing is shown in Fig. 3. Detailed 

descriptions of functions and uses are shown in Table 1. 

 

Fig. 3 Component design drawing 

Table 1 Functions and uses 

Functions and Uses 

Connecting 

rod 

 

 

bear 

 

 

 

Servo 1 

 

Servo 2 

 

shafts 

 

 

 

 

suction pad 

Transmission elements for 

connecting different joints and 

actuators to ensure coordinated 

movement of the robot's limbs 

Used to provide a rotational 

connection that allows the robot's 

joints to rotate freely without 

excessive friction 

Used to control the swinging 

motion of the thighs 

For controlling the elevation 

movement of the lower leg 

Allows the robot to control the 

attachment and release of suction 

cups by varying air pressure, thus 

enabling the ability to climb and 

attach to different surfaces 

Uses a vacuum or pneumatic 

system to create a suction force to 

enure that the robot is firmly 

attached to the target surface. 

A sophisticated system has been designed for Teenage 

Mutant Ninja Turtles Bionic Quadrupedal Rescue Robot 

in Pneumatic Adsorption System. The system has a 

strong adsorption and climbing function and ensures 

strong adsorption by negative vacuum -55KPa. The 

suction cups can withstand wall loads from 1.25kg to 

1.7kg, allowing the robot to safely support its own 

weight and other additional loads. The design of the 

pneumatic adsorption system is complex and requires 

consideration of material selection, airflow control, 

negative pressure generation and other factors to ensure 

that the robot performs reliably in a variety of 

environments. Such systems are not only used in bionic 

robots, but are also widely used in industrial automation, 

glass suction handling, and handling equipment [6]. The 

pneumatic adsorption system is shown in Fig. 4. 
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Fig. 4 Pneumatic adsorption system 

4.Modelling and Testing 

4.1 Multi-body dynamics modelling 

In the mechanism dynamics simulation, a multi-body 

dynamics model is adopted, focusing on the kinematic 

mechanism of the robot leg, and the swinging of the 

thigh joint, the lifting and lowering of the calf joint, and 

the linkage between the thigh joint and the calf joint are 

simulated and analyzed, respectively [7]. And the model 

diagram is shown in Fig. 5. 

 

Fig. 5 Multi-body dynamics model 

4.2 Stress and deformation maps 

The structure of the Teenage Mutant Ninja Turtles 

(TMNT) bionic quadrupedal rescue robot was studied in 

depth in a finite element static analysis to evaluate its 

performance under different workloads and 

 environmental conditions. This analysis includes 

the generation of stress and deformation maps, as shown 

in Fig. 6. 

 

Fig. 6 Stress and deformation cloud diagrams 

Stress distributions also help to ensure that the robot 

does not suffer from material fatigue or damage during 

operation; deformation clouds show how the robot's 

structure deforms under different loads. They are 

presented through colour coding or arrows to visualise 

the change in shape of the robot under stress. 

5.System testing and results 

Continuous optimizations and upgrades are performed to 

ensure good product performance.  Through continuous 

product iterations, system testing and results are closely 

monitored to validate and improve the effectiveness of 

each iteration round. Over the course of the program's 

continuous development, five generations of products 

have been witnessed with significant progress and 

improvements.Firstly, the first generation of the product 

identified a quadrupedal structural solution with a 

four-link structure, which significantly enhanced the 

airframe's manoeuvrability. However, this was only the 

beginning [8]. The first generation is shown in Fig. 7. 

 

Fig. 7 First generation products 

Subsequently, the introduction of the second 

generation of the robot brought significant improvements 

with the adoption of a high torque servo, MG996, to 

make the robot more agile and the introduction of 

modularly designed legs to improve ease of maintenance. 

The second generation is shown in Fig. 8. 

362



Hongpi Zhao, Yingfan Zhu, Zhihan Zhao, Xin Liang, Lei Lv, Yizhun Peng 

 

©The 2024 International Conference on Artificial Life and Robotics (ICAROB2024), J:COM HorutoHall, Oita, Japan, 2024 

 

Fig. 8 Second-generation products 

The third generation product further extends the 

function by adding tail and head structure, introducing 

automatic obstacle avoidance function and wireless 

mapping technology to make the robot more intelligent 

and adaptable to different environments. The third 

generation product is shown in Fig. 9. 

 

Fig. 9 Third-generation products 

The highlight of the fourth generation is the addition 

of tracks and McNamee wheels, which give the robot the 

ability to not only move in all directions, but also steer in 

a more flexible manner. The fourth generation is shown 

in Fig. 10. 

 

Fig. 10 Fourth generation products 

Finally, the fifth generation product has undergone an 

in-depth industrial design to resemble the appearance of 

the robot to a turtle, giving it a more vivid and adorable 

image and enhancing its user-friendliness. The fifth 

generation product is shown in Fig. 11. 

 

Fig. 11 Fifth generation products 

At each iteration stage, we conducted system tests and 

analysed the results to ensure stability and performance 

optimisation of the new features. These tests included the 

robot's performance in various terrains and environments, 

its manoeuvrability, the reliability of the automatic 

obstacle avoidance function, the effectiveness of 

omnidirectional movement, and the aesthetic design. 
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Abstract 

The Complex environmental grass grid growers based on adaptive suspension adopted the high-performance stm32 

as the master chip, and use the Bluetooth communication module, so that users can easily control the vehicle 

driving, feeding and the posture of the pressing wheel through the mobile phone application. In addition, we have 

introduced new mechanical structures such as adaptive suspension to ensure effective planting of grass squares in 

complex terrain such as sloping land. Our vehicle uses a Mecanum wheel motion system to squeeze seeds by 

rotating the friction wheels at high speed. 

 

Keywords:STM32F103ZET6, Adaptive suspension, Machine vision, Machine learning 

 

1. Introduction 

In recent years, severe weather has become more and 

more frequent. In some inland China, the rainfall is 

decreasing year by year, and the land desertification is 

becoming increasingly serious. The sharp decrease of 

arable land has led to the harsh environment such as 

yellow sand, which seriously affects People's Daily life. 

With the scientific concept of development to today's 

clear waters and green mountains are gold and silver 

mountains, China has formed a set of localized sand 

control route: grass square sand fixing. Grass square sand 

is getting more and more attention because of its 

extraordinary sand prevention effect [1]. However, most 

of the existing grass square planting methods in China are 

still artificial. Although there has been professional grass 

planting equipment in recent years, the investigation and 

interview found that most of the machines can only be 

applied to flat land. Under rolling roads and dune 

landforms, there is no machine to plant, and it is still 

manual work. The harsh and changing environment in the 

desert greatly increases the risk of manual work [2].  

In order to conduct the actual test of the developed 

grass square planting system, the team designed and 

developed the corresponding mechanical structure that 

can control the movement and integrate the feeding and 

planting. In the circuit of this project, the stm32 

microchip as the main control chip and the Bluetooth as 

the communication module can control the walking, 

feeding and grass wheel posture of the vehicle through 

the mobile phone APP [3], and then complete the grass 

square planting in the slope with the new adaptive 

suspension and other mechanical structures. The method 

is the McNham wheel motion system, which uses the 

motor to drive the friction wheel and squeeze the tennis 

ball at high speed to launch, and uses STM32 to control. 

The remainder of this paper is organized as follows. 

The second part introduces the mechanical structure 

design for the implementation of the robot function. In 

the third part, the hardware circuit design of the robot is 

given. In the fourth part, the electronic control program 

design of the robot is given. The fifth part summarizes 

the main content of this article. 

 

2. A Mechanical Structure Design 

2.1. An Adaptive structure design 

In the four-wheel movement system, the front and rear 

wheels on the same side are connected by the connecting 

rod structure shown in the figure, and the left and right 

side connecting rods are connected through two sets of 
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swing arm structure. The swing arm can move up and 

down through the linear bearing, and finally the left front 

wheel and the right rear wheel move up and down 

synchronously, and the left rear wheel and the right front 

wheel move up and down synchronously. The above 

structure can realize the all-directional adaptive of 

various slope landforms, and can operate in the desert 

undulating terrain [4]. Adaptive suspension diagram is 

show in Fig. 1. 

Fig. 1 Adaptive suspension diagram 

2.2. An Electric swing arm link design 

In order to better adapt to the undulating terrain such as 

desert and Gobi, the wheel group hanging swing arm is 

designed with three degrees of freedom, which can meet 

the rotation of Pitch axis, Yang w axis rotation and Y axis 

sliding at the same time. 

The following is the details of the upper and lower 

movement of the swing arm: the village sleeve and the 

screw set the distance between the two steel swing arms, 

the flange is fixed on the swing arm through the screw, 

the straight bearing is fixed on the flange by welding, and 

the steel column is fixed on the steel plate 1 and 2 with 

the screw, thus fixed on the frame. The linear bearings 

can move up and down around the steel column or rotate. 

Structural details of the swing arm connecting rod contact 

point: the sliding shaft and the crosshead are fixed, 

through the sliding shaft, the sliding coat can be rotated 

by a small margin, and the swing arm can be rotated 

around the shaft through the thrust bearing and steel 

column. The distance of the distance is fixed between the 

two links by rigid jacket. Through the above mechanism, 

the movement realizes the slip and the rotation on the 

whole node space.[5]Details of the swing arm mechanism 

is show in Fig. 2. 

 

 

 

 

 

 

Fig. 2 Details of the swing arm mechanism 

2.3. A Material supply design 

The double output motor 1 is flange and the power is 

transferred to the roller 4. The roller is fixed on the 

aluminum pipe base through the bearing and steel shaft. 

The roller connected with the motor is the active wheel, 

and the roller not connected with the motor serves as the 

driven wheel. 

During operation, the motor rotates, the active roller 

rotates, the active roller and the driven roller pre-tighten, 

the active rod rotates and drives, and produces friction 

with the grass between the main and slave roller, so as to 

realize the feeding function. 

The slot explains: adding the slot can realize the 

adjustment of forage with different thickness and width, 

so as not to produce excessive stress between the rollers 

and increase the practical service life of the structure. 

Material supply mechanism diagram is show in Fig. 3. 

 
Fig. 3 Material supply mechanism diagram 

2.4. A Management mechanism design 

This structure adopts multi-link structure, through the 

rotating motion into linear motion, drive the upper rod 3 

rotate around the hinge 8 , the swing of the upper rod 3 

will make the shock absorber 4 compression, then 

transfer the force to the lower rod 6 , the lower rod 6 will 

rotate around the steel shaft centering by the horizontal 

support, so as to realize the upper and lower movement of 

the pressing wheel. 

According to the calculation and analysis, the 

structure has only one degree of freedom, so the control 

of the structure can be fully realized by controlling the 

number of circles turned by the motor, and the structure is 
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simple and easy to use. Managing mechanism diagram is 

show in Fig. 4. 

 

Fig. 4 Managing mechanism diagram 

2.5. A Design of shock absorption structure 

(1) The function of the shock absorber 

⚫ Realize the transmission of force; 

⚫ The expansion of the shock absorber 4 can 

ensure the balance between the grass pressing 

wheel and the ground of the force, to ensure 

the quality and efficiency of planting; 

⚫ Bear the impact of the irregular ground, protect 

the vehicle structure, improve the service life; 

(2) Advantages: This system does not use the rigid 

connection, but uses the shock absorber as a flexible 

connecting rod, thinking from suspension, 

innovative application solved the rolling road may 

produce the disadvantages of rigid stress stress 

structure, and by ensuring the range between the 

ground wheel always small fluctuations and always 

fit the ground, so the car can not only in the plane 

planting, but also can be in the plane planting (slope, 

tunnel, etc.), and has the very good practical 

application [6]. Damper is show in Fig. 5. 

 
Fig. 5 Damper 

3. A Hardware Circuit Design 

3.1. STM32F103ZET6 Master control module 

Up to 8 timers, containing a separate watchdog timer and 

a window-type timer, allowing for automatic microreset. 

This chip has up to 72 MHz working frequency. The bus 

system is a synchronous serial peripheral interface that 

enables the MCU to communicate with various 

peripherals in a serial manner to exchange information. 

The MCU architecture features an easy-to-use STM 32 

platform ideal for motor drive [7]. STM32F103ZET6 

Master control module is show in Fig. 6. 

 

Fig. 6 STM32F103ZET6 

3.2. A4988 Stepper motor drive module 

Can adapt to the effects of various natural environments 

to better achieve work in harsh environments. The 

selected A4988 DMOS micro-step drive module with 

converter and overcurrent protection has more stable 

performance. A4988 Stepper motor drive module is show 

in Fig. 7. 

 

Fig. 7 A4988 Stepper motor drive module 

3.3. The HC-12 Bluetooth module 

The super-long transmission distance and acceptance 

performance of the Bluetooth module can well realize the 
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purpose of long-distance control. The HC-12 Bluetooth 

module is show in Fig. 8. 

 

 
Fig. 8 The HC-12 Bluetooth module 

3.4. L298N DC motor drive module 

L298N can be used to drive our 12V DC deceleration 

motor, L298N can directly control the motor, set the 

control level through the I / O input of the main control 

chip, can drive the motor forward reversal, simple 

operation, good stability, can meet the high current 

driving conditions of the DC motor. L298N DC motor 

drive module is show in Fig. 9. 

 

Fig. 9 L298N DC motor drive module 

3.5. 12V DC deceleration motor 

12V DC deceleration motor is widely used, because its 

excellent performance is often used in smart home, 

electronic products, smart car driver, precision medical 

equipment, etc. In this grass square unmanned planting 

car, the price is appropriate, product depression purchase 

and assembly and other excellent performance. L298N 

DC motor drive module is show in Fig. 10. 

 

 

Fig.10 L298N DC motor drive module 

3.6. Circuit logic control 

The overall electrical route of the machine is arranged to 

make the machine line structure stable and safe, and will 

not be damaged due to external or internal interference, 

especially for the line layout where the line is 

concentrated. Circuit chassis design makes most of the 

circuit placed in the back of the body, increase the 

convenience of human-machine interaction, while the 

circuit, convenient line arrangement. 

Select the power line, signal line and other electronic 

components needed for the robot, reasonably arrange the 

line of the robot, to ensure the stability and safety of the 

robot operation [8].  

3.7. A Chassis module design 

(1) Main components: Bluetooth module, STM32 main 

control, L298N DC motor drive module, 12V DC 

deceleration motor. 

(2) Implementation mode: the main control board 

receives the chassis control instruction through the 

Bluetooth module, then calculates the corresponding 

instruction as the corresponding control information, 

and controls the motor speed with a PWM control 

pulse through the IO port. 

(3) Electrical connection: the 12V power supply 

directly supplies power to the L298N DC motor 

drive module, and the motor drive module is 

connected to the motor and directly supplies power 

to the motor. The 12V power supply supplies power 

to the STM32 main control board after the 12-5V 

step-down module, and the development board 

supplies power to the HC-12 Bluetooth module 

through the 3.3V interface. 
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3.8. A Material supply module design 

(1) Main components: Bluetooth module, STM32 main 

control, L298N DC motor drive module, 12V DC 

deceleration motor. 

(2) Implementation mode: the main control board 

receives the control instruction through the 

Bluetooth module, then calculates the corresponding 

instruction as the corresponding control information, 

and issues the PWM control pulse to control the 

feeding motor through the IO port, so as to realize 

the material supply and discharge. 

(3) Electrical connection: the 12V power supply 

directly supplies power to the L298N DC motor 

drive module, and the motor drive module is 

connected to the motor and directly supplies power 

to the motor. The 12V power supply supplies power 

to the STM32 main control board after the 12-5V 

step-down module, and the development board 

supplies power to the HC-12 Bluetooth module 

through the 3.3V interface. 

3.9. A Management module design 

(1) Main components: Bluetooth module, STM32 

master control, A4988 step motor drive module, 42 

step motor. 

(2) Implementation mode: the main control board 

receives the control instruction through the 

Bluetooth module, then calculates the corresponding 

instruction as the corresponding control information, 

and sends the PWM control pulse and IO level 

control the rotation of the stepping motor through 

the IO port, so as to realize the control of the depth 

of the pressing structure. 

(3) Electrical connection: the 12V power supply 

directly supplies power to the A4988 stepping motor 

drive module, and the motor drive module is 

connected to the stepping motor to directly supply 

power and control it. After the 12V power supply 

supplies power to the STM 32 through the 12-5V 

step-down module, and the development board 

supplies power to the HC-12 Bluetooth module 

through the 3.3V interface [9].  

 

4. An Electric Control Program Design 

4.1. A System main body logic design 

Program flow chart is show in Fig. 11. 

 

Fig. 11 program flow chart  

4.2. A Chassis system logic design 

Chassis.c Three subroutines are set up, namely, chassis 

motor initialization program, stepper motor initialization 

program and chassis control program. 

(1) In the chassis initialization program, complete is the 

GPIO used for the chassis motor. 

(2) In the initialization program of the stepping motor, 

the initialization of the IO port of the control 

stepping motor is completed. 

(3) In the chassis control program, according to the 

control information after the incoming processing, 

set the PWM wave with different duty cycle ratio to 

complete the control of the motor speed and steering 

under the corresponding situation. 

4.3. A Logical design of the communication system 

After receiving the message at the serial port, we need to 

process it. However, because there is more logic in this 

project, we set up a separate structure to integrate the 

information flow and facilitate us to process the data 

uniformly. 

In this structure, we integrate the information of 

chassis speed, direction, stepping motor status and 

feeding motor status. In the serial receiving interrupt, we 

directly judge the received message in the interrupt, a 

character check function is called to judge the instruction 
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according to the received characters and rewrite the 

variables of the structure body. 

In addition, in order to facilitate the user's control, 

we also set a timer interrupt, for timing to clear 

instructions, can realize the micro operation of the robot, 

complete fine control.  

 

5.  Conclusion 

Dunes or gobi desert governance is a long time, now 

large machinery is mainly plane industry planting, 

planting can not complete the dunes, moreover, due to the 

dune itself has strong liquidity, not only lead to human 

resources in the same repeated continuous consumption, 

also has a potential danger: quicksand, a threat to people's 

life and property safety. However, in order to create a 

long-term sustainable green water peak, we shall not 

ignore the one in the field of governance, so the team 

proposed adaptive suspension has been practical, break 

through the existing laying machinery technical problems, 

can set foot on the ecological restoration in this field, and 

the wireless control, no one to close interference do 

industry, great guarantee the personal safety, the design 

breakthrough existing laying machinery technical 

problems. 
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Abstract 

The intelligent ecological multi-functional system for animal and plant cultivation integrates PLC programmable 

controllers and microcontroller-based automatic control technology. This innovative approach amalgamates 

aquaculture with horticulture, fostering a symbiotic environment for the breeding of animals and plants. The 

system's operations are categorized into four key components: mechanical structure, environmental perception, 

automatic control, and intelligent networking. Its comprehensive functionality encompasses plant monitoring, 

self-checking of temperature and humidity, group control for fertilizer replenishment, consistent temperature 

regulation, full-spectrum illumination, advanced filtration, fogging supplementation, versatile water management, 

fertilizer blending, and water purification through sterilization. 

Keywords: Intelligent Ecology, PLC programmable controller, Environmental sensing, Eco-agriculture, 

microcontroller, monitoring 

1. Introduction 

With the rapid development of science and technology, 

intelligent technology has emerged in the field of 

agriculture. Based on Siemens S7-1200 version PLC 

programmable controller and AT89C51 microcontroller 

automatic control technology [1]. this thesis aims to 

integrate aquaculture and horticulture planting, and 

innovatively realize plant and animal symbiotic 

aquaculture. The most important feature of the system is 

that it can realize ecological energy saving, 

environmental protection recycling and symbiotic 

breeding of plants and animals, which pushes the 

intelligent ecological breeding to a new height. 

The work is mainly composed of four modules: 

mechanical structure, environmental sensing, automatic 

control and intelligent networking. System functions 

include plant monitoring, temperature and humidity 

self-checking, group control and fertilizer renewal, 

constant temperature and heating, full illumination, 

multiple filtration, fogging supplementation, 

multi-purpose water, fertilizer mixing and sterilization of 

water purification and other special functions [2]. In 

addition, the system introduces an animal feeding system, 

which includes an adaptive feeding cabin and an 

intelligent feeding system that monitors the physiological 

parameters of the animals and automatically feeds them 

at regular intervals and quantities in order to realize 

intelligent feeding management. 

The rest of this paper is organized as follows. The 

second part introduces the top ten functional designs. The 

third part introduces the working principle of the 

intelligent ecological multifunctional plant and animal 

breeding system. The fourth part is hardware design, 

including mechanical structure part design, environment 

sensing part design, automatic control part design and 

intelligent networking part design. The fifth part is the 

software design. The sixth part summarizes the main 

content of this paper. 

2. Ten functional designs 

Intelligent ecological multi-functional animal and plant 

breeding system aims to realize fully automatic group 

control of plants and aquatic animals, which contains ten 

key functions such as plant monitoring, temperature and 

humidity self-checking, group control and fertilizer 

renewal, constant temperature and heating, full 

illumination and light supplementation, multiple filtration, 

and fogging supplementation. The application of these 

technologies not only significantly reduces manual 

intervention and improves breeding efficiency and 

production, but also promotes the recycling of resources 

and realizes environmentally sustainable production. 

This intelligent ecological multi-functional plant and 

animal breeding system realizes all-round monitoring and 

management of plants and animals by integrating 

advanced monitoring and control technologies, 
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minimizing manual operations and thus improving 

overall breeding efficiency and production. The top ten 

functional diagrams of the system are shown in Fig. 1. 

 

Fig. 1 The top ten functional diagrams of the system 

2.1. Aquaponics Technology Design 

Based on the concept of energy recycling, the system is 

guided by the concept of watering vegetables with fish 

water and improving the growth environment of fish with 

vegetables, integrating aquaculture and hydroponic 

cultivation technologies to build a harmonious 

aquaponics system. In urban family application, this 

technology can reduce the purchase expenditure of 

vegetables and fishery products and create a green and 

energy-saving family living environment. 

2.2. Temperature parameter change automatic 

judgment sliding table contraction design 

The system monitors the ambient temperature through an 

RS485 industrial-grade temperature and humidity 

transmitter to ensure that the slide table is intelligently 

triggered to retract automatically in adverse climatic 

conditions (less than 15 degrees Celsius or more than 30 

degrees Celsius) to prevent plants from being damaged 

by cold or overheating. Meanwhile, through intelligent 

determination of the current time, the system realizes 

artificial light supplementation at 18:00 pm to ensure that 

plants can still obtain sufficient light when it is dark, 

while it automatically extends at 8:00 am to absorb 

sunlight to provide a good growing environment for 

plants. Such time determination and intelligent regulation 

mechanism effectively guarantees the growth needs of 

plants in different time periods. 

2.3. Plant group control automatic humidification 

design 

The system is equipped with a humidity sensor to 

monitor the humidity of the plant growth environment in 

real time. When the humidity is lower than 80%, the 

intelligent system automatically triggers the 

humidification device to ensure that the photosynthesis, 

respiration and transpiration of plants proceed normally. 

Through time triggering and intelligent determination of 

air humidity at 8 a.m., 11 p.m. and 5 p.m., the system 

decides whether or not to humidify to meet the humidity 

needs of the plants at different times of the day, thus 

providing a suitable growing environment [3]. This 

intelligent humidification system helps to maintain the 

physiological activities of plants and improve the 

breeding efficiency. 

2.4. Plant group control automatic fertilization design 

The system performs real-time sensing and calculation 

through sensors at the height of the plants, and judges the 

reasonable amount of fertilizer (CM/MG) according to 

the growth status of the plants. In terms of time triggering, 

the system intelligently sets 3:00 pm to 10:00 pm every 

day as the fertilizer application time period to ensure that 

the plants get the right amount of nutrients during this 

time period. In addition, soil sensors are used to monitor 

the levels of nitrogen, phosphorus, potassium and other 

fertilizers in the soil. The system intelligently determines 

the soil condition according to the plant species and the 

seasons, and applies the right amount of fertilizer when 

needed. Such an intelligent fertilizer application 

mechanism is designed to ensure that plants are supplied 

with appropriate nutrients, thereby improving breeding 

efficiency and yield. 

2.5. Plant group control automatic watering design 

The system decides whether watering is needed by 

checking whether the soil moisture reaches the set value 

through real-time soil moisture monitoring every 10 

minutes. In addition, the system intelligently takes into 

account plant species and seasonal changes, and based on 

these factors determines whether watering is required for 

the day, ensuring that soil moisture meets the plant's 

growth needs. This integrated intelligent watering 

mechanism aims to provide plants with the right amount 

of water according to the actual situation, ensuring that 

they receive appropriate irrigation in different seasons 

and growth stages, and improving breeding efficiency. 

2.6. Plant group control automatic nutrient 

replenishment design 

The system intelligently calculates the corresponding 

levels of nutrients such as nitrogen, phosphorus and 

potassium (CM/MG) through plant height sensing. In 

terms of time triggering, the system is set to 

automatically replenish nutrients once a month to 

improve plant resilience and resistance and activate 

microbial vitality in the soil [4]. This integrated highly 

sensible and automatic replenishment mechanism helps to 
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ensure that plants are supplied with appropriate nutrients 

at different growth stages, improving their resilience and 

thus enhancing the ecological balance of the whole 

aquaculture system. 

2.7. Automatic Oxygen Supply Design for Aquatic 

Animals 

According to the change of water temperature, automatic 

oxygen supply is realized to ensure the oxygen demand 

of fish in different temperature ranges. 

2.8.  Automatic sterilization design 

The system adopts the principle of ozone sterilization, 

through which ozone acts on the cell membrane of 

microorganisms, leading to cell death, so as to achieve 

the purpose of sterilization, anti-inflammation and 

detoxification. In addition, the system also applies UV 

germicidal lamps, which utilize UV rays to destroy the 

DNA or RNA molecular structure in the cells of various 

microorganisms in the water, effectively killing various 

pathogens in the water in order to keep the water quality 

clean. This integrated sterilization system is designed to 

ensure the hygienic condition of aquaculture water, 

improve water quality, and guarantee the healthy growth 

of plants and animals. 

2.9. Solar photovoltaic power generation system design 

The system is centered on PLC and HMI, and is powered 

by electricity from the solar photovoltaic power 

generation system reserve. According to the light 

condition, the system realizes automatic switching of 

power supply to ensure the normal operation of the 

equipment under different light conditions. In addition, 

the system intelligently utilizes LED plant growth lights 

for automatic replenishment. When natural light is 

insufficient, the solar PV system activates the LED plant 

growth lights to provide an additional light source to 

promote plant growth. This integrated PLC and solar 

photovoltaic power generation system, as well as the 

automatic replenishment function of the LED plant 

growth lamps, effectively guarantees the sustainable 

operation of the system and the growth needs of plants 

under different light conditions. 

2.10. Design of LED Plant Grow Lights for Yield 

Improvement 

Spectral regulation is crucial to plant growth, and red 

light promotes chlorophyll formation and carbohydrate 

synthesis, fuels the growth of long sunlight plants, delays 

the growth of short sunlight plants, and promotes seed 

germination. Theoretical and experimental evidence 

shows that red light has the strongest photosynthetic 

effect, and the use of red-rich light sources for 

supplemental lighting can advance plant flowering and 

fruiting and promote organ formation. Blue light helps 

stomata open, promotes the entry of external carbon 

dioxide, increases the rate of photosynthesis, and is 

conducive to protein synthesis. Blue light accelerates the 

growth of short-daylight plants, slows down the growth 

of long-daylight plants, and promotes leaf growth. 

Artificial supplemental light using a blue light-rich light 

source can delay flowering and allow full plant growth 

[5]. 

Plant grow lights are electric light sources designed 

to stimulate plant growth by emitting electromagnetic 

waves suitable for photosynthesis, and are used in 

applications where natural light is not available or where 

additional supplemental light is required. In winter, when 

daylight hours are insufficient to meet the needs of plants, 

plant lights are used to extend light hours and prevent 

plants from growing unduly. Meanwhile, the plant curtain 

green light realizes cooling effect in summer by blocking 

heat, shading strong sunlight and providing a cool indoor 

environment; in winter, it prevents cold air from 

intruding and provides thermal insulation. The ambient 

light is used to provide extra light, highlight the color of 

the fish, and meet the fish's need for light. In the absence 

of sunlight, the ambient light creates a comfortable 

environment for the fish tank, creating a more perfect 

viewing effect. The finished rendering and exterior 

design are shown in Fig. 2. 

 
Fig. 2 The finished rendering and exterior design 

3. Working Principle 

Firstly, the ornamental and convenient management of 

plants is realized through the design of plant sliding table. 

The plant sliding table can display the plants in the 

balcony or outdoor community, and when the 

environment changes, the plants can be cooled, 

humidified, and replenished with light through PLC 

control in order to reduce the labor cost and improve the 

breeding efficiency. The plant curtains are driven by 24V 

motor for 90 degree opening and closing. Secondly, the 

system supports hydroponic plant cultivation, which can 

save space utilization by putting the plant curtains away. 

The root system of hydroponic plants can filter the fish 

tank water flowing through the plant curtains, realizing 

the recycling of aquaponics resources. Finally, the system 

373



Suqing Duan, Yuntian Xia, Siyi Wang, Yizhun Peng 

©The 2024 International Conference on Artificial Life and Robotics (ICAROB2024), J:COM HorutoHall, Oita, Japan, 2024 

is equipped with an industrial control touch screen to 

realize real-time feedback on the monitoring of plants and 

animals and human-computer interaction. 

For automatic sensor detection, ultrasonic ranging, 

soil sensors, environmental sensors, PLC time calculation 

and other multiple logic judgments are used to improve 

the accuracy of plant control and help improve the 

survival rate of plants. Fertilizer pump adopts peristaltic 

pump, and through the "one drop one number" control 

method, it realizes the precision of fertilizer application 

and avoids the situation of using too much or too little 

fertilizer. In the filtration system, through a variety of 

filtration methods, such as hydroponic plant stalks, UV 

lamps, ozone and active filters, etc., the depth of the fish 

tank water poisoning and filtration, to achieve the healthy 

operation of the aquaponics system. The working 

schematic is shown in Fig. 3. 

 
Fig. 3 The working schematic 

4. Hardware Design 

The overall structure of the intelligent ecological 

multifunctional plant and animal breeding system is 

divided into the following four major components. The 

overall structure is shown in Fig. 4. 

 

Fig. 4 The overall structure

 
4.1. Mechanical structure design  

The three-dimensional Rubik's Cube structure is adopted, 

which is inspired by the aerospace station. The 

three-dimensional Rubik's Cube structure is characterized 

by a large available space, which is divided into five 

different unfolding surfaces, with different functions 

corresponding to different surfaces, which are 

specifically divided into the "display and observation 

surface", "aquatic planting surface", "photovoltaic 

surface" and "energy collection surface" [6]. The 

different surfaces have different functions, specifically 

divided into "display and observation surface", "water 

planting surface", "photovoltaic surface", "energy 

collection surface", "sliding platform structure surface" 

and "control and manipulation surface".The mechanical 

structure is shown in Fig. 5. 

 

Fig. 5 The mechanical structure

 
4.2. Environment Sensing Part Design 

Composed of various high-precision sensors, the 

environment sensing part is equivalent to the "eyes" and 

"ears" of the intelligent ecological multi-functional 

animal and plant breeding system, which can 

automatically detect the working state of the system and 

convert various process parameters such as temperature, 

humidity, flow rate, liquid level and composition into 

uniform standard signals. Physical quantities such as 

temperature, humidity, flow, liquid level, composition, 

etc. are transformed into uniform standard signals to meet 

the requirements of information transmission, processing, 

storage, display, recording and control, etc. It is the first 

link to realize automatic detection and automatic control. 

The high precision sensor map is shown in Fig. 6. 

 

Fig. 6 The high precision sensor map 

4.3. Automatic control part design  

The system is mainly composed of four parts: controller, 

sensor, actuator and transmitter. The controller is the core 

374



A Design of Intelligent 

©The 2024 International Conference on Artificial Life and Robotics (ICAROB2024), J:COM HorutoHall, Oita, Japan, 2024 

of the system, responsible for automated control tasks 

without direct human intervention. Through a type of 

work, a state or a parameter in a machine, equipment or 

production process, it operates automatically according to 

pre-set rules. Electricity or other energy sources are used 

and converted into drive action by means of motors or 

other devices [7]. Sensors are responsible for detecting 

process parameters and transmitting the measured values 

in the form of specific signals for display and regulation. 

The role of the sensors is to convert various process 

parameters, such as temperature, flow rate, composition 

and other physical quantities, into uniform standardized 

signals, which are then transmitted to the regulator and 

touch screen for regulation, indication and recording. 

Such an automatic control system ensures the continuity 

of the production process and stabilizes the system 

operation. The controller and controlled object diagram is 

shown in Fig.7. 

 
Fig. 7 The controller and controlled object diagram

 
4.4. Intelligent networking part design  

As the communication hub of the intelligent ecological 

multi-functional animal and plant breeding system, the 

intelligent Wi-Fi module plays an important role in 

connecting with the outside world, including the close 

connection with other intelligent devices. As the core 

component of the smart home LAN, the module is able to 

independently complete a variety of functions of the 

home internal network without the intervention of other 

devices. It converts and shares information between 

communication protocols, realizing efficient data 

exchange between networks. Meanwhile, the data 

exchange function between the smart Wi-Fi module and 

the external communication network enables the smooth 

realization of intelligent functions such as remote control, 

scene control, linkage control and timing control. The 

design ensures an efficient and seamless connection 

between the smart farming system and external devices 

and networks, further enhancing the intelligence of the 

whole system [8]. The smart Wi-Fi module diagram is 

shown in Fig. 8. 

 
Fig. 8 The smart Wi-Fi module diagram 

5. Software Design 

5.1. System logic circuit diagramEnvironment Sensing 

Part Design 

The software system of the Intelligent Ecological 

Multifunctional Animal and Plant Breeding System is the 

"brain" of the system, which is responsible for monitoring, 

controlling and coordinating various components to 

realize efficient animal and plant breeding. The system 

logic circuit diagram is a graphical representation of the 

internal logic structure of the software system, showing 

the relationship and information flow between different 

modules. The system logic circuit diagram is shown in 

Fig. 9. 

 
Fig. 9 The system logic circuit diagram

 

5.2. Human-computer interaction diagrams 

The human-computer interaction diagram of the software 

system of the intelligent ecological multifunctional 

animal and plant breeding system is the part of the system 

that interacts with the user directly, providing the user 

with a friendly operation experience through an intuitive 

graphical interface. The human-computer interaction 

diagram is shown in Fig. 10. 

 
Fig. 10 The human-computer interaction diagram
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5.3. Relay and Communication 

The relay and communication diagram of Intelligent 

Ecological Multifunctional Animal and Plant Breeding 

System software system includes PLC, sensors, relay 

module, communication module, network connection, 

data transmission protocol, remote monitoring equipment, 

etc. PLC realizes equipment control through relay module, 

sensors monitor environmental parameters, and 

communication module realizes equipment data 

transmission and remote monitoring [9]. The relay and 

communication communication diagram is shown in Fig. 

11. 

 
Fig. 11 The relay and communication communication 

diagram 

5.4. Aquaculture System Logic Diagram 

In the software system of Intelligent Ecological 

Multifunctional Animal and Plant Farming System, the 

logic diagram of aquaculture system is mainly related to 

the monitoring, control and optimization of aquatic 

ecology. The logic diagram of the aquaculture system is 

shown in Fig. 12. 

 
Fig. 12 The logic diagram of the aquaculture system 

5.5. Human-computer exchange design 

Our system integrates advanced technologies and 

provides five control modes such as touch, WIFI, voice, 

Bluetooth, and physical buttons, which provide users 

with more convenient means of controlling and managing 

animal and plant breeding. At the same time, the system 

also introduces intelligent self-learning function, which 

can automatically update the best planting plan to 

improve the breeding efficiency and realize the effective 

use of resources. 

5.5.1. Main Picture 

The main drawing is shown in Fig. 13. 

 
Fig. 13 The main drawing 

(1) Manual mode screen selection 

(2) Automatic mode screen selection 

(3) Data monitoring screen selection 

(4) Running status screen selection 

(5) Plant weekly record screen selection 

(6) Plant status screen selection 

5.5.2. Manual Mode 

The manual mode diagram is shown in Fig. 14. 

 
Fig. 14 The manual mode diagram 

The system status is divided into running and stopped, 

and the water colonization system performs sterilization 

and water filtration every 15 minutes. At the same time, 

the plant aquatic curtains and outreach sliding table has 

five states: not in motion (stopped), retracted (being 

retracted), retracted to complete, stretching out (being 

stretched out), stretched out to complete. The logic of 

such states is clear and helps the user to understand the 

system operation status in real time. 

5.5.3. Automatic Mode 

The automatic mode diagram is shown in Fig. 15. 

 
Fig. 15 The automatic mode diagram 
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When the system is running, the user can set the running 

time of the automatic mode through the timer function to 

ensure that the system automatically performs the 

breeding tasks according to the preset plan within a 

specific time period. At the same time, the system 

monitors the growth of the plants in real time and ensures 

that the necessary breeding operations, such as 

fertilization and watering, are carried out at the right time 

through the real-time feedback of the plant height. In 

addition, the system also takes into account the needs of 

different plants and provides a potted plant species 

selection function, which allows users to choose the 

appropriate breeding method according to the specific 

plant species, ensuring a more intelligent and adaptable 

system. 

6. Conclusion 

Our system is of great significance in promoting the 

development of modern agriculture. Facing the problems 

of shortage of social agricultural workers, low production 

efficiency and low value-added of agricultural products, 

our design builds a unique and independent animal and 

plant breeding system based on technologies such as 

artificial intelligence, Internet of Things, cloud 

computing and big data. In addition, our plant and animal 

breeding system also has the potential for mixed plant 

and animal breeding in large-scale agro-ecological farms. 

Through smart WiFi and 3D management functions, the 

system is able to realize precise management of plants 

and animals, which improves the efficiency of 

agricultural production. More importantly, this system 

helps to solve the problem of environmental pollution, 

especially in large-scale agro-ecological farms, where our 

technology can effectively minimize the impact on the 

environment and provide more high-quality ecological 

agricultural and sideline products. By enhancing people's 

aesthetic requirements for a beautiful ecological 

environment, our work plays an active role in building a 

more sustainable and healthy agro-ecosystem. 

References 

1.Wang Jianju. Siemens S7-1200PLC communication 

research[J]. Southern Agricultural Machinery. 

2021,52(18):146-149. 

2.Yuan Quan, Liu Yongjun, Huang Weiwei et al. 

Characteristics of water quality indicators and microbial 

community diversity in fish-vegetable symbiotic aquaculture 

system[J]. Jiangxi Journal of Agriculture. 

2023,35(09):156-161+168. 

3.Li Hongmei,Wu Jinji,Wang Liangming et al. Design and test 

of intelligent cultivation equipment for home fungus[J]. Chinese 

Journal of Agricultural Mechanical Chemistry. 

2023,44(08):75-80. 

4.Zhu Panpan, Ma Yanping, Zhou Zhongxiong et al. Trace 

element zinc and plant nutrition and human health[J]. Fertilizer 

and Health. 2021,48(05):16-18+23. 

5.Long Jia-huan,Pu Min,Huang Zhi-wu et al. Research progress 

in spectral regulation of plant growth and development[J]. 

Journal of Lighting Engineering. 2018,29(04):8-16. 

6.Zhang Xiaoyu,Liu Chang,Shi Liming et al. Optimized design 

of mobile deformable assembly with integrated support 

structure of skinned dot matrix and space station application[J]. 

Journal of Solid Mechanics. 2022,43(05):551-563. 

7.Fang Zewen. Application of configuration king and Siemens 

PLC in wastewater treatment control system[J]. China 

Equipment Engineering. 2022(09):269-271. 

8.Song Ruibo,Zhang Yan,Lian Menghui. Design of smart home 

system based on internet of things[J]. Modern Industrial 

Economy and Informatization. 2023,13(10):99-101+106. 

9.Chen Ying. Intelligent monitoring and control of 

electromagnetic relay based on STM32 and LoRa 

communication[J]. Information and Computer (Theoretical 

Edition). 2023,35(13):55-57. 
 

 

Authors Introduction 
 

Ms. Suqing Duan 

She is currently pursuing her undergraduate 

degree at the School of Electronic 

Information and Automation, Tianjin 

University of Science and Technology. Her 

research field is embedded system. 

 

 
 

 
Mr. Yuntian Xia 

He is currently pursuing his undergraduate 

degree at the School of Artificial Intelligence, 

Tianjin University of Science and 

Technology. His research area is neural 

networks. 
 

 

 

Ms. Siyi Wang 

She is currently pursuing her undergraduate 

degree at the School of Electronic 

Information and Automation, Tianjin 

University of Science and Technology. Her 

research area is automation. 
 

 

377



Suqing Duan, Yuntian Xia, Siyi Wang, Yizhun Peng 

©The 2024 International Conference on Artificial Life and Robotics (ICAROB2024), J:COM HorutoHall, Oita, Japan, 2024 

Dr. Yizhun Pen 

He is an Associate Professor in Tianjin 

University of Science &Technology. He 

received a doctor’s degree in control theory 

and control engineering from the Institute of 

Automation, Chinese Academy of Science in 

2006. His research field is intelligent robot 

and intelligent control. 

 

 
 
 
 

378

Powered by TCPDF (www.tcpdf.org)

http://www.tcpdf.org


 

©The 2024 International Conference on Artificial Life and Robotics (ICAROB2024), J:COM HorutoHall, Oita, Japan, 2024 

Design of a Fully Automated Logistics Handling Platform 

 

Hongpi Zhao, Jianfeng Qin, Yizhun Peng*  

 

Tianjin University of Science and Technology, Tianjin, 300222, China 

 

E-mail: *pengyizhun@126.com 

www.tust.edu.cn 

 

Abstract 

With the progress of science and technology and the development of society, the world's countries on industrial 

production efficiency, intelligent manufacturing transformation continues to grow. Therefore, we designed a fully 

automatic logistics handling platform, which is a multi-modular device based on mechanical design, 

microcontroller control, visual positioning, the device can realize autonomous identification, autonomous 

transportation, improve production efficiency, the device has a wide range of applications, can be applied to food 

packaging, parts processing, intelligent manufacturing, and other automation scenarios. 

Keywords: Mechanical design, Circuit design, stepper motor drive, logistics and transportation 

 

 

1. Introduction 

With the development of society and the progress of 

science and technology, artificial intelligence technology 

is gradually changing the traditional mode of industrial 

production [1]. Through the introduction of intelligent 

manufacturing technology, some advanced products such 

as unmanned technology, drone courier, intelligent 

medical care and so on are born. This design is based on 

the fully automatic logistics handling platform in the 

context of intelligent manufacturing technology, which 

effectively solves the problem of time-consuming and 

labor-consuming manual operation [1], [2], [3], [4].  

The rest of this article is organized as follows. the 

second part introduces the mechanical model and related 

structural analysis, the third part gives the finite element 

analysis, and the fourth part shows the related hardware 

design 

2. Mechanical modeling and related structural 

analysis 

Automated item transportation and handling systems are 

an essential part of the production line in modern 

factories. Its main purpose is to transport items from one 

place to another and to perform handling and assembly 

operations when needed. Such systems usually consist of 

many different mechanical, electrical and control 

components to accomplish various tasks. In this product, 

the transportation and handling of items is mainly 

achieved by means of a screw slide and rack and pinion 

mechanism. The main features of this system design are 

stability and reliability in the face of a variety of items to 

be transported. 

2.1Design of mechanical parts 

The mechanical part of the transportation and handling 

system of this design is mainly composed of the 

following parts: 

(1) Screw slide: used to transport items from the starting 

position to the designated position. 

(2) Rack and pinion mechanism: used to ensure stability 

and reliability during transportation. 

(3) Pneumatic Cylinder: Used to carry out the 

transportation and stamping assembly of the articles. 

The design of the mechanical part is shown in Fig. 1. 

 

Fig. 1 The Mechanical design drawings 

2.2Component Introduction 
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(1) Screw slide table: It is a kind of mechanism that 

utilizes the principle of screw rotation to carry out 

linear motion, which consists of threaded rod and 

slider, and pushes the slider to carry out linear 

motion through the rotation of the threaded rod. 

Screw slide has the advantages of high precision, 

good stability and smooth movement, so it is widely 

used in automated item transportation and handling 

systems. Screw slide is one of the most important 

components in the system and is responsible for 

transporting items from the starting position to the 

specified position. Screw slides usually consist of a 

threaded rod, a slider and a guideway. The threaded 

rod rotates to drive the slide in a linear motion, while 

the guide rails are used to ensure the orientation and 

stability of the slide. 

(2) Rack and pinion mechanism: it consists of a set of 

gears, racks and guiding shafts, which is mainly used 

to realize the overturning and handling of the goods 

and ensure the stability of the goods in the 

transportation process. At the same time, the guiding 

shaft in the rack and pinion mechanism can avoid the 

lateral displacement of the spiral slider in the 

transportation process. 

(3) Cylinder: It is used to realize the handling and 

stamping assembly of the articles. When the article 

reaches the specified position, the cylinder starts to 

work, clamps the fixture to the article, and moves the 

article to the stamping assembly area for operation. 

The system has a variety of functions, including 

transportation, handling and stamping assembly of items, 

etc., and at the same time, it is characterized by stability 

and reliability, easy operation, safety and high efficiency. 

It is suitable for various application scenarios in logistics, 

production and manufacturing industries.  

3. Mechanical design 

The following focuses on the mechanical design of the 

handling part of the automated article transportation and 

handling system. 

3.1 Design Idea  

The syringe pushes the rack and pinion to mesh with the 

gear to provide the circumferential force, the gear is 

connected with the shaft in the handling mechanism 

through the key to drive the shaft to rotate 

circumferentially, and at the same time the shaft is 

connected with the loading fixture in the handling 

mechanism through the key to realize that the syringe 

drives the loading fixture to rotate circumferentially to 

realize the handling of the goods. 

3.2Material selection 

The material selection of the parts of this system is 6063 

aluminum alloy, because 6063 aluminum alloy has 

excellent weldability, extrudability and plating, good 

corrosion resistance, toughness, plasticity, and can meet 

the high requirements of precision machining. 

 

3.3Manufacturing process 

 

The mechanical parts in this system mainly take two 

kinds of machining methods: turning and milling, in 

which turning is mainly used for machining shaft system 

parts, and milling is used for machining other 

configurations of parts. 
The following table provides a brief parts drawings, 

drawings include a brief machining accuracy, assembly 

requirements note. As shown in Table 1. 

 

Table 1 Parts Drawings 

Part Name             Summary Drawings                                   

Machining precision 

Turntabl

e 

 

 

Flip 

Table 

Stand 

 

 

Flip 

Carrier 
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Flap axle 

 

 

 

4. Finite Element Analysis and Simulation 

Finite element analysis is the use of mathematical 

approximations to simulate real physical systems. By 

utilizing simple but interacting elements, it is possible to 

approximate a real system with a finite number of 

unknowns to an infinite number of unknowns. 

The tipping mechanism is based on mechanical design 

to analyze the degree of deformation when it is subjected 

to forces to ensure its safety. Because the material of the 

device is aluminum alloy 6063, by checking its 

permissible stress is 160MPa, through solid works finite 

element analysis, the following diagrams are obtained. 

As shown in Fig. 2 is the cylinder table. 

 
Fig. 2 Cylinder table 

 

As can be seen from the figure, this design is not safe, 

although the actual cylinder table is not subjected to such 

a large force, but it can be added with reinforcement to 

ensure its safety. 

Next is the flip shaft, as the most core part, its safety is 

also the most important part of the flip mechanism. As 

shown in Fig. 3. 

 

Fig. 3 Flap axle 

From the above figure, it can be seen that the 

maximum shear stress of this shaft is 2.553×10⁷Pa, 

while the permissible stress of aluminum alloy 6063 is 

1.6×10⁸PA. 

Therefore this shaft is safe. 

There is also the fit between the rack and pinion, 

which is the key condition for the flip mechanism to be 

able to flip. This is shown in Fig. 4. 

 
Fig. 4 Pinion 

As can be seen from the figure, the maximum shear 

stress is 3.102×10⁹Pa, which is too large compared with 

the permissible stress, so it is not safe, but it is still 

feasible in the flip mechanism because it is calculated not 
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to use such a large force. 

Overall, the designed tilting mechanism is completely 

feasible. 

5. Hardware design 

To accomplish this, the team designed a PCB 

motherboard that implements the above features. The 

PCB schematic diagram is shown in Fig. 5. 

 

Fig. 5 PCB schematic diagram 

The design of this PCB board with STM32F103C8T6 

as the main chip, equipped with a stepper motor driver 

and a three-way relay, realizes precise stepper motor 

control and solenoid valve on/off. Through programming, 

the board can control the speed, direction and movement 

distance of the stepper motor, while it can control the 

on/off of the circuit through the relays to realize 

automation control. 

5.1 Solenoid Valve Drive: 

The Relay is shown in Fig. 6. 

 

Fig. 6 Relay 
Through the main control board to send high and low 

level signals to control the relay on and off, and then 

control the solenoid valve on and off. 
5.2 Stepping motor drive: 

This design mainly adopts two stepper motor driving 

methods, the first one is stepper motor driver and the 

second one is TB6612FNG stepper motor driver module 

[4], [5], as shown in Fig. 7. 

 

Fig.7 Stepper Motor Driver and TB6612FNG Stepper 

Motor Driver Module 
The actual principle of a stepper motor driver is to 

convert a pulse signal from a control system into an 

angular displacement of the stepper motor. Whenever the 

stepper driver receives a pulse signal, it drives the 

stepper motor to rotate in a set direction at a fixed angle 

(called the "step angle"). The stepper motor rotates step 

by step at a fixed angle. The angular displacement can be 

controlled by controlling the number of pulses for precise 

positioning. The speed and acceleration of the motor 

rotation can also be controlled by controlling the pulse 

frequency for speed regulation [5], [6], [7], [8], [9].  

5.3 Voltage regulator module 

This design voltage regulator module mainly uses the 

chip for AMS117-3.3V for 3.3v voltage regulator design. 

6.  Product Summary 

Through the test, the product can complete the 

recognition of objects and achieve the desired position to 

achieve flipping and stamping through the precise control 

of the stepper motor, which can be adapted to the 

automatic scenes such as product packaging and parts 

processing. 
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Abstract 

With the rapid development of digital technology and artificial intelligence, the innovation and exploration of 

traditional painting forms in the field of digital art have become increasingly captivating. The focus of this research 

is to create a brush calligraphy and painting robot system based on PLT files. It digitizes user creative instructions to 

autonomously generate brush calligraphy and landscape paintings. This technology not only advances the deep 

integration of digital art and traditional culture but also opens new perspectives and vast possibilities for artistic 

creation.  

Keywords: Artificial intelligence, Calligraphy and painting robot, Brush word, Landscape painting, Digital art 

 

Introduction 

With the rapid progress of digital technology [1] and 

artificial intelligence, traditional art forms [2] are 

experiencing a profound digital change, and brush painting 

and calligraphy as a precious heritage of traditional Chinese 

culture is no exception. This study aims to further explore 

the influence of digital technology on traditional painting, 

and explore the widespread application of this technology 

in the field of art creation. The core concept of the brush 

calligraphy and painting robot system is planted on the basis 

of the PLT file. It receives the user's creative instructions in 

a digital manner and aims to independently draws brush 

characters and landscape painting. The rise of artificial 

intelligence provides strong technical support for the design 

of brush calligraphy and painting robots. The algorithm of 

machine learning such as deep learning enables the machine 

system to imitate the unique brush strokes of the brush, and 

even understand the emotion and artistic conception 

expressed by the artist in landscape painting. This 

technology not only injects new vitality into traditional art, 

but also expands the boundaries of art creation, and 

provides users with more diversified and innovative 

creative methods. In this study, we will introduce the 

technical principles, design frameworks and application 

scenarios of the brush calligraphy and painting robot system. 

Through in -depth excavation of these aspects, we expect to 

provide in -depth insights for the integration of digital art 

and traditional culture, and contribute to the innovation and 

inheritance of traditional culture of digital art. 

1. The main text 

The design scheme uses a robotic arm, a set of linear guide 

systems, as well as painting tools such as pen, ink, paper, 

and inkstone. The robotic arm is mainly responsible for 

grasping the brush and realizing dipping ink, writing and 

painting [3]. The robotic arm is cleverly placed on the linear 

guide to expand its movement range and improve accuracy 

and efficiency [4]. For the overall design effect, see Fig. 1. 

 
Fig.1 overall arrangement 

2. Core structure of robotics 

The robotic arm chooses the desktop four-axis robotic arm 

of Yuejiang Technology. As shown in Fig. 2, the robotic 

arm works radius of 320mm, the load is 0.5kg, the repeated 

positioning accuracy is 0.2mm, and it has high accuracy in 

the vertical direction. And in the horizontal direction, it can 

be moved quickly, with a light weight and a small volume. 

The length and width of the base are 158mm. You can 

complete the writing or painting work of this robot. The first 
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freedom of the robotic arm is the rotation freedom 

composed of a shaft base. The second and third degree of 

freedom is the rotation freedom composed of large arms and 

small arms. Four freedom is located at the end of the robotic 

arm, which is rotating freedom [5]. You can install a fixture 

or suction cup at this location. The robot chooses a fixture 

to pinch the brush. 

 

 
Fig. 2 Manipulator 

The core parameters are shown in Table 1. 

Table 1.  The core parameters of the robotic 

arm. 

Weight 3.4 kg 

Base Dimension 

(Footprint) 
158 mm x 158 mm 

Materials 
Aluminum Alloy 6061, 

ABS Engineering Plastic 

Controller Dobot Integrated Controller 

Robot Mounting Desktop 

Number of Axes 4 

Packing Size 

(L X w X H) 
421 mm x 334 mm x 352 mm 

Payload 500g 

Max.Reach 320mm 

Position 

Repeatability 
0.2mm 

Communication USB\WIFI*\Bluetooth* 

Power Supply 100-240 V,50/60 Hz 

Power In 12V/6.5 A DC 

3. The innovation point 

The convolutional neural network (CNN) [6] is usually 

used in tasks such as image recognition and feature 

extraction, and the PLT file is a format for describing the 

graphic drawing instruction sequence. In the design of the 

brush calligraphy and painting robot, the two can be used 

with each other.  

First, convolutional neural networks can be used to 

generate training of PLT files. The robot can draw a specific 

pattern or imitate a certain style. It can use convolutional 

neural networks to train images, and then use the 

characteristics to generate the corresponding PLT files. 

CNN can help identify the characteristics of strokes, lines, 

and shapes in the image, thereby generating the 

corresponding drawing instructions. Fig. 3-1 is the 

"chrysanthemum picture" entered by the user, Fig. 3-2 is the 

picture form in the PLT file generated after program 

processing. 

  
Fig. 3-1 Original Picture Fig. 3-2 Processed pictures 

Secondly, convolutional neural networks can be used for 

image recognition and PLT file generation. When the robot 

receives the image input provided by the user, the 

convolutional neural network can be used for image 

recognition and identify the content and characteristics of 

the image [7]. Then, the corresponding PLT file is 

generated according to the recognition result, so as to guide 

the robot to complete the drawing task. Fig. 4 is the 

calligraphy of the robot 

 
Fig. 4 the calligraphy 

3.1. The use of PLT files 

The PLT file provides a digital approach for describing 

painting instructions. By using PLT files, you can digitize 

traditional paintings and landscape painting such as 

landscape painting to make it meet the needs of modern 

digital art. 

The PLT format is a vector graphic format, also known as 

HPGL (Hewlett Packard Graphics Language) format. It is a 

drawing language developed by HP, which was originally 

used to control the output of the drawer. This format is now 

widely used in fields such as drawing, engineering and 

manufacturing. 

The PLT file is a text file that can use any text editor to 

open the viewing and editing. It contains drawing 

commands and coordinates, which can be drawn through 

these commands. 
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3.2. Convolutional neural network 

Convolutional neural network (CNN) is a feeding neural 

network structure that is designed to process large image 

data and performs well in the fields of image and voice 

recognition. The network structure consists of one or more 

convolutional layers, full connection layers, pooling layers, 

and linear rectifier layers. It has the ability to capture the 

two -dimensional structure of the input data, especially in 

the field of image processing.The components of 

convolutional neural networks include: 

(1) Convoiced layer: The convolutional layer can 

generate a set of parallel feature maps, and performs 

operations by sliding the convolution nuclear on the input 

image. The convolution nucleus and the input image 

perform the computing of the component of the element and 

the computing of the element. This process is called the rod. 

The size of the convolution nucleus is small. Enter the 

image through overlapping or parallel effects to share the 

same weight and bias item to effectively extract image 

features. 

(2) Linear rectifier: Linear rectifier uses linear rectifier 

(RELU) as an incentive function to enhance the non -linear 

characteristics of the entire neural network without 

changing the output of the convolution layer. 

(3) Pondalization layer: Pondization is a non -linear form 

of downgrade, of which the largest pooling is a common 

form. This layer divides the input image into a rectangular 

area, outputs the maximum value of each sub -area to 

achieve the purpose of reducing the data dimension. 

(4) Complete connection layer: After the convolution and 

pooling layer, the neural network is high -level reasoning 

through the complete connection layer. The neurons in the 

complete connection layer are connected to all the 

activation in the previous layer, and activation is calculated 

through imitation transformation, including the addition of 

matrix multiplication and bias items. 

4. Conclusion 

This research focuses on the design and development of a 

brush calligraphy and painting robot system based on PLT 

files. By digitizing user creative instructions, the system 

autonomously generates brush calligraphy and landscape 

paintings. The rise of artificial intelligence and 

convolutional neural networks provides robust support for 

the robot's design, enabling it to mimic unique brush strokes 

and comprehend the emotions expressed by artists in 

landscape paintings. This technology not only deepens the 

integration of digital art and traditional culture but also 

explores new avenues and vast possibilities for artistic 

creation. 

5. Future outlook 

The design and application of brush calligraphy and 

painting robots have opened a new era of deep integration 

of digital art and traditional culture. In the future, the 

development of brush calligraphy and painting robots will 

inject new vitality into the field of digital art, while 

promoting traditional culture in the digital age. The 

continuous evolution of this technology will bring more 

possibilities to artists, educators, and cultural and creative 

industries, and bring a more colorful future to our art world. 
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Abstract 

With the continuous development of society and human civilization, people, especially the disabled and the elderly, need 

more and more to use modern high technology to improve their lives and improve the comfort of life. Therefore, this paper 

introduces a single-chip microcomputer-based non-contact body temperature and facial recognition-based heart rate 

measurement method and applies it to the intelligent wheelchair system. Monitor the vital signs of the elderly, and give 

early warnings in time when abnormal values occur, so that family members or caregivers can rescue them in time. 

Keywords: Smart wheelchairs，Non-contact，heart rate，Body temperature measurement 

1. Introduction 

Population aging has become a global phenomenon. 

China's elderly population is huge, the aging rate is fast, 

and the problem of elderly care and daily care for the 

elderly is becoming increasingly severe. Wheelchairs are 

indispensable means of daily life for the elderly and people 

with lower limbs, and a cost-effective, comprehensive and 

reliable intelligent wheelchair can not only improve the 

quality of life of the disabled and the elderly, but also 

reduce the burden on caregivers. Smart wheelchairs. 

Research plays an important role in the development of 

elderly care projects in China [1]. Since the development 

of the first intelligent wheelchair in the United Kingdom in 

the 80s of the 20th century, the United States, Japan, 

France and other countries have also carried out research 

on intelligent wheelchairs [2], [3], [4], [5], [6]. The 

research on intelligent wheelchairs in China started late, 

but in recent years, some research results have been 

achieved. The research of intelligent wheelchairs based on 

visual tracking [7], autonomous driving [8], 

electromyography [9], head [10], multi-sensor fusion [11], 

and voice [12] has also been progressing, but these 

wheelchairs are still in the laboratory stage, which are 

expensive, and their safety and real-time performance 

cannot meet the demand. Therefore, this study takes the 

above problems as the starting point, and carries out the 

system improvement design on the basis of the existing 

wheelchair machinery to meet the current needs. 

 

2. Infrared body temperature measurement 

 

 

Based on the stm32 microcontroller, the B-1 infrared 

temperature measurement module is used to complete the 

non-contact body temperature measurement. The physical 

diagram is shown in Fig. 1. 

 
Fig. 1 Photographs of the B-1 

 

The module has a built-in 24-bit high-precision AD 

conversion chip, and its working principle is that when the 

object is higher than absolute zero (-273℃), it will radiate 

infrared energy outward, and the infrared sensor receives 

the infrared light reflected back by the object, and obtains 

the induced temperature data through the high-precision 

program algorithm in the CPU.  
 

Table 1 Temperature measurement results 
 

Temperature 1 2 3 4 

Measure the 

temperature/℃ 

 

36.7 

 

36.2 

 

37.3 

 

35.9 

True 

temperature/℃ 

 

36.8 

 

36.0 

 

37.1 

 

36.2 
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3. Non-contact heart rate measurement 

3.1 Technical principle 

   There are two commonly used methods to measure 

heart rate in clinical practice: electrocardiogram (ECG) 

and optical volume scanner (PPG) PPG is a method of 

detecting blood volume pulses (BVP) in human blood 

tissues using photoelectric means, such as fingertip pulse 

oximeters, exercise bracelets, etc 

Remote photoplethysmography (RPPG): Diffuse and 

specular reflections of light after passing through the skin, 

both of which can be captured by the camera. According to 

Lambert-Beer's law, the strength of a substance's 

absorption of a monochromatic light is related to the 

concentration of the absorbent substance and the thickness 

of its liquid layer. Since the periodic beating of the heart 

causes the same periodic change in the concentration of 

blood in the blood vessels and capillaries, it leads to a 

periodic change in the concentration of light absorbed by 

the blood, so that the intensity of the diffuse reflected light 

received also changes periodically, that is, the pulse wave 

information.    

   When the heart contracts, the concentration of blood 

increases, the human skin absorbs more light and reflects 

less light; When the heart stretches, the concentration of 

blood decreases, the human skin absorbs less light, and the 

reflected light increases [13]. The schematic diagram is 

shown in Fig. 2. 

 

Fig. 2 Schematic diagram of the principle 

3.2 Data set 

This experiment uses a UBFC dataset of a total of 10 

RGB videos, recorded in an indoor environment, including 

light changes and head movements, with a pixel resolution 

of 640x480. At the same time, the fingertip oximeter was 

used to synchronously record the real BVP signal and heart 

rate value as label data. 

3.3 Test results 

According to the distribution of the Bland-Altman 

diagram, the blue scatters are basically within the red 

dotted line and around the black dashed line. According to 

the distribution of the Fig. 3 scatter plot, the distribution of 

the sample points of the predicted value and the true value 

is basically around the straight line y=x, which indicates 

that the consistency between the predicted value and the 

true value is good. Fig. 4 shows that the experimental 

consistency is good 

 

 

 

Fig. 3 Scatter plot 

 

Fig. 4 Bland-Altman 

4 Experimental analysis 

 

Fig. 5 Comparison chart 

Fig. 5 shows that the true value curve is in good 

agreement with the predicted value curve. Table 1 shows 

that the error between the measured and true values of 

body temperature is within acceptable limits. 

 
5 Conclusion 

 

In addition to the non-contact heart rate and body 

temperature measurements presented in this article, a smart 

wheelchair system is a highly intelligent device that 

integrates a variety of sensors, controllers, and actuators to 

help improve the quality of life for the elderly and people 

with disabilities with reduced mobility. At the same time, 
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the human-computer interaction module enables users to 

easily communicate with the wheelchair. In the future, with 

the continuous development of technology, smart 

wheelchairs will be able to provide convenient and safe 

travel solutions for more people in need. 
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Abstract 

During the production of automotive axle holes, the roundness error at the pipe opening leads to low detection efficiency 

due to manual measurements, rendering real-time inspection unfeasible. This paper proposes a method for detecting and 

sorting the roundness of automotive axle holes based on visual inspection. Ensuring accuracy in grasping, it establishes the 

kinematic model of the robot Aubo_I5. Targeting automotive axle holes for grasping, it employs adaptive threshold 

segmentation to highlight the section features of the axle hole. The Canny algorithm is then used to extract edge information, 

and finally, the least squares method is utilized to detect roundness errors for sorting the axle holes based on this error. 

Keywords: Axle Hole, Assembly, Vision Deep, Learning

1. Introduction 

The assembly of mechanical components constitutes the 

subsequent phase in the entire manufacturing process. 

Manual assembly is characterized by low efficiency, and 

the assembly speed is affected by factors such as worker 

labor intensity. Traditional assembly robots have mostly 

been controlled through teaching or offline programming 

[1], [2]. Consequently, these robots strictly follow 

predefined assembly procedures, lacking the ability to 

promptly respond to changes in the surrounding 

environment or objectives, thus exhibiting poor robustness. 

With the advancements in computer and visual 

technologies, automation machinery on production lines 

gradually possesses visual perception capabilities. This 

enables real-time dynamic recognition and localization of 

targets, facilitating visual-guided adjustments of robot 

poses and grasping [3].  

The emergence of deep learning has improved issues 

regarding detection accuracy in visual recognition. 

However, due to the complexity of the assembly process, 

uncertainties such as lighting conditions, backgrounds, 

workpiece sizes, shapes, and other factors in the working 

environment are critical issues affecting target recognition 

and localization. 

2. Kinematic Modeling 

 Establish the joint coordinate system of the Aubo_I5 

robot as shown in Fig. 1, and the structural model and 

dimensions of each joint as illustrated in Fig. 2. To more 

accurately define the sorting model coordinate system, the 

gripper coordinate system Gxy is established at the end joint. 

Fig. 1 Structure of the Aubo_I5 Robot 
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Fig. 2 Robot Joint Coordinate System 

Fig 2: Establishing the Joint Coordinate System of 

Aubo_I5 

Based on the joint coordinate system, the corresponding D-

H parameter table is shown in Table 1 [4], where each link 

parameter is defined as follows: 

αi-1 represents the distance moved along Xi-1 axis from 

Zi-1 to Z_i; 

ai-1 represents the angle rotated around Xi-1 axis from Zi-

1 to Z_i; 

d_i represents the distance moved along Z_i axis from Xi-

1 to X_i; 

θ_i represents the angle rotated around Z_i axis from Xi-

1 to X_i. 

Table 1 D-H Parameter Table for AUBO_I5 Robot 

i 𝛼𝑖−1/𝑑𝑒𝑔 𝑎𝑖−1/𝑚𝑚 𝑑𝑖/𝑚𝑚 𝜃𝑖/𝑑𝑒𝑔 

1 0 0 𝑑1 = 98.5 𝜃1 

2 90∘ 0 𝑑2 = 140.5 𝜃2 

3 180∘ 𝑎3 = 408 0 𝜃3 

4 180∘ 𝑎4 = 376 𝑑4 = −19 𝜃4 

5 −90∘ 0 𝑑5 = 102.5 𝜃5 

6 90∘ 0 𝑑6 = 94 𝜃6 

 

2. 1 Robot Forward Kinematics Analysis 

  Forward kinematics analysis involves determining the 

pose relationship between the tool coordinate system of a 

robot relative to the polar coordinate system, given the 

known motion angles of each joint. This is accomplished 

using the homogeneous transformation matrix 

𝑇𝑖
𝑖−1 between adjacent link pairs, as shown in Equation (1): 

𝑇𝑖
𝑖−1 = [

𝐶𝜃𝑖 −𝑆𝜃𝑖 0 𝑎𝑖−1

𝑆𝜃𝑖𝐶𝛼𝑖−1 𝐶𝜃𝑖𝑐𝛼𝑖−1 −𝑆𝛼𝑖−1 −𝑆𝛼𝑖−1𝑑𝑖

𝑆𝜃𝑖𝑆𝛼𝑖−1 𝐶𝜃𝑖𝑆𝛼𝑖−1 𝐶𝛼𝑖−1 𝐶𝛼𝑖−1𝑑𝑖

0 0 0 1

]     (1)  

In the equation：𝐶𝜃𝑖 = 𝑐𝑜𝑠 𝜃𝑖 , 𝑆𝜃𝑖 = 𝑠𝑖𝑛 𝜃𝑖 

According to the D-H parameter table of Aubo_I5, 

calculate the homogeneous transformation matrices for 

each of the seven joints 𝑇1
0 、 𝑇2

1 、 𝑇3
2 、 𝑇4

3 、 𝑇5
4 、 𝑇6

5 、 𝑇7
6  

As shown below： 

𝑇1
0 = [

𝐶1 −𝑆1 0 0
𝑆1 𝐶1 0 0
0 0 1 𝑑1

0 0 0 1

]     (2)  

𝑇2
1 = [

𝐶2 −𝑆2 0 0
0 0 −1 0

𝑆2 𝐶2 0 𝑑2

0 0 0 1

]     (3)  

𝑇3
2 = [

𝐶3 −𝑆3 0 𝑎3

−𝑆3 −𝐶3 0 0
0 0 −1 0
0 0 0 1

]     (4)  

𝑇4
3 = [

𝐶4 −𝑆4 0 𝑎4

−𝑆4 −𝐶4 0 0
0 0 −1 𝑑4

0 0 0 1

]     (5)  

𝑇5
4 = [

𝐶5 −𝑆5 0 0
0 0 1 0

−𝑆5 −𝐶5 0 𝑑5

0 0 0 1

]     (6)  

 

𝑇6
5 = [

𝐶6 −𝑆6 0 0
0 0 −1 0

𝑆6 𝐶6 0 𝑑6

0 0 0 1

]     (7)  

Combining the above formulas, the robot's forward 

kinematics equation can be obtained by simultaneous. 

𝑇6
0 = 𝑇1

0 𝑇2
1 𝑇3

2 𝑇4
3 𝑇5

4 𝑇6
5 = [

𝑛𝑥 𝑜𝑥 𝑎𝑥 𝑝𝑥

𝑛𝑦 𝑜𝑦 𝑎𝑦 𝑝𝑦

𝑛𝑧 𝑜𝑧 𝑎𝑧 𝑝𝑧

0 0 0 1

]      (8)  

2.2 Robot Inverse Kinematics Analysis 

Inverse kinematics involves calculating the joint angles 

θ_i of a robot given the pose of the tool coordinate system. 

Considering the robot's link coordinate systems, the axes 

of joints 4, 5, and 6 intersect at one point, satisfying the 

Pieper criterion, indicating the existence of a closed-form 
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solution. Assuming the end pose  in Equation (8) is 

known, solving is performed using an analytical method, 

and the inverse solutions for each joint are presented in 

Table 2. 

Table 2: Inverse solution formula of joint 

𝜃1 = 𝑎𝑟𝑐𝑡𝑎𝑛
𝑢1

±√1 − 𝑢1
2

− 𝑎𝑟𝑐𝑡𝑎𝑛
𝑝𝑦

𝑝𝑥
 

𝜃5 = 𝑎𝑟𝑐𝑡𝑎𝑛
±√1 − 𝑢2

2

𝑢2
 

𝜃6 = 𝑎𝑟𝑐𝑡𝑎𝑛
𝑜𝑥𝑆1 + 𝑜𝑦𝐶1

𝑛𝑦𝐶1 + 𝑛𝑥𝑆1
 

𝜃3 = 𝑎𝑟𝑐𝑡𝑎𝑛
±√1 − 𝑔2

𝑔
 

𝜃2 = 𝑎𝑟𝑐𝑡𝑎𝑛
𝑘

±√1 − 𝑘2
− 𝑎𝑟𝑐𝑡𝑎𝑛

𝑢4

𝑣4
 

𝜃4 = 𝑎𝑟𝑐𝑡𝑎𝑛
𝑣5

𝑢5
− 𝜃3 + 𝜃2 

Among which: 

𝑢1 =
𝑑4 − 𝑑5

√𝑝𝑥
2 + 𝑝𝑦

2
 

𝑢2 = −𝑎𝑥𝑆1 − 𝑎𝑦𝐶1 

𝑢3 = 𝐶1(𝑝𝑥 + 𝑑6𝑜𝑥 − 𝑑5𝐶6𝑎𝑥 − 𝑆6𝑛𝑥) + 

        𝑆1(𝑑5𝐶6𝑎𝑦 − 𝑝𝑦 − 𝑑6𝑜𝑦 − 𝑆6𝑛𝑦) 

𝑔 =
𝑢3

2 + 𝑣3
2 − 𝑎3

2 − 𝑎4
2

2𝑎3𝑎4
 

𝑢4 = 𝑎3 + 𝑎4𝐶3 − 𝑎4𝑆3 

𝑣4 = 𝑎3 + 𝑎4𝑆3 + 𝑎4𝐶3 

𝑘 =
𝑢4 + 𝑣4

√𝑢4
2 + 𝑣4

2
 

𝑢5 = 𝐶1(𝑜𝑥𝑆5 + 𝑛𝑥𝐶5𝐶6 + 𝑎𝑥𝑆6) − 

        𝑆1(𝑜𝑦𝑆5 + 𝑛𝑦𝐶5𝐶6 + 𝑎𝑦𝑆6) 

𝑣5 = 𝑜𝑧𝑆5 + 𝐶5(𝑛𝑧𝐶6 + 𝑎𝑧𝑆6) 

2.3 Mage Preprocessing 

Before conducting roundness measurement, in order to 

eliminate the effects of metal debris, noise from the 

surrounding environment, and surface wear on the 

workpiece, the captured images need preprocessing. This 

involves removing noise and the influence of lighting 

while retaining the edge features of the workpiece [5]. 

Image preprocessing mainly includes: 

1）Image Denoising: Using specific filtering algorithms 

to reduce noise in the image while preserving edge features. 

2）Threshold Segmentation: Highlighting the target 

contour features more effectively.  

(1) Image Filtering 

Image filtering refers to the suppression of noise in an 

image while preserving detailed features, and its 

effectiveness directly impacts subsequent image 

processing. Common filtering algorithms include mean 

filtering, median filtering, Gaussian filtering, and others.  

1）Mean filtering is a typical linear filtering algorithm 

that replaces the grayscale value of a particular pixel with 

the average pixel value in its surrounding area. Its 

mathematical expression is as follows: 

( , )

1
( , ) ( , )

xyi j Sg x y f i j
mn

=     (9) 

Where represents the center point at, and is the size of 

the filtering window. By controlling the window size, the 

filtering effect can be adjusted. A larger value for results 

in a more pronounced filtering effect. 

 

2）The median filtering algorithm is a common non-linear 

filter that calculates the median value of points within a 

neighborhood range in an image for a particular pixel, 

replacing the original pixel value. The mathematical 

expression is as follows: 

( , )( , ) { ( , )}
xyi j Sg x y median f i j=      (10) 

Median filtering controls the size of to adjust the 

filtering effect. Compared to mean filtering, median 

filtering not only removes salt-and-pepper noise but also 

better preserves edge information. 

3) Gaussian filtering is also a type of linear smoothing 

filter. It involves the weighted averaging process of the 

entire image and is primarily used to remove uneven 

lighting or sensor noise. 

To compare the effects of the three filtering methods, 

experiments were conducted on the images, and the results 

are shown in Fig. 3. 

From the results, it's apparent that after applying median 

filtering, not only has the original noise in the image and 

the interference from oil stains on the workpiece surface 

reduced, but it has also effectively preserved the edge 

features. Hence, median filtering is employed to filter the 

images of the pipe end face.  

(2) Threshold Segmentation 

Image threshold segmentation is a crucial step in 

segmenting the target region. Determining the threshold is 

a key aspect of image segmentation. If the threshold is set 

too high, target points may be considered as background 
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and ignored, while setting it too low might lead to 

background points being identified as target features. 

Common threshold segmentation methods include 

adaptive thresholding algorithms, Otsu's method, iterative 

threshold segmentation, and others. Due to varying surface 

qualities of the hole, there's no fixed threshold selection. 

Therefore, this paper conducts comparative experiments 

among several commonly used segmentation algorithms to 

choose the appropriate threshold segmentation algorithm 

suitable for the cooling pipe imaging environment [6].

. 

Fig. 3 Comparison of filtering algs 

After applying median filtering to the captured borehole 

regions, comparative experiments of three segmentation 

algorithms were conducted, and the results are shown in 

Fig. 4.  

From the segmentation results above, it's evident that the 

adaptive algorithm has better segmentation results, 

preserving the edge features of the pipe end more 

completely. Therefore, this paper adopts the adaptive 

segmentation algorithm. 

From the segmentation results above, it's evident that the 

adaptive algorithm has better segmentation results, 

preserving the edge features of the pipe end more 

completely. Therefore, this paper adopts the adaptive 

segmentation algorithm. 

 
Fig. 4 Comparison of threshold segmentation 

2.4 Edge Detection 

After threshold segmentation, the next step is edge 

detection for the borehole. To ensure better contour 

detection, reducing noise interference is essential to 

maintain the integrity and clarity of edge information. 

Commonly used edge detection algorithms include the 

Canny algorithm, Sobel algorithm, Laplacian algorithm, 

etc. Compared to other edge detection algorithms, the 

Canny algorithm is less susceptible to noise interference 

[7]. 

The Canny algorithm first applies a Gaussian filter to 

smooth the image, reducing its sensitivity to noise. Then, 

it calculates the gradients in the X and Y directions using 

the Sobel operator, performs non-maximum suppression, 

and finally uses dual thresholds to determine edges. The 

Canny edge detection effect for the port block is shown in 

Fig. 5. 

Fig. 5 Canny detection algs 
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2.5 Borehole Circular Detection 

After edge extraction, detecting circles is a crucial part 

of roundness measurement. The most commonly used 

methods for circular detection are the Least Squares Circle 

Fitting and Hough Transform [8]. To measure circles 

accurately, it's essential to filter out the circular contours 

for measurement. As shown in the image, after pre-

processing the image, the contour of the borehole is 

extracted using Canny edge detection. The contour points 

of the borehole are then sorted for subsequent roundness 

measurement. 

Using the detected circle center as the reference [9], [10], 

the roundness error is represented by the difference 

between the maximum contour circle radius Rmax and the 

minimum contour circle radius Rmin, expressed as Rerr= 

Rmax－ Rmin. 

.

2 2

max max

2 2

min min

( ) ( )

( ) ( )

c c

c c

erro x x y y

x x y y

= − + − −

− + −
 (11) 

among which： max max min min( , ),( , )x y x y The coordinates of 

the farthest and nearest points from the fitted circle center, 

respectively, correspond to the contour. 

The principle of the least squares fitting circle involves 

several steps: 1) detecting the actual contour, 2) applying 

the least squares fitting to find a circle, 3) creating a circle 

with the least squares circle center and the maximum 

distance to the contour, and 4) creating a circle with the 

least squares circle center and the minimum distance to the 

contour. The difference between the maximum and 

minimum radii of these circles is used as the basis for 

evaluating roundness.       

The circle fitted using the least squares circle algorithm 

for the axle hole contour is depicted in Fig. 6. The 

coordinates of the fitted circle's center are (232.87733, 

85.63195), and the fitted circle's radius is R = 63.36658.3  

Fig. 6 Least squares circle fitting 

3. Target recognition network based on YoloV4 

The YoloV4 algorithm can be divided into four parts: 

input end, backbone feature extraction network, enhanced 

feature extraction network and output end. The input end 

includes image preprocessing, converting the size of the 

input image to the specified input size, and normalizing the 

image information. Secondly, it is the backbone feature 

extraction network. CSPDarknet53 formed after YoloV4 is 

added to CSPNet serves as the backbone feature extraction 

network. YoloV4 's enhanced feature extraction network 

consists of a PANet structure, which is used to improve the 

diversity of feature expressions and strengthen the fusion 

of feature information; the last is the output end, which is 

used to perform classification and regression tasks and 

output the final prediction results. 

YoloV4 has three outputs after passing through the 

backbone feature extraction network, namely L3, L4 and 

L5. Among them, L3 and L4 will be output to the enhanced 

feature extraction network for corresponding feature 

fusion after one 1 × 1 convolution; L5 will be input to the 

spatial pyramid pooling layer SPP after three convolutions, 

and then enter the enhanced feature Extract the network for 

feature fusion. Finally, the final detection result can be 

obtained by sending it to the output terminal. 

 YoloV4’'s backbone extraction network CSPDarknet53 is 

an improvement based on Darknet53. The original residual 

module is changed to the CSP structure as shown in Fig. 7. 

The CSP structure changes the original residual module 

into two parts, one part goes through the residual network 

and the other part Directly merging with the output of the 

residual network, this method can reduce the among of 

parameters and calculations while maintaining a high 

accuracy.    

Fig. 7 CSP structure block 

The PANet network is used to build a feature pyramid, 

analyze semantic features from top to bottom, and use the 

feature layer results obtained by down sampling and up 

sampling to reduce the loss of underlying feature 

information during the propagation process of the FPN 

Conv Resblock Conv

Input

Conv

Conv
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algorithm by increasing the bottom-up feature fusion path. 

problem [69], which improves the richness of the feature 

map and the detection accuracy of the algorithm. The 

feature map after feature fusion is predicted in three 

different sizes by Yolo-head. The prediction results include 

offset x, y, detection frame size w, h, and confidence level 

c of target information. Finally, redundant ones are 

eliminated through IOU and NMS. Detect the and NMS. 

Detect the frame and complete the target prediction. 

3.1 Shaft hole type identification 

As shown in Fig. 8, after the roundness detection of shaft 

holes of different sizes is completed, the YoloV4 algorithm 

needs to be processed to predict the category and position 

frame of the shaft hole. Before attitude detection, in order 

to remove the shaft hole target in the image, The effects of 

other complex backgrounds, noise, and light damage on 

the target surface existing in the sorting environment can 

be used for subsequent shaft hole type identification. We 

have preprocessed the image above, and then use YoloV4 

to predict the image. 

   Fig. 8 Shaft hole image after inspection by YoloV4 

4 Experiments and Analysis 

4.1 Dataset and environment configuration 

The data set used in the experiment of this article 

contains a total of 6 categories, with 600 data for each 

category. In order to prevent overfitting due to too little 

data, this article uses Gaussian noise and random color 

transformation for data enhancement. The final data the 

quantity is 3600 sheets. 

The training and testing environment of this article is 

running on a Windows 10 system, NVIDIA GeForce RTX 

4060TI GPU, and 8G video memory. The 3600 data sets 

are divided, 90% of which are used for training and 10% 

for verification. Train for 100 epochs, and freeze the next 

50 epochs. The initial value of the learning rate for the first 

50 epochs is 0.01, and the batch size is 32. The initial value 

of the learning rate for the last 100 epochs is 0.001, and the 

batch size is 16. The Adam optimizer is used during 

training, and the cosine annealing learning rate decay 

strategy is adopted. 

4.2 Experimental results and analysis 

From the global loss function curve in Fig. 9, we can see 

that the loss curve drops rapidly in the early stages of 

iteration, indicating that the model is fitting quickly and 

the model's learning efficiency is high. When epoch is 40, 

the network model gradually becomes stable. After 100 

iterations of training, the loss function of the final model 

converged to 1.50. In addition, by observing the 

consistency of the loss curves of the training set and the 

verification set, it can be seen that the generalization ability 

of the model has reached the best state. 

Fig. 9 Loss value curve 

Fig. 10 shows the detection effect of the Yolov4 model. 

It can be seen that the network model accurately identified 

all buckles without missing detection. It can be seen from 

the above results that this method has a high accuracy in 

detecting targets and is practical. 

  Fig. 10 Yolov4 detection results 
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In this experiment, a plastic bottle was placed next to the 

shaft hole as an interference object through the above steps, 

and 50 sorting tests were conducted, in which the positions 

of the plastic bottle and the shaft hole were randomly 

placed. The robot grabbing effect is shown in Fig. 11. The 

robot successfully avoided other interference and grasped 

the target shaft hole. 

Fig. 11 Robotic arm grabs shaft hole 

5 Conclusion 

The vision-based automobile shaft hole roundness 

detection system proposed in this article improves the 

applicability of detection and can be widely used in 

roundness error detection of various workpiece nozzles. In 

the image pre-processing stage, by comparing various 

threshold segmentation algorithms and filtering algorithms, 

the adaptive threshold segmentation algorithm combined 

with the median filter algorithm was selected, which can 

not only remove the noise in the image, but also retain the 

edge features of the nozzle. The Canny detection algorithm 

is used to identify the contour of the nozzle, and the least 

squares method is used to detect the roundness error of the 

nozzle, and then combined with the YoloV4 algorithm to 

complete type recognition, and finally the robot completes 

the shaft hole identification and grabbing work. The results 

show that the designed detection system can not only 

improve the real-time performance and efficiency of 

detection, but also complete the subsequent grabbing work. 
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Abstract 

In recent times, intelligent robots have found applications across diverse fields. In scenarios demanding 

both repetitive and non-routine tasks, the likelihood of work errors increases. To address this, we have 

proposed methods encompassing both forward and backward recovery. Forward recovery suits minor 

modifications, while our focus is on backward recovery for substantial failures. Our study introduces a 

novel evaluation method to discern the optimal recovery path among various options. 

Keywords: error recovery, task stratification, error classification, evaluation standard 

 

1. Introduction 

At the present day, information technology, particularly 

generative AI, is making rapid strides, a trend mirrored in 

the progress of robotic intelligence. As a consequence, 

robots face an increasing array of tasks during execution, 

often grappling with challenging assignments prone to 

errors and failures. This underscores the pressing need for 

effective methods to address these issues [1], [2], [3], [4], 

[5]. 

Over several years, our research [6], [7], [8], [9], [10] has 

focused on systematizing error recovery theory, resulting 

in a method based on task stratification and error 

classification concepts. The primary components of the 

robot system include sensing, modeling, planning, and 

execution sequences (Fig. 1). When an error occurs, the 

process transitions to the recovery phase. This section 

involves estimating the error's cause, classifying it, and 

correcting the original system. The refined process then 

operates on an enhanced, reliable system.  

The proposed error recovery technology returns to the 

process before the step where the failure occurs and starts 

over from there. In practice, not only this type of 

backward recovery but also forward recovery, which 

moves forward after failure, is used. This study considers 

various paths from failure to recovery execution. 

The concept of skills, which are motion primitives 

comprising a task, is described in Section 2. The 

fundamental technique for generating an error-recovery 

path is described in Section 3. Multiple possibilities for 

various recovery paths are presented in Section 4. 

Various evaluation standards and methods for selecting 

the most suitable path using the new evaluation method 

are considered in Section 5, and examples are presented 

in Section 6. 

2. Concept of Skill 

This section provides a brief overview of essential 

aspects of these skills [11], [12], [13]. 

2.1. Skill primitives 

Motion primitives constituting tasks, termed "skills," 

were derived by analyzing the human behavior. Three 

crucial skills, "move-to-touch," "rotate-to-level," and 

"rotate-to-insert" (Fig. 2), are highlighted. A person's 

behavior, including representative and similar skills, 

serves as a model for the robot's motion primitives. 

2.2. Stratification of tasks 

The use of task hierarchies, as shown in Fig. 3, is 

effective for the execution of automated plants. The layer 

“task(i+1)” occurs one tier above the layer “task(i),” and the 

layer “skill primitive” is represented by the lowest layer 

“task(0).” 
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3. Error Recovery 

In an actual work environment, contrasting to an ideal 

case, various factors can lead to errors in the execution of 

a robot. This section outlines the error classification 

concept and error recovery technique [6], [7], [8], [9], [10]. 

3.1. Error classification 

The errors can be categorized into several groups based 

on their possible causes. We considered four error 

groups: execution, planning, modeling, and sensing (Fig. 

4). 

3.2. Error recovery based on classification 

First, if an error occurs, the cause is determined. Next, 

appropriate corrections are made to the system based on 

the tentative causes. The process returns to the previous 

step, and the task is executed again in this step (Fig. 4). 

Since a modified process was executed, the same error 

was less likely to occur. If the error scale is small, the 

process returns to the previous step in the lowest 

hierarchy (Figs. 4 and 5). Conversely, if the error scale is 

large, the process returns to the previous step in the 

highest-ranking layer of the hierarchy and is executed 

again from that step (Fig. 5). 

4. Various recovery paths 

The error recovery methods we proposed have 

primarily centered on rerunning the process by reverting 

to the step before an error occurs, constituting a backward 

error recovery process. However, alternative recovery 

procedures exist, including backward recovery for 

significant errors (failures) and forward recovery for 

minor errors. Additionally, errors may impact the 

environment, altering the arrangement or shape of 

surrounding objects, necessitating modified recovery 

processes. This section introduces several recovery 

procedures focusing on the degree of destruction of the 

environment surrounding an object according to [10]. 

Consider an indicative task sequence composed of n 

subtasks from the start to the goal (Fig. 6(a)). Suppose a 

failure occurs in the qth subtask during the process (Fig. 

6(b)). 

4.1. Recovery sequence I (RS-I): Complete restart 

This method restarts work from the original starting 

point using the same process (Fig. 6(c)). If needed, the 

environment is restored to its original state, and if 

necessary, the original object or part is replaced with a 

new one and executed. 

4.2. Recovery sequence II (RS-II): Restart from the 

middle of a prior process (without another process) 

This method resumes work in the same process from 

subtaskp, the point in the middle of the process before the 

failure in the original process occurs (Fig. 6(d)). 

4.3. Recovery sequence III (RS-III): Restart from the 

middle of a prior process (with another process) 

This method resumes work from a point in the middle 

of the original process before a failure occurs (Fig. 6(e)). 

Unlike RS-II, a sequence from subtaskt to subtasku, not 

included in the original planning, restores the 

environment without causing problems for subsequent 

work. 

4.4. Recovery sequence IV (RS-IV): Restart from the 

middle of a process that was supposed to come up 

later (with another process) 

This method restarts work from the middle of the 

original process (Fig. 6(f)), differing from RS-III by 

reverting to its original process with subtasks scheduled 

after the original process failure. It includes a sequence 

from subtaskv through subtaskw, not in the original plan. 

 
Fig. 1 Robot task system with an error recovery function 

 
Fig. 2 Three fundamental skills 

 

Fig. 3 Hierarchy of tasks 
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4.5. Recovery sequence V (RS-V): Continuation of 

work including consideration of recovery needed later 

In this method, work continues as long as possible after 

a failure. When further work becomes impossible, the 

environment is corrected, and work progresses (Fig. 6(g)). 

This modification involves a sequence from subtaskx 

through subtasky, not included in the original planning. 

4.6. As mentioned above, this study briefly 

categorizes the recovery sequences into five 

types.Recovery sequences RS-I through RS-

III are backward recovery processes, whereas 

recovery sequence RS-V is a forward recovery 

process. Recovery sequence RS-IV is not a 

forward recovery process because it does not 

continue working after failure has occurred. 

However, because recovery sequences are 

subtasks scheduled to be executed after 

failure of the original process, this study 

included the recovery sequence RS- IV in the 

forward recovery process for convenience. 

5. Selection of a recovery path 

As explored in Section 4, a single failure often presents 

multiple possible recovery processes. The study 

advocates the use of evaluation standards to discern the 

most suitable process from several candidates. This 

research incorporates 11 evaluation standards, expanding 

on the four to eight standards introduced in [9]. 

 
Fig. 4 Fundamental process flow  

                     with error recovery 

 
Fig. 5 The expression of task stratification and  

             the process flow of the error recovery 
 

Table 1 Degree of correlation for each criteria 

                               Fig. 6 Various error recovery sequences 
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5.1. Various evaluation standards 

 (i) Cost 

Cost is considered the most important evaluation 

standard. A recovery process with the minimum practical 

cost is selected. 

(ii) Time 

Time is an important evaluation standard. Priority is 

given to paths that require shorter recovery times. 

(iii) Reliability 

Reliability is considered a representative evaluation 

standard. The path with a high success rate is prioritized 

for accomplishing the recovery task. 

(iv) Safety 

Safety is considered a representative evaluation 

standard. Priority is assigned to paths that are less likely 

to harm people. 

(v) Finishing 

Finishing is considered an important evaluation 

standard. It prioritizes paths displaying excellent 

completion of the operation on the target object. 

(vi) Recovery data 

Recovery data is considered as the evaluation standard.  

Processes with a lot of useful data are prioritized. 

(vii) Tool 

The tool used for recovery is evaluated based on 

workability, with priority given to tools displaying high 

efficiency. 

(viii) Operator skill. 

Operator skill during the recovery process is an 

evaluation standard, favoring processes managed by a 

larger number of skilled experts. 

(ix) Work efficiency. 

Work efficiency is considered as an evaluation standard. 

Selecting an efficient work plan, that is, a route that is not 

unreasonable, wasteful, or uneven, is important. This 

index is common to (i) cost and (ii) time, but even if it is 

an efficient route, it may not necessarily be cheap or fast; 

therefore, it was set as a separate indicator. 

(x) Environmental impacts 

Environmental indicators, including noise levels, are 

considered, accounting for overall environmental 

problems such as air, ocean, and water pollution. 

(xi) Damage 

Damage is a measure of the difference between an 

object without and with errors. Although it may not be 

readily visible externally, the quality of an object could 

change owing to errors in the production process. 

5.2. Selection of a recovery path using evaluation 

standards for each section 

Reference [9] details how to choose the best recovery 

path for each evaluation standard. In contrast, this study 

proposes specifying indicators for each section of the 

recovery process and selecting the path with the superior 

total indicator. This prevents situations where a path 

chosen by a single indicator may be partially 

inappropriate. 

Furthermore, evaluations may vary depending on the 

recipient of the standard. Table 1 delineates whether the 

evaluation is from the Manufacturer/Operator side or the 

Consumer/User side, indicating the degree of 

involvement with symbols ◎, ◯, △, and - in descending 

order. For instance, a process with high 

manufacturer/operator involvement may be chosen in the 

first half of the recovery stage, while a process with high 

consumer/user involvement may be selected in the 

second half. This ensures optimal restoration on the 

manufacturer/operator side and maximum satisfaction 

with the finished object on the consumer/user side. 

6. Example of error recovery in product display 

The task involves utilizing a manipulation robot to 

arrange products on shelves or in the display window of 

a convenience store. The objective is to position and 

posture the products optimally, as a tidy arrangement 

significantly boosts customers’ inclination to make 

purchases, as opposed to disorganized placements. Fig. 7 

displays an image illustrating a pick-and-place task that 

transfers a single object from a product stock to a display 

space. Furthermore, Fig. 8 showcases the command 

sequence constituting a singular pick-and-place task. In 

this instance, the task revolves around evenly arranging 

12 identical rectangular products in a layout of three rows 

 

Fig. 7 Picking and placing task using a gripper 
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and four columns, as depicted in Fig. 9. Fig. 10 illustrates 

an error scenario; Fig. 10(i) demonstrates a carry-and-

place operation for a pre-planned 10th object. 

Subsequently, Fig. 10(ii) portrays an instance where a 

hand interferes with the 10th object during the carry-and-

place operation, causing the displacement of the 8th item 

from its original position. Finally, Fig. 10(iii) presents a 

scenario wherein the hand impacts the 8th item during the 

carry-and-place operations for the 10th item, resulting in 

the toppling of the 8th item. 

Fig. 11 shows various recovery patterns. Fig. 11(a) 

illustrates normal planning in which no errors occur. Fig. 

11(b) depicts the point at which the aforementioned 

failure occurred during the pick-and-place operation of 

the 10th object. Figs. 11(c)–11(f) show the respective 

recovery patterns. Fig. 11(c) demonstrates the error 

recovery of the backward type back to the start, in which 

the 1st object through the 8th object are returned to their 

original stock space, and the task is rerun from the 

beginning. Fig. 11(d) displays the error recovery of the 

backward type, where the recovery task is to return the 

10th item to its original stock space, restore the 8th item 

to its original position and orientation, and pick and place 

the 10th item again. Fig. 11(e) shows the forward error 

recovery, which executes a recovery task that places the 

10th item in its designated position even after an error 

occurs and then returns the 8th item to its original 

position and orientation, followed by the 11th pick-and-

place. Fig. 11(f) shows a special type of forward error 

recovery, which is a recovery task that continues the work 

to the end even after an error occurs and returns the eighth 

 

 
Fig. 8 Task sequence of picking  

                     and placing a product 

 

 

 
Fig. 9 Sequence of tasks related  

                   to display of products 

 

 

 

Fig. 10 Successes and Failures in tasks of                                              Fig. 11 Various recovery patterns 
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product to its original position and orientation, if 

necessary. If a product is displayed in a store, it may not 

matter much if it is misplaced or even fallen over; that is 

how to deal with it. However, if it resonated with a 

customer's willingness to buy, it is executed. Although 

this is a particularly obvious example, it is sometimes 

desirable to perform the first half of the recovery task 

based on the operator’s criteria and the second half of the 

recovery task based on the user’s criteria. 

7.  Conclusion 

When an error arises during the primary task, the 

process transitions into the recovery phase. This section 

explores diverse recovery paths utilizing our proposed 

error recovery method, grounded in both task 

stratification and error classifications. We introduced a 

method to systematically derive the optimal recovery 

path, aligning with evaluation standards for each section. 

As discussed, numerous recovery paths exist, and 

choosing the right one poses challenges. While this paper 

introduced a method for optimal path selection, it does 

not delve into defining evaluation standards for each 

section. Addressing this aspect becomes imperative for 

future research endeavors. 
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Abstract 

This paper presents a robotic end-effector that addresses challenges of automated robotic food handling. We utilize 

a variable stiffness fabric on the finger surfaces of the gripper. Depending on its temperature, the finger stiffness 

changes to tackle grasping food items with different physical characteristics. Hard objects can be grasped with the 

hard mode of the finger while a fragile object can be safely grasped with the soft mode. This gripper design was 

validated empirically through force and object-grasping experiments.  

Keywords: robotic end-effector, food picking, variable stiffness, temperature dependence

1. Introduction 

Within industry, the adoption of robotic automation is 

driven by the promise of heightened efficiency and the 

reduction of laborious, repetitive tasks that can exert both 

mental and physical strain on humans [1]. The food 

industry is a continuous source of opportunities for 

advancements in automation. Successful automated food 

handling can improve product quality and production 

rates [2], however, is a challenge due to inherent 

inconsistencies in food size, texture, and delicacy [3]. 

The automated processes may take significant time or fail 

to adjust for these variances. This paper addresses these 

challenges by utilizing a compact, mechanically simple 

design that takes advantage of the dynamic control of its 

applied force and stiffness variability. The adjustable 

compliance of the device's material is used in 

combination with force feedback sensors to successfully 

eliminate the chance of bruising that pinching or other 

enclosing end-effectors can cause [2]. Force feedback or 

tactile sensors are commonly used in industrial robotics 

[4], allowing the design to remain industry compatible. 

The goal of this paper is to demonstrate the potential of 

utilizing this material to handle items requiring different 

amounts of applied force by only altering the temperature 

exposed to the gripper - eliminating the need for 

extensive or challenging control procedures required by 

other soft robotic grippers [5]. We attached the variable 

stiffness material to the finger surface of a two-fingered 

gripper and the compliancy increases as the temperature 

becomes higher. We demonstrate the gripper can 

successfully adapt to grasping a variety of food materials 

by changing the finger stiffness according to the stiffness 

properties of food. The effectiveness of the proposed 

gripper is verified by experimental results.    

2. Related Work 

Food items that are heavy, slippery, fragile, or have a 

minimal-height profile commonly experience grasping 

difficulties with currently proposed gripper designs [6], 

[7]. This gripper is compatible with objects having these 

attributes that other developed variable-stiffness general 

grippers are not [8]. The design proposed by A. 

Pettersson et al. utilizing magnetorheological fluid [9] 

also maintains a secure grasp through a gripper with high 

and adaptable compliance. However, an improvement 
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this paper introduces is the compactness of the design — 

a crucial attribute for practical deployment in confined 

spaces [10]. Other grippers that grasp food items by the 

side surfaces require the object's size to be predetermined 

[10]. The paper by G. Endo et al. [11] required the height 

of the samples to be known and constant. Food items can 

vary in size and shape even between samples of the same 

food, different apples for example, and this requirement 

limits the success and robustness of the gripper. The 

design proposed in this paper eliminates that requirement 

through its dynamic force application and compatibility 

with force feedback implementation.  The gripper by R. 

Maruyama et al. [12] was successful in handling fragile 

and soft food items but required predetermination of the 

required force to apply to obtain a successful grasp. The 

design of this gripper allowed for more innate tolerance 

in this aspect, allowing it to work with food items not 

encountered previously.  

3. Design 

The goal of the design was to achieve both simplicity and 

effectiveness. Simple mechanical design minimizes the 

risk of contamination during usage due to component 

separation [10] and the gripper’s achieved compactness, 

increases the ease of adoption in practical scenarios [10]. 

Relying on the variability of the gripper's compliance 

from temperature exposure as the means of adapting the 

force application decreases the requirement for precise 

mechanical human adjustments thus not requiring an 

upskill in labour [13].  

3.1. Concept 

The robotic end-effector incorporates a variable stiffness 

fabric as its primary functional component and is the 

main contributor to the gripper’s low mechanical 

complexity. This fabric exhibits temperature-dependent 

properties, becoming more flexible as the temperature 

rises and stiffer as it decreases. When controlled, this 

dynamic behaviour can be used to handle objects with 

different structural integrities. Explicitly, the end-

effector can be subjected to higher temperatures when the 

target for transportation is fragile or soft as the fabric 

would apply less force while in this more compliant state. 

Likewise, when the fabric stiffens when exposed to lower 

temperatures, the gripper can exert greater force, making 

it suitable for firmly grasping rigid food items. This 

ultimately allows for a secure hold and movement 

without causing deformation or damage to samples in 

both scenarios.  

Between grasps, warm temperature can be applied to 

return the fabric to its neutral position. This methodology 

of subjecting the gripper to warm temperature after each 

grasp will be applied during the experiments used in this 

paper and can be seen in the flow chart of Fig. 1.  

 

 

Fig. 1.  Decision flow chart when picking an item. 

3.2. Implementation 

The base structure of the gripper was created through 

CAD software and was 3D printed (Fig. 2) with the fabric 

attached via sewing. Aside from providing a strong 

foundation, the base material is inconsequential to the 

functioning of the gripper. It can thus be substituted for a 

hygienic material such as stainless steel [14].  

 

 

Fig. 2. Gripper physical implementation and CAD 
model: (A) Front Profile, (B) Three Quarter Profile, and 
(C) CAD side profile of gripper (i) 73.7°, (ii) 20.5mm, 
and (iii)2mm. 
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       An essential feature of the gripper base is the curved 

nature at the bottom which guides the fabric beneath the 

item and provides support to the bottom when the gripper 

encloses it. This creates a secure position between the 

fabric and the food item and prevents the item from 

slipping through the bottom during transportation. To 

prevent the loss of the curved formation (Fig.2.B), the 

fabric was attached to the base while exposed to warm 

temperature. This was a method of pre-tensing the fabric 

to ensure the curved position remains taut as the fabric’s 

innate stiffness is reduced at higher temperatures. 

     The 2mm between the bottom face and the fabric (Fig. 

2.C.iii) enables effective grasping of items with narrow 

height profiles. The angle of the stem and the radius of 

the inner curvature of the base are 16.3° and 11mm 

respectively. These values were chosen to minimize the 

gap between the hands of the gripper and maximize the 

amount of fabric held vertically. Minimizing the gap 

between the hands increased the minimum width of food 

items that could demonstrate the enclosing property of 

the gripper i.e. in Fig. 2.C.ii. Maximizing the amount of 

vertical fabric increases the area that applies uniform 

force along the side of an object. Future design iterations 

will investigate methods of allowing these dimensions to 

be variable, increasing the versatility of the gripper. 

4. Experiments 

The first experiment executed was a force gauge 

experiment to observe the force applied to the fabric 

depending on displacement and fabric temperature. The 

second was a set of demonstrative experiments to display 

the success of the gripper in a variety of arrangements 

and sample types. Water was selected as the stimulus 

medium as it possesses a high heat capacity, meaning it 

requires a relatively high amount of energy to change its 

temperature by one degree [15]. This ensured it 

maintained at a considerably stable temperature 

throughout the execution of an experiment sequence. 

4.1. Force gauge experiment 

The force gauge experiment was conducted with the 

gripper to analyze the force applied to an object over time 

under two temperatures and at three final displacement 

positions. Specifically, 30°C and 67°C, and 10mm, 

20mm, and 30mm respectively. The experiment setup 

consisted of the force gauge sensor mounted onto a cart 

of a linear motion apparatus with a blocking cart 

positioned at the desired displacement away from the 

force gauge’s starting position (Fig. 3). To depict the 

behaviour throughout the different segments of a 

standard pick-and-place operation, the carts were: 

• manually moved the same velocity until the final 

displacement to mimic the initial grasping, 

• maintained its position for approximately 10 seconds 

to simulate the effect the gripper would have during 

the time required for transportation,  

• and then released, as if the object has arrived at its 

final location.  

 

 
Fig. 3. Force gauge experimental set-up: (A) gauge 

cart and displacement blocker cart on track, (B) 

gripper and gauge prong, and (C) entire force gauge 

setup. 
 

4.2. Food picking experiment 
 

The goal was to showcase and verify the final design's 

practical ability to handle a variety of characteristics - 

heavy, slippery, fragile, brittle, flat, and rigid. 

Accordingly, corresponding food items were used during 

testing as seen in Table 1 and Fig. 4. 

 

Table 1. Food Item Characteristics and Water 

Temperature Assignment 
 

Item 

 

Characteristics 

 

Water 

Temperature 

A Heavy – 66 g Hot 

B Hard, non-uniform vertical profile Cold 

C Malleable, slippery plastic surface Hot 

D Soft, narrow Hot 

E Fragile Hot 

F Hard, spherical Cold 

G Brittle Hot 

H Hard, narrow – 12.95 mm Cold 

 

 

Fig. 4. Experimental food items. 
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The gripper was exposed to temperatures depending 

on whether the physical properties of the target object are 

better suited for greater or weaker applied force during 

grasping. Each food item was tested individually on the 

platform as well as in more complicated combinations 

including multiple items on the platform grasped in 

continual sequence and objects in a stacked formation 

(Fig. 5). A successful grasp is defined in this paper by 

moving a sample from its initial to final location without 

causing damage or the item slipping mid task. 

 

 

Fig. 5. Experiment arrangements: (A) Sequential (B) 

sequential (C) stacked, and (D) combined stacked and 

sequential. 

 

The gripper was attached to an industrial robot and 

integrated with software that controlled grasp planning 

and execution while employing a depth camera for the 

identification of item locations. The gripper's linear 

actuator operates using force feedback to determine when 

an adequate clamping width has been achieved.  

 

5. Results 
 

5.1. Force gauge 

The results are seen in Table 2 and Fig. 6 for each final 

displacement value, the fabric exposed to the cooler 

temperature applied more force compared to when 

exposed to a higher temperature. This confirms the 

premise of the gripper i.e. force applied increases as the 

temperature of operation decreases and vice versa.  

 

Table 2. Force Gauge Experiment Key Values 

Displacement 

 

Max 

Force 

Plateaued 

Force 

Velocity 

Hot Temperature - 67°C 

10 mm 0.6 N 0.4N 1.429 mm/s 

20 mm 1.8 N 1.3 N 1.818 mm/s 

30 mm 3.8 N 2.8 N 1.887 mm/s 

Cold Temperature - 30°C 

10 mm 2.8 N 0.7 N 1.613 mm/s 

20 mm 6.5 N 2.5 N 1.538 mm/s 

30 mm 9.6 N 3.8 N 1.657 mm/s 

 

Fig. 6. Results of the force gauge experiment plotted: (A) 
all displacements and (B) each displacement individually. 

      The constant velocity of the gripper movement meant 

that time and displacement differed by a constant factor. 

Therefore, while accounting for this factor, modelled 

relationships with respect to time can proxy relationships 

with respect to displacement. The constant velocity 

portion of the experiment was isolated and time vs. force 

- or equivalently displacement vs. force - was analyzed 

using both linear and second-order polynomial models. 

A strong second-order polynomial relationship was 

determined between the displacement of the gripper and 

the force applied as seen with the R-squared values in 

Table 3. In future work, an analytical model will be 

formalized to depict the force a sample will experience 

depending on the item’s width (i.e. the gripper 

displacement) and considering the temperature.  

 

Table 3. Force Gauge Experiment Model 

Performance 
Displacement 

 

Linear Model 

 

Polynomial 

Model 

Hot Temperature - 67°C 

10 mm 0.909 0.927 

20 mm 0.971 0.971 

30 mm 0.969 0.983 

Cold Temperature - 30°C 

10 mm 0.931 0.932 

20 mm 0.957 0.962 

30 mm 0.888 0.936 

 

       When the final displacement is achieved, the force 

quickly decreases and then plateaus. This is ideal as there 

is no prolonged period of unnecessary high force applied 

after the fabric has molded to the shape of the target. As 

seen in Table 2, there is a directly proportional 
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relationship between this plateaued value and the 

displacement of the gripper and an inversely proportional 

relationship between the force and temperature. Given 

that in practice, the displacement of fabric - i.e. a target's 

width - is immutable, plateaued force can be controlled 

with temperature. The relationship between this 

plateaued force, the temperature of the fabric, and the 

final displacement value can be further investigated to 

optimize and formalize the temperature used for various 

targets with different ideal handling requirements. 
 

5.2. Food picking  
 

The gripper was successful in grasping and transporting 

each food sample from its respective initial positions to 

their final destinations. Fig. 7 shows the end-effector 

gripping pose for each food item from Fig. 4 and Fig. 8 

shows the gripper throughout experiment D from Fig. 5.  

 

 

Fig. 7. Gripping snapshots of each food item. 

 

Fig. 8. Snapshots during the execution of experiment D. 

       Unsuccessful grasping attempts were seen with 

samples with widths comparable to the maximum open 

position width of the gripper and with the samples in 

experiments with. These failures can be attributed to 

incorrect positioning of the gripper prior to closure. This 

could be corrected by further developing the method of 

identifying the desired initial location through the 

calibration matrix of the software. Additionally, the 

gripper can be modified to have a bigger difference in the 

open position width of the gripper compared to the size 

of the samples to have larger tolerance limits to account 

for the margin of error between generated and desired 

locations.  

6. Conclusion 

The robotic gripper proposed in this paper was designed 

to utilize its variable stiffness property to successfully 

grasp food samples with commonly difficult-to-handle 

features without causing damage and while maintaining 

mechanical simplicity and compactness. This concept 

was formed on the basis that allowing the material of the 

gripper to do the bulk of adapting to the shape and 

delicacy of a given sample permits the gripper to be 

functional without human intervention or immediate 

control. The gripper's variable force application was 

validated in a force gauge experiment conducted under 

two temperature conditions and at three displacement 

values, confirming the viability of our design concept. 

The practical capabilities of the gripper were 

demonstrated experimentally with the gripper 

performing food-picking sequences involving a diverse 

range of items, each possessing distinct properties and 

arranged in both sequential and stacked configurations. 

       In future developments, enhancing the gripper's 

versatility could involve the implementation of variable 

width and height dimensions to accommodate an even 

broader range of items. Moreover, expanding the range 

of temperatures utilized for more customized force 

applications can be investigated for more tailored 

handling of samples.   
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Abstract 

This research proposes to create a machine vision using YOLOv5 model to detect maturity of the tomatoes on farm 

field which categorized by raw, half-ripe, and ripe. The use of multiple color space RGB, HSV, and LUV dataset 

aims to overcome external disturbances such as light and shadows. The results are the machine vision can differentiate 

fruits by its category with minor bias and obtaining a good mAP50 rates with the greatest result is LUV color spaces 

model. This machine vision with custom datasets in multiple color spaces can be implemented on farm field which is 

considered based on the purposes, environment and external disturbances. These models are developed for 

autonomous harvesting robot on farm field. 

Keywords: Machine Vision, YOLOv5, Color Space 

1. Introduction 

The gradual maturity of technology has developed in 

many sectors, one of them is in the agricultural sector 

called as precision agriculture. Many agricultural systems 

still using traditional method, particularly in the maturity 

detection level. The research on precision agriculture 

aims to transform traditional method into digitalization 

precisely [1]. Robotics and automation are expected to 

have a significant impact on farms of the future by 

increasing efficiency in production for fruits grading 

which are gradually shifting to automation through a 

Computer Vision based on fruits detection. In addition, 

image processing can provide understanding of 

individual health, nutritional condition, and maturity 

level. However, the complexity of the field environment 

as well as the unstructured features of fruits resulting a 

great challenge to the target detection, particularly for 

maturity level measurement [2]..   

Computer Vision (CV) is a key point for future 

implementation on farming technology, particularly in 

the fruits grading and classification, yield estimation 

counting, health condition, and maturity. Fundamentally, 

CV generated using Machine Learning (ML) algorithm 

which enable the analysis of massive quantities of data 

more rapidly and precisely, instead traditional or manual 

method. CV traditionally execute image by primary color 

Red, Green, and Blue (RGB), so the images collected by 

RGB based camera at RGB wavelength. In addition, 

grading fruits can be classified by using color, texture, 

and share feature descriptors. RGB color detection has a 

good level accuracy when using CV, however, at some 

condition, CV cannot detect object which has rough or 

irregular environment, such as on farm field. On the fam 

field, the objects can be disturbed by external factor, for 

example, sun rays, leaf, and shadows [3], [4]. To 

overcome this issues, execution process of CV can be 

implemented using multiple color space identification. 

Color space basically can also describe as the way in 

which human eyes can perceive color vision. Color space 

shaped from the development of color model which the 

color is associated with an accurate definition of the way 

the components are to be inferred and the situations are 

viewed with the set of resulting colors. There are many 

different color spaces such as RGB, NTSC, LUV, HSV, 

CMYK, and HSI. Each color space has specified function 

and color model [5]. 

In the recent years, many researches have conducted to 

accomplish the best algorithm for ML, basically in image 

processing, particularly in the fruit’s detection based on 

its color space. Detection of seedling using machine-

transplanted rice has been developed using machine 

vision [6] which aimed to detect paddy seedlings using 

many color spaces and plant the seeds using a paddy 

machine. Research [7] conducted research by tomato 

recognition and localize the object using YOLOv5 

algorithm only in RGB images. Research [8] discussed 

about a quality evaluation for two type of grapes using 

random forest model to identify quality of each fruit type. 

Another implementation of ML in image processing on 

farming activity also developed for palm fruit [9] which 

purposed to classified the oil palm fresh fruit based on the 

textures and palm’s skin. 

This research proposed to determine maturity level for 

tomato fruits based on three different color space using 

ML and YOLOv5 model on the real farm implementation 

to develop the previous similar researches. The maturity 

level of the tomato was divided into three class those are 

raw, half ripe, and ripe. In addition, this research was 

classified the greatest result of dataset’s performance 

based on its color space. 
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2. Methodology 

2.1.  Proposed System 

 The overall flowchart of the proposed system is 

presented on the Fig. 1. The specified fruits which used 

as the main object is tomato. The system was proposed 

using Machine Learning based on YOLOv5 Algorithm 

with custom datasets. The used of YOLOv5 in this 

research rather than another version of YOLO has 

recently analyzed based on recognition and location of 

on-farm fruits. The previous research [7] explained about 

the YOLOv5 accuracy for on-farm moving robot. 

YOLOv5 has a high-level accuracy rate for rapid image 

detection with only 9.0 time/ms. Besides the accuracy 

level can be reach for more than 95%. In addition, the 

number of objects detected by YOLOv5 is the highest 

then other YOLO model. YOLOv7 is the latest model of 

YOLO version however the average detection time is 

13.59 time/ms and with a little bit lower accuracy rate 

compared with YOLOv5. Based on this literature, 

originally, this research purpose is to develop a machine 

vision for on-farm robot. Thus, it is required a machine 

vision to detect fruits rapidly and precisely. All of the test 

has the same requirements such as 100 epochs, 32 batch 

with custom datasets in 640 x 640 image size, and three 

object classes.  

This research was conducted in many trials and three 

sequences for identifying fruits based on three color 

spaces those are RGB color space trial, HSV color space 

trial and LUV color space trial. This research conducted 

to explain scientifically based on the data training. The 

purpose of each trial is to achieve the best success rate. 

Then, arrange each dataset depends on the color spaces 

and implement it into real robot vision on-farm for future 

concept.  

2.2. Custom Datasets 

Images of tomatoes used in training and testing were 

collected from open-source image from internet and 

manually captured using phone camera on the tomato 

farm field located in West Java, Indonesia. The total 

image of the data was obtained and store basically as 

RGB format. The datasets for both trial and validation 

containing many numbers of samples which consist of 

single tomato for either red or green or orange tomato, 

group of tomato with the same color, multiple mixed 

color type of tomato. In addition, the datasets also consist 

of multiple small sized images for either red or green or 

orange tomato. The small sized images used to recognize 

fruits with far distance of camera or the fruits with a tiny 

shape. To increase the diversity of the samples, the 

datasets also contain multiple image characteristics such 

as blur, dim, front-facing, upper-part, bright, and 

overlapping objects. 

The datasets consist of three classes those are 

ripe_tomato, raw_tomato, and half_ripe_tomato. The 

ripe_tomato represent to mature fruit, the raw_tomato 

represent to unripe fruit, and the half_ripe_tomato 

represent the fruit is half mature [10]. The datasets also 

distinguished based on the purpose those are train images 

and validation images. The total sample images of trial 

and validation for ripe_tomato is 192 and 136 

respectively, the total samples of trial and validation for 

raw_tomato class are 243 and 101 samples respectively, 

and the total samples of trial and validation for 

half_ripe_tomato class are 403 and 139 respectively. The 

total samples from 334 images datasets are 

approximately 838 samples for trial and 376 samples for 

validation. Each class basically is RGB color space and 

converted to another color spaces HSV and LUV. These 

variety of class and color spaces appointed to determine 

the best color space to detect fruits maturity level.   

3. Results and Discussion 

3.1. RGB Trial 

 This trial consists of several tests and each test has its 

main purpose. The first test purposed the machine vision 

to detect fruits and classified them into two classes 

ripe_tomato and raw_tomato. However, the test result 

has low quality mean Average Precision (mAP50) for 

only 54% and 52% respectively with total 49%. These 

issues happened because the machine vision cannot 

detect small-sized fruits for further scope of the images. 

In the second trial, more images added to the dataset, 

specifically for small-sized tomato for either red or green 

tomato class with total additional datasets are 90 images 

for both. The additional datasets including single small 

sized red and green tomato, and multiple objects of small-

sized tomato. The results of the second trial for 

ripe_tomato and raw_tomato class have mAP50 92% and 

83% with overall mAP50 is 87%. However, in the second 

trial, the machine cannot detect orange tomato which is 

neither categorized as red nor green tomato. Thus, the 

final trial conducted to add more images and one dataset 

labelled as half_ripe_tomato. The total images added for 

the half_ripe_tomato class are 133 images containing 

single tomato, multiple tomato, multiple mixed color 

tomato, and the small-sized tomato. The total additional 

images are 133, 328 images for overall class, and 823 

samples in total for trial and 360 samples in total for  

 
Fig. 1. Flowchart of proposed system. 
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validation. The sample images of final results shown on 

the Fig. 2(a) and Precision-Confidence Curve (P-C 

Curve) shown on the Fig. 2(b). 

3.2. HSV Trial 

HSV trial basically used the same number of total 

datasets with RGB datasets. In the HSV trial, the images 

converted into HSV images using Python code. The HSV 

trial also use three classes called as ripe_tomato, 

raw_tomato, and half_ripe_tomato. The trial test of this 

HSV datasets conducted in 100 epochs. Brief results of 

the HSV trial are the machine vision cannot differentiate 

raw_tomato and half_ripe_tomato class. This issue 

happened because the HSV color space conversion 

generates those tomato’s skin look exactly the same. The 

sample images of final results shown on the Fig. 3(a) and 

Precision-Confidence Curve (P-C Curve) shown on the 

Fig. 3(b). 

3.3. LUV Trial 

LUV trial basically used the same datasets from the 

converted RGB color space to LUV color space using 

Python code. The LUV datasets also consist of three 

classes ripe_tomato, raw_tomato, and half_ripe_tomato. 

The Trial test conducted in 100 epochs with the detail 

information of sample final results shown on the Fig. 4(a) 

and Precision-Confidence Curve (P-C Curve) shown on 

the Fig. 4(b). 

3.4. Performance Evaluation from All Datasets 

Based on this research, there are many advantages and 

disadvantages to use multiple color space in a dataset. 

Each color space has specific purpose to be used in 

machine vision. HSV color space can be used to detect 

color-based image. HSV separates luma, or the image 

intensity from chroma or color information. HSV can be 

useful for histogram equalization, removing shadows, 

lightning disturbance, etc. Besides, RGB color is the 

basic color space in every image and captured by camera. 

RGB color can be easily to use and formulated because 

this color space not necessary to be converted from the 

original image. However, RGB color space might be also 

easily distracted with external factors such as shadow, 

lightning, sunrays, etc. Meanwhile the LUV color space 

can be used to decouple color with the U and V 

components which represent chromaticity values of color 

image. Besides the L or Luminance can improve the RGB 

picture which distracted from over light disturbance, etc. 

The comparison from three color spaces which used in 

this research shown in  Table 1.  

 

Based on the Table 1, the LUV and RGB color space 

has similar mAP50 rates with the overall value 85% and 

83% respectively. On the other hand, the LUV datasets 

have a good performance in object detection proven by 

the mAP50 rate shown on the Table 1 because LUV color 

space are fundamentally suitable for restoration error 

estimation, fast detection, and impulsive noise removal in 

real-time color imaging. Based on the Table 1, 

ripe_tomato class and raw_tomato class for LUV color 

space’s mAP50 rate is higher than RGB color space 

because some of the images in RGB overlapped by 

shadows and light as shown in the Fig. 6(a) and Fig. 5(a) 

respectively. The explanation of comparison between 

RGB and LUV datasets also visualized in P-C Curve as 

shown in the Fig. 2(b) and Fig. 4(b) which shows the 

RGB curve relatively fluctuating than LUV graph. 

Nevertheless, the graph shows a great stability and raise 

gradually with small fluctuations. In contrary, the HSV 

has the lowest of all datasets training. The HSV datasets 

conversion from RGB color space has the typical color 

tone with its backgrounds such as leaf, trees, and grass. 

The HSV datasets, either ripe_tomato or raw_tomato 

class has a high mAP50 rates for more than 70%. 

However, there is an issue regarding the 

half_ripe_tomato class, the machine vision cannot detect 

the object significantly resulting only 57% of mAP50 

value as shown on the Table 1. This value is nearly with 

50% and the results should be evaluated to increase the 

rates [11]. The P-C curves Fig. 3(b) showing the 

relatively unarranged graph for the half_ripe_tomato and 

the prediction line increased gradually. 

The shadow and lightness disturbances occurred during 

the dataset collection in this research as shown in Fig. 5 

and Fig. 6. RGB image reflect lightness, such as sunrays, 

  

(a) (b) 

Fig. 2. (a) Sample results RGB, and (b) P-C Curves. 

  

(a) (b) 

Fig. 3. (a)  Sample results HSV, and (b) P-C Curves. 

  
(a) (b) 

Fig. 4. (a)  Sample results LUV, and (b) P-C Curve. 
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into white spot, whereas LUV image converts the white 

spot into warm blue color as shown in the Fig. 5(b) which 

was not distract the real color of the image and affecting 

the machine vision detection more precisely. HSV 

images turn the white spot into dark red color as shown 

in Fig. 5(c) and affect the real color of the images. HSV 

images turn the shadow into lighter color compared with 

the basic RGB image as shown in the Fig. 6(c) and Fig. 

6(a) consecutively. This result influence the machine 

vision to detect object more precisely. Moreover, LUV 

also turn the shadows into lighter color than RGB shadow, 

however, the shadows still configurable and not affected 

much to fruit’s basic color as shown on the Fig. 6(b).  

Basically, YOLOv5 model trained using a pre-training 

model originally from RGB color which trained in 

another color space LUV and HSV. Hence, the model 

generated results in relatively similar to RGB color space. 

Overall, LUV color space was the greatest datasets for 

tomato classification. Therefore, the LUV can be suitable 

for harvesting robot despite each color space has an 

advantages and disadvantages in certain occasions and 

purposes. 

4. Conclusion 

This research has shown the model of ML which used 

to determine the best datasets differentiated from color 

space RGB, HSV, and LUV. According to the final 

results, RGB and LUV datasets generate an outstanding 

typical result for the machine vision, on the contrary, the 

HSV datasets obtain a relatively poor result. The best 

class in this research from overall datasets evaluation 

were ripe_tomato and raw_tomato class. Meanwhile, the 

half_ripe_tomato class acquire intermittent results for all 

datasets color space depends on the backgrounds and 

external distraction from the objects. Moreover, HSV 

datasets need some additional images and adjustment of 

the “Hue” value as required for increasing the success 

rate. In conclusion, all of the datasets in this research can 

be used depending on the purposes, and object’s 

circumstances which correlated with external 

disturbances such as backgrounds, lightness, and 

shadows of the images. LUV color space has shown its 

performance as the best datasets for rapid segmentation 

of tomato on farm and more suitable in many external 

disturbances such lightness and shadows. On the other 

hand, HSV datasets can be used to recognized tomatoes 

on farm which has high light intensity and shadow 

disturbance. Therefore, this color space can be more 

suitable for harvesting robot with rapid segmentation.  
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Abstract 

The growing demand for robots necessitates faster and more precise processing. However, running large Artificial 

Intelligence (AI) models from cloud data centers to mobile robots via inference models uses considerable computation 

resources, which leads to power limitations, particularly for mobile robots. The use of reconfigurable semiconductor 

devices at the hardware level is a promising solution to this problem. We introduce the educational kit EV3-Robot 

with a co-design methodology utilizing Field-programmable Gate Arrays (FPGA) Kria KV260 as a hardware 

accelerator specifically for object detection. We apply the You Only Look Once (YOLO) model for object detection, 

which provides real-time results for practical applications. Additionally, we analyze the processing times of the local 

PC and EV3-Robot. 

Keywords: EV3-Robot, FPGA, Object detection, YOLO. 

 

1. Introduction 

Japan has an ageing population and a decreasing 

number of young people [1]. To address this issue, mobile 

robots have gained attention [2]. For example, robots are 

expected to perform daily indoor tasks, such as picking 

up and delivering objects. To accomplish such tasks, 

robots must be capable of recognizing and detecting 

specific objects [3]. 

In the field of Artificial Intelligence (AI), Neural 

Networks (NN) have been extensively researched [4], [5], 

[6]. Neural networks (NN) are equipped with state-of-

the-art perceptual abilities, adaptive learning, and 

sophisticated human interaction. However, processing 

this information requires fast and accurate computation, 

especially in mobile robots where real-time interaction is 

almost unavoidable. This highlights the increasing need 

for robots equipped with reliable NNs. In contrast, You 

Only Look Once (YOLO) has gained attention for its fast 

and high accuracy [7].  

Reconfigurable semiconductor devices at the hardware 

level offer a promising solution to the challenge of 

running large YOLO models from cloud to mobile robots 

via inference models, which require significant 

computation resources and result in low power 

consumption. We present the educational kit EV3-Robot, 

which utilizes a co-design methodology that employs 

local-PC and Field-programmable Gate Arrays (FPGA) 

Kria KV260 as a hardware accelerator for the YOLO 

model. 

In our previous study on hardware-based 

communication [8], [9], the communication processes 

played a pivotal role. The first step was to design the 

client-server communication model, where the EV3-

Robot served as the server and the local PC as the client. 

Next, we set the feedback for motor movements during 

specific tasks, in this case, using Ev3dev Python Socket 

Connection via Bluetooth to be able detect humans as 

objects. After that, we execute the deep-learning 

processor unit (DPU) of the YOLO model on the KV260 

board. Finally, we evaluate the processing time.  

2. Methodology 

2.1. You Only Look Once version 3 (YOLOv3) as 

detection system 

Fig. 1 illustrates how YOLOv3 predicts the anchor box 

by using the bounding box and size clustering. The 

feature map cell is represented by 𝑐𝑥  , 𝑐𝑦 , and the pre-

selected bounding box size is 𝑝𝑤  ,  𝑝ℎ . The predicted 

coordinates are 𝑏𝑥, 𝑏𝑦 , 𝑏𝑤 , 𝑏ℎ  which can be calculated 

 

Fig.1 Bounding box [10] 
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through Eq. (1), (2), (3), and (4) where the 𝜎(𝑡𝑥) and 

𝜎(𝑡𝑦) are pixel values. 

𝑏𝑥 = 𝜎(𝑡𝑥) + 𝑐𝑥 (1) 

𝑏𝑦 = 𝜎(𝑡𝑦) + 𝑐𝑦  (2) 

𝑏𝑤 = 𝑝𝑤𝑒𝑡𝑤 (3) 

𝑏ℎ = 𝑝ℎ𝑒𝑡ℎ (4) 

2.2. System architecture 

 
Fig. 2. YOLO real-time object detection on EV3-

Robot using FPGA hardware accelerator. 

Fig. 2 displays a real-time implementation of YOLO 

for object detection using an EV3-Robot. The EV3-Robot 

is equipped with various sensors, although we exclude 

the input sensor functions in this system. The operating 

system (OS) used is ev3dev, which is Linux-based and 

stored on a Secure Digital (SD) card. The connection to 

the computer is established through Bluetooth and 

operates at 2.4GHz. The robot is powered by an ARM-9 

processor and includes a built-in mini-LCD display. It 

has four input ports for sensor functions and four output 

ports for actuators or motors. The EV3-robots motor is 

connected using the output ports only for feedback. 

2.3. Ev3dev Python Socket Connections for feedback 

  
a. Server diagram flow b. Client diagram flow 

Fig. 3. Client-server communication systems. 
 

  

a. Clockwise rotating for scanning “person” and 

“A” is an initial direction. 

 
b. Camera views on each direction 

Fig. 4. EV3-Robot motor rotation 

 

 

Fig. 5. Feedback sequences. 
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Fig. 3 illustrates a remote-control flow that utilizes 

python socket connections [11] to set motor movements 

as feedback. The communication involves the use of 

Internet Protocol (IP) addresses to establish connections. 

The local PC acts as a client and sends commands to an 

EV3-Robot, which serves as the server, enabling control 

over the robot. 

Fig. 4 depicts a feedback design for detection that 

utilizes the motor functions of the EV3-Robot. The 

surrounding environment is scanned by setting up four 

directional points, denoted as “A”, “B”, “C”, and “D”. 

The direction is rotated 45° clockwise at regular intervals, 

in this case, every 4 seconds. 

Fig. 5 displays the sequence of the motor rotation 

process. The robot is equipped with a standby mode, 

referred to as 'scanning for person', which enables it to 

scan while executing real-time object detection processes 

until the desired class, 'person', is detected. Finally, we 

have implemented an exit process triggered by the 'Esc' 

command from keyboard inputs to conclude the sequence. 

2.4. Getting the weight data from cloud to local-

PC 

The pre-trained COCO weight dataset [12] was utilized. 

As we were testing real-time communication during 

detection, we only focused on the specified class from 

COCO, which is “person” (class_id = 0). 

This was added to the client part and a real-time 

processing loop was performed for 'person' object 

detection. The wireless camera is mounted to perform 

object detection using the YOLOv3 model. It focuses on 

specific classes and determines whether a class_id = 0 

(person) is detected. If so, it sends a message via the 

socket connection.  

2.5. Deep-learning Processor Unit (DPU) in 

KV260 

 

Fig. 6. DPU flow. 

 
Fig. 7. YOLOv3 xmodel. 

Fig. 6 displays the application of DPU and its 

integration into the KRIA KV260 board FPGA. Initially, 

we prepare the YOLOv3 model [13]. Next, we proceed 

to the pre-processing stage to install and verify the 

dependencies or libraries. Subsequently, we quantize the 

model from 32-bit floating-point weights to 8-bit.  

Fig. 7 shows that we successfully generated the 

specified model for the KV260 architecture model, 

referred to as the “xmodel”. Finally, we load “xmodel” 

into DPU deployment for real-time hardware acceleration. 

3. Results and Discussion 

3.1. Real-time remote-control communication of 

client-server systems 

 
Table 1.  The latency results of the first four 

command keys. 

Keyboard 

Key 

Message Latency 

(ms) 

Up “going UP! received” 522 

Right “going RIGHT! received” 652 

Down “going DOWN! received” 511 

Left “going LEFT! received” 661 

Latency is a priority in client-server communications, 

especially for YOLO applications that require real-time 

interaction and responsiveness from the EV3-Robot. 

Achieving low-latency communication is crucial for 

current system, so we define latency as the round-trip 

time (RTT) divided by two in milliseconds (ms) as shown 

in (5).  

𝐿𝑎𝑡𝑒𝑛𝑐𝑦 (𝑚𝑠) =
𝑅𝑇𝑇

2
 (5) 

 

The outcomes of the initial four command keys are 

displayed in Table1. Each key is associated with a 

confirmation message, allowing us to verify when the 

instruction was issued. Our findings indicate that the 

latency remains below 1,000 𝑚𝑠.  

 
Fig.8. FPGA hardware accelerator task 
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Table 2.  Result comparison during N-step = 1. 

Local-

PC 

FPS Inference- 

time (ms) 

Hardware 

Accelerator 

“person” 

Object 

Detection 
13th Gen 

Intel(R) 

Core 

(TM) i7-

13700F 

2.10 

GHz. 

2.63 270.3 None Success 

3.78 264.4 FPGA 

KV260 

Success 

3.2. Real-time visualizations 

 

 
a. Local-PC without hardware accelerator. 

 
b. Local-PC with hardware accelerator FPGA. 

Fig. 9. EV3-Robot real-time visualizations 
 

Fig. 8 shows a task that FPGA hardware accelerator 

task. Fig. 9(a) and Fig. 9(b) are displaying the real-time 

visualization from the EV3-Robot's perspective. The 

class detection for 'person' was achieved in the “B” 

direction. 

3.3. FPGA hardware accelerator 

Table 2 compares the local-PC and EV3-Robot's 

performance during the detection task. The use of 

hardware accelerators resulted in an increase in the 

number of frames per second (FPS) and a reduction in 

inference time. 

4. Conclusion 

Real-time object detection on the EV3-Robot using 

FPGA hardware acceleration has been successfully 

implemented. Equipped with the FPGA Kria KV260 

accelerator and the YOLO model, the EV3-Robot 

demonstrates a practical and effective solution for real-

time object detection. This paves the way for enhanced 

performance and broader applications in the field of 

mobile robotics. 
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Abstract 

This study proposes a low computational cost hand-waving action recognition system for non-verbal communication 

in home service robots. The system is based on an echo state network, which requires lower computational costs than 

that of deep neural networks (DNNs), and processes time-series data of skeletal coordinates of humans to recognize 

hand-waving actions. Additionally, this study proposes and compares two types of Preprocessing ing methods of the 

skeletal coordinates to ensure the robustness of the human positions on the frame: one method extracts shoulder and 

arm angles, which are invariable regardless of the humans’ positions and the other normalizes the skeletal coordinates. 

The experimental result shows that the proposed system has competitive accuracy and is robust to varying human 

positions. 

Keywords: Action recognition, Home service robot, Low computational cost, Echo state network 

 

1. Introduction 

The declining birthrate and aging population have 

become social problems in many countries, not only 

Japan, and one of the solutions is the use of home service 

robots [1]. For this reason, research on home service 

robots has been active [2], [3], [4]. Home service robots 

can expand the range of their use by acquiring not only 

verbal but also non-verbal information such as human 

facial expressions and movements. In addition, since 

home service robots are required to judge situations and 

perform actions in real-time, computers for their 

information processing should be mounted on the home 

service robot. Therefore, the resources in the computers 

are limited and the computational cost of the process must 

be low. 

In this study, we focus on hand-waving action 

recognition, which indicates that a human is calling the 

home service robot and aim to construct a system with 

low computational cost. The proposed system recognizes 

hand-waving action by providing skeletal information 

extracted from videos using MediaPipe [5] to an echo 

state network (ESN) [6], a lightweight machine learning 

model. 
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2. Related Works 

MMAction2 [7], provided by OpenMMLab, is a library 

for action recognition. This library estimates human 

behaviors such as handshaking, hugging, hand waving, 

etc. The tool offers powerful deep neural network 

(DNN)-based models for action recognition such as 

SlowFast [8], UniFormerV2 [9], and VideoMAE V2 [10], 

however, the three models listed as examples have a huge 

number of parameters (more than 20M) and are 

computationally expensive.  

While the methods [8], [9], [10] directly feed input 

images into DNNs, Doan proposed an action recognition 

system with a long short-term memory model that 

processes skeletal information [11]. Compared to the 

end-to-end processing models, the method is more 

lightweight but still requires high computational costs 

because it is based on the DNN. 

3. Proposed Methods 

We propose a lightweight hand-waving action 

recognition system with MediaPipe [5] and an ESN [6]. 

The processing flow of the proposed method is shown in 

Fig. 1. For each video frame, the system extracts skeletal 

coordinates by using MediaPipe The skeletal coordinates 

are then given to an ESN, which performs a binary 

classification of whether the hand is waving or not. 

Before feeding the coordinates to an ESN, we apply 

preprocessing to skeletal coordinates to classify the 

action not depending on the human position on the frame. 

We propose and compare two types of preprocessing in 

this study.  

Preprocessing A extracts the angles of the shoulders 

and arms. Preprocessing A shown in Eq. (1) and (2) use 

the x-coordinate of the left and right wrists (𝑥𝑙_𝑤𝑟 , 𝑥𝑟_𝑤𝑟), 

the left and right shoulder (𝑥𝑙_𝑠ℎ ,  𝑥𝑟_𝑠ℎ) , and the y-

coordinate of the left and right wrists (𝑦𝑙_𝑤𝑟 , 𝑦𝑟_𝑤𝑟), and 

the left and right shoulder (𝑦𝑙_𝑠ℎ ,  𝑦𝑟_𝑠ℎ)  respectively. 

𝑿𝒊𝒏 in Eq. (3) is the input to an ESN.  

 

 

 

 

 

 

𝑋𝑙_𝑖𝑛 = tan−1
(𝑦𝑙_𝑤𝑟 − 𝑦𝑙_𝑠ℎ)

(𝑥𝑙_𝑤𝑟 − 𝑥𝑙_𝑠ℎ)
 

 

(1) 

𝑋𝑟_𝑖𝑛 = tan−1
(𝑦𝑟_𝑤𝑟 − 𝑦𝑟_𝑠ℎ)

(𝑥𝑟_𝑤𝑟 − 𝑥𝑟_𝑠ℎ)
 

 

(2) 

𝑿𝒊𝒏 = (𝑋𝑙_𝑖𝑛

𝑋𝑟_𝑖𝑛) (3) 

 

Preprocessing B shown in Eq. (4) and (5) use the x-

coordinate of the left and right wrists (𝑥𝑙_𝑤𝑟 , 𝑥𝑟_𝑤𝑟), the 

nose ( 𝑥𝑛𝑜𝑠𝑒 ), and the left and right shoulder 

(𝑥𝑙_𝑠ℎ,  𝑥𝑟_𝑠ℎ), respectively. The coordinates of the wrists 

are relative to the coordinates of the nose to ensure 

robustness against parallel movement of the recognition 

target. In addition, the wrist coordinates are normalized 

by the length of the shoulder. The robustness against 

human size in the frame is ensured by normalizing the 

length of the shoulder. 𝑿𝒊𝒏  in Eq. (6) is the input to an 

ESN. 

 

𝑋𝑙_𝑖𝑛 =
(𝑥𝑛𝑜𝑠𝑒 − 𝑥𝑙_𝑤𝑟)

|𝑥𝑙_𝑠ℎ − 𝑥𝑟_𝑠ℎ|
 

 

(4) 

𝑋𝑟𝑖𝑛 =
(𝑥𝑛𝑜𝑠𝑒 − 𝑥𝑟_𝑤𝑟)

|𝑥𝑙_𝑠ℎ − 𝑥𝑟_𝑠ℎ|
 

 

(5) 

𝑿𝒊𝒏 = (𝑋𝑙_𝑖𝑛

𝑋𝑟_𝑖𝑛) (6) 

 

4. Experiments 
 

4.1 Setup 
 

We collected a total of 360 video files of actions from six 

persons, of which 240 data points were used as training 

data from one person, 24 data points were used as 

validation data from another person, and 96 data points 

were used as test data from four persons. The CPU of the 

computer that performed the processing was a CPU (Intel 

(R) Core (TM) i7-6700K). 

To verify whether the proposed method can be a 

substitute for the prior cases, we conducted similar tests 

using the behavior recognition models of the prior cases 

(however, these models can recognize multiple 

 

Fig. 1. Process flow of the proposed hand-waving  

action recognition. 

Table 1. Experimental results 

 
Ours 

(A) 

Ours 

(B) 

Slow 

Only 

UniFormer 

V2 

Accuracy 0.667 0.771 0.625 0.646 

Precision 0.875 0.928 0.667 0.622 

Recall 0.500 0.683 0.714 1.000 

processing 

time[s] 
3.445 3.446 20.519 29.607 

Table 2. Accuracy per subject for the proposed 

method (Preprocessing B) 

Subject S1 S2 S3 S4 

Accuracy 0.813 0.863 0.775 0.662 
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behaviors). We used the SlowOnly [8] and the 

UniFormerV2 [9] models provided by the MMAction2 

model trained on the Kinetics-700 dataset [12] of 700 

behaviors to predict the behaviors of the test data. 

4.2 Result 

The averages of the accuracy, precision, recall rates, and 

processing time for the ten estimation results for the test 

data are shown in Table 1. The proposed method has a 

higher accuracy rate in hand-waving action recognition 

than the other two methods. In addition, we can see that 

Preprocessing B is superior to A in all indices. The 

proposed method also has a shorter processing time than 

the other two methods.  

Table 2 shows the accuracy for each subject using the 

proposed method with Preprocessing B, which had the 

highest accuracy. These results show that the accuracy 

varies greatly depending on the subject. 

5. Discussion 

We consider the Preprocessing B shown in Eq. (4), (5) 

and (6) with normalization to the wrist coordinates to be 

more accurate than the Preprocessing A using the angles 

shown in Eq. (1), (2) and (3), because the rate of 

fluctuation of the values is larger. In particular, the rate 

of fluctuation of the values for Preprocessing A is small 

when the elbow is bent while hand waving. Therefore, we 

consider that Preprocessing B is superior. 

The proposed method has a low recall for 

Preprocessing B. In Preprocessing B, we consider the 

influence of the data from the wrist-fixed hand wave to 

be significant. Preprocessing B makes predictions based 

on fluctuation in wrist coordinates. Therefore, if the hand 

is waving without wrist fluctuation, it cannot be 

recognized. Therefore, it is necessary to devise a system 

that allows recognition without wrist fluctuation. 

As shown in Table 2, variations in accuracy were 

observed among the subjects. This is expected to be 

caused by the body size and waving habits of the subjects. 

It is necessary to verify whether this problem can be 

solved by using data from multiple subjects in the training 

data in the future. 

6. Conclusion 

In this study, we proposed a hand-waving action 

recognition system based on an ESN to construct a low-

computational-cost hand-waving action recognition 

system to be introduced into home service robots. The 

results show that the accuracy of the lightweight model is 

comparable to that of deep learning-based multiple-

action recognition models. 

In the future, it will be necessary to construct a system 

that can recognize a waving person even if there are 

multiple people in the frame because there is a possibility 

that multiple people may be in the image in the real world. 
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Abstract 

We propose the use of language-based prompt engineering to achieve rapidly adjustable object 
recognition in RoboCup@Home. The proposed prompt engineering involves humans adding features, 
such as the color and material of an object, into the text prompts inputted into Language Segment 
Anything. In this research, we evaluated the effectiveness of our proposed method in three benchmark 
tests for object recognition at RoboCup@Home 2023. The results show that the highest scores were 
obtained in specific tasks, indicating that the proposed method applies to various recognition tasks.   

Keywords: Home service robot, Object recognition, Prompt engineering, RoboCup@Home 

1. Introduction 

In recent years, service robots have attracted increasing 

attention against the aging population background [1]. 

This trend has spurred active research in this domain [2], 

[3]. These robots operate in dynamic environments, 

frequently encountering new and unfamiliar objects, 

making the learning process of recognition technologies 

and operational efficiency crucial. Ono et al.'s research 

[4] automates dataset generation and annotation, 

reducing the time and cost involved in the learning 

process while maintaining real-time performance using 

You Only Look Once v4 (YOLOv4) [5]. However, their 

experiments [6] showed that YOLO learning took two  

 

hours to prepare 500,000 training images and 18 hours. 

We aim to achieve a faster learning process and improve 

operational efficiency. 

This study proposes Language Segment Anything (Lang 

SAM) [7] as a language-based object recognition system, 

offering quick adjustability. To validate its effectiveness, 

we conducted experiments at RoboCup@Home [8], an 

international competition focused on developing 

practical home service robots.  Additionally, we 

evaluated operational efficiency by measuring inference 

time and power consumption, comparing it with the 

traditional method. 
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Fig. 1. Process flow of object recognition with language 

2. Related Work 

2.1. Object recognition 

In object recognition, annotating datasets is an essential 

process [9]. Annotation involves labeling each object in 

an image with its name, location, shape, and other 

characteristics. Typically, manual processes accomplish 

this task. The performance of object recognition heavily 

depends on the quality and quantity of the dataset, as well 

as the precision of the annotations. Manually creating 

large volumes of high-quality annotations can incur 

substantial costs. Moreover, maintaining the accuracy of 

manual annotations is challenging. 

2.2. Dataset generation 

To address the issue of manual annotations in object 

recognition datasets, research on Sim2Real, which 

involves generating datasets using simulators, is 

progressing [10], [11]. Utilizing simulators eliminates 

human error and enables the rapid and high-quality 

generation of datasets. Additionally, this approach 

ensures consistency in annotations. 

 

2.3. Problems 

In addition to the challenges of dataset annotation, a 

significant issue in object recognition is the need to train 

recognition models with these datasets. Recognizing new 

objects requires generating datasets for these objects and 

conducting training, which can be very costly. This 

process involves substantial time and resources, mainly 

when introducing new objects to the system, thereby 

increasing the overall expense and complexity of 

developing effective object recognition models. 

3. Proposed Method 

3.1. Object recognition with language 

For object recognition using language, our proposed 

method employs Lang SAM. Lang SAM combines 

Grounding DINO [12] and Segment Anything [13] into a 

single model, enabling language-based object 

recognition and segmentation. Fig. 1 shows a process 

flow of object recognition with language.  

3.2. Prompt engineering 

Adjust the text prompts that humans enter Lang SAM. 

Lang SAM's recognition accuracy depends on the text 

prompt. Below, we outline the procedure for adjusting 

text prompts: 

 

(i) Take pictures of multiple scenes containing the 

object of interest. 

(ii) The initial text prompt shall be the name of the 

recognition target. 

(iii) Input both the images and text prompts into the 

recognition system to check if the object is 

correctly recognized and assess the accuracy. 

(iv) Improve the text prompts by human addition of 

details like color and material, aiming to 

recognize objects not initially identified or to 

increase accuracy. 

4. Experimental Condition 

First, we compared the preparation costs for recognizing 

new objects using the recognition models YOLOv8 [14] 

and Lang SAM. We generated the dataset for training 

YOLOv8 using conventional methods. Next, we 

implemented the proposed method on the Human 

Support Robot developed by TOYOTA MOTOR 

CORPORATION [15] to reveal its impact on enhancing 

object recognition capabilities. The effectiveness of this 

implementation was validated based on the scores 

obtained at RoboCup@Home. Finally, we compared the 

operational efficiency of YOLOv8 and Lang SAM, 

focusing on their inference time and power consumption, 

to determine which method was more efficient in real-

world scenarios.  
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4.1.  Time to prepare recognition model 

We created a dataset to train YOLOv8 by generating 

500,000 images using the method developed by the Ono 

et al. system. Following this, we conducted manual 

prompt engineering on these images. We then trained this 

dataset using YOLOv8. Next, images from 10 scenes 

were captured in real environments to serve as inputs for 

Lang SAM's prompt engineering. We then manually 

conducted prompt engineering on these images. The time 

taken to prepare these recognition models was measured. 

4.2. Evaluate the effectiveness of the proposed 

method 

The conditions of the second task performed at the 

RoboCup@Home 2023 are summarized: 

 

(1) Storing Groceries (SG): The task involved 

organizing and shelving items scattered on a table, 

including categorizing objects and handling 

unknown items.  

(2) Stickler for the Rules (SR): In this task, the robot acts 

as a party host, identifying guests not following 

house rules and enforcing compliance by explaining 

the rules to them.  

The rules are as follows: 

a. Remove shoes inside the house. 

b. Do not enter prohibited areas. 

c. Do not throw garbage on the floor. 

d. Always hold a drink in hand. 

This task primarily requires object recognition and 

human interaction technologies. 

4.3. Inference time and power consumption 

 

In section 4.1, we measured the inference time and power 

consumption for each of the prepared recognition models. 

The inference time is the time recorded as the output of 

each recognition system, and this experiment uses a 

maximum wattage recorded by the NVIDIA System 

Management Interface [16] as a power consumption. 

Table 1 shows the specifications of the PC used in the 

experiments. 

5.  Experimental Result 

5.1.  Time to prepare recognition model 

Table 2 shows the time taken for dataset generation, 

training with YOLOv8, and the preparation of the 

proposed method. YOLOv8 required 8 hours to create the 

training dataset and 10 hours for training, for a total of 18 

hours. In contrast, the proposed method required 

approximately 2 hours for prompt tuning with 10 scene 

images and text prompts. 

5.2. The score of RoboCup@Home 2023 

Table 3 shows the top three teams and their scores in SG 
and SR categories at RoboCup@Home 2023. The results 

show that HMA achieved the highest SG and SR scores. 

5.3. Inference time and power consumption 

Table 4 shows the inference time and power consumption 

between the traditional YOLOv8 method and the 

proposed method. The results indicated that the proposed 

method had approximately 8 times later inference time 

and about 2.4 times higher power consumption than 

YOLOv8. 

Table 1.  Specifications of the 

Computational System Used in Experiments 

CPU 11th Gen Intel® Core™ i7-11700 

@ 2.50GHz × 16 

GPU NVIDIA GeForce RTX 3080 

Memory 32GB 

 
      Table 2.  Time to prepare recognition model 

Method 
Dataset 

[images] 

Prepare time 

[hours] 

Dataset generator 

+ YOLOv8 
500,000 18 

Proposed method 10 2 

 

Table 3.  Results of RoboCup@Home2023 
(proposed method: HMA) 

 1st 2nd 3rd 

SG 
Team HMA 

Tech 

United 

Eindhoven 

eR@sers 

+Pumas 

Score 420 410 220 

SR 
Team HMA TRAIL 

Tech 

United 

Eindhoven 

Score 1000 1000 800 

 
     Table 4.  Inference time and power consumption. 

 
Inference time 

[msec] 

Power consumption 

[W] 

YOLOv8 71.8 95.7 

Lang SAM 577.7 233.0 
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6. Conclusion and Discussion 

In this study, we proposed using language-based prompt 

engineering to achieve rapidly adjustable object 

recognition in RoboCup@Home. We validated the 

effectiveness of this approach through participation in 

RoboCup@Home2023. We can adjust the proposed 

method in just 2 hours, which is only one-ninth of the 

time required by conventional methods. Furthermore, 

The results from RoboCup@Home 2023 support the 

feasibility and effectiveness of our approach in various 

tasks in terms of scoring. However, compared to 

traditional methods, it became clear that there are issues 

with operational efficiency, such as inference time and 

power consumption. We consider the need to select 

recognition models appropriately, considering the 

preparation cost and operational efficiency. 
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Abstract 

The task planning system is required to accomplish various requests from a human in real-world 

environments. SayCan, one of the task planning systems, has high accuracy. However, its accuracy 

decreases for requests that include abstract nouns of the ambiguous word/phrase. We propose a novel task 

planning system based on SayCan that introduces a function for checking concrete names of abstract 

nouns and a rule-based skill extraction, enhancing accuracy. The proposed system facilitates the 

interpretation of requests and enables appropriate task planning. The effectiveness of the proposed system 

was demonstrated at RoboCup@Home, where it achieved high performance. 

Keywords: Task planning, Home service robot, Large language model, RoboCup@Home 

 

1. Introduction 

Recently, the demand for home service robots has been 

increasing due to a low birth rate and an aging population, 

and research on such robots has been active [1], [2], [3], 

[4], [5], [6]. Highly accurate task planning is necessary to 

realize a general-purpose service robot that performs 

appropriate actions in response to human requests. 

SayCan, one of the task planning systems [7]. consists 

of two modules: a Say module and a Can module. The 

Say module outputs the likelihood of each skill based on 

the language instruction, and the Can module outputs the 

likelihood of each skill based on the robot's current state. 

It decides which skill to execute next based on the 

likelihood output from two modules. Although SayCan is 

highly accurate, the accuracy decreases for commands 

containing abstract nouns such as “fruit” and “drink.” 

In this study, we propose a SayCan-based task 

planning system that introduces a function for checking 

concrete names of abstract nouns and a rule-based skill 

extraction. The contributions of this study are as follows. 

⚫ More straightforward interpretation of human 

requests and more accurate task planning 

⚫ Demonstrated high performance in a competition to 

evaluate the performance of home service robots 
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2. Preliminaries and Related Works 

2.1. RoboCup@Home 

RoboCup@Home is an international competition for the 

technical development of home service robots [8]. 

RoboCup@Home includes two tests: General Purpose 

Service Robot (GPSR) and the more challenging 

Enhanced GPSR (EGPSR), in which robots listen to 

various commands and perform appropriate actions in the 

home environment. In competitions, commands 

generated from a command generator [9] are used. The 

command generator may output commands that include 

abstract nouns such as “fruit,” as in “Please find the fruit 

in the dishwasher.” The commands used in EGPSR are 

more complex than those used in GPSR and require more 

complex actions. 

2.2. SayCan 

SayCan has a predefined skill set that the robot can 

perform, and it determines which skill to execute from a 

given command. SayCan consists of the Say module and 

the Can module. The Say module uses a large language 

model (LLM) function to output the likelihood of each 

word in a sentence. The Say module inputs the given 

command and skill descriptions to the LLM and outputs 

the likelihood of each skill. The Can module acquires 

information about the external world from cameras and 

sensors and predicts which skills will most likely be 

executed. The results of these two modules are combined 

to determine the next skill to perform. 

We think the Can module is difficult to implement on 

other robots because it is realized by reinforcement 

learning. SayCan is shown in the paper to be highly 

accurate task planning even with only a Say module 

without a Can module. The experimental results in the 

paper confirm that commands containing abstract nouns, 

such as “Bring me a fruit,” reduce accuracy. 

3. Proposed System 

In this chapter, we describe the proposed system. The 

proposed system consists of command recognition and 

task planning modules. 

3.1. Command recognition 

Fig. 1 shows a schematic diagram of the function of 

command recognition in the proposed system. If an 

abstract noun such as an object, item, or food registered 

in the database is included in a given command, the 

proposed system asks for the concrete name of the 

abstract noun. This process aims to obtain a concrete 

name that the robot can recognize since it may not 

recognize the object of the abstract noun. As an example, 

as shown in Fig. 1(a), the robot asks for the concrete name 

of the abstract noun “object” and replaces “object” with 

“apple” depending on the result of the response. 

 

Fig. 2. Schematic of task planning 

 

Fig. 1. Schematic of command recognition 
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3.2. Task Planning 

Fig. 2 shows a schematic diagram of the task planning 

function in the proposed system. The task planning 

consists of three steps. 

STEP1: Extraction of skill candidates 

Extract skill candidates from the skill set using rule-based 

constraints. The constraints are based on the order of 

skills, such as “The first skill is the move,” “The same 

skill is not executed consecutively,” and so on. This 

process reduces the number of LLM inputs. Eliminating 

skills that are very unlikely to be used is also expected to 

improve the accuracy of task planning. Table 1 shows the 

skill set of the proposed system. This skill set includes the 

basic skills the home service robot needs to perform 

various tasks. The say skill's speech content is 

complemented by LLM's output. 

STEP2: Generation of task candidates 

First, this process extracts object, place, and person 

names registered in the database in advance as keywords 

from the command recognition results. Then, generate 

the task candidates by combining the keywords and skill 

candidates. Table 1 shows the format of task candidates. 

STEP3: Determination of tasks to be executed 

A combination of base prompts and candidate tasks are 

input to the LLM, which outputs the likelihood of each 

candidate task. The robot then performs the task with the 

highest likelihood. Fig. 3 shows the base prompt. The 

base prompt gives the LLM information, such as the date, 

time, and role the command should follow. 

4. Experiments 

We conducted the following experiments to evaluate the 

proposed system. We use OpenAI's text-davinci-003 [10] 

as the LLM in the proposed system as a condition in 

experiments. 

Experiment 1. Evaluation experiment with command 

output using the command generator [9]  

Experiment 2. Evaluation experiment using actual 

competitions at RoboCup@Home 2023 

In Experiment 1, we randomly generated 100 GPSR 

and 100 EGPSR commands, each using the command 

generator. In this experiment, the object and location 

names of the generated commands are those used in 

RoboCup@Home 2023. We input the generated 

commands into the proposed system and evaluate 

whether the task plan obtained as the output of the 

generated commands is feasible to realize the given 

commands. Specifically, we determined whether the 

sequence and targets of the skills included in the task 

plans can accomplish the corresponding commands. 

In Experiment 2, we participated in 

RoboCup@Home 2023 held in Bordeaux, France, in July 

2023 as Hibikino-Musashi@Home (HMA) team and 

evaluated the proposed system in the GPSR and EGPSR. 

5. Experimental Results 

5.1. Experiment 1: Use the command generator 

As a result, we confirmed that task plans for 61 

commands in GPSR and 27 commands in EGPSR were 

successful. In particular, we confirmed that the proposed 

system can successfully perform task planning by 

checking the concrete names of the abstract nouns in the 

commands to obtain the concrete names of the target 

objects. For example, in the command “Please bring me 

the fruit on the desk,” the robot was checking the concrete 

name of the abstract noun “fruit,” and the response “apple” 

was obtained. Table 2 shows examples of commands for 

which task planning was inaccurate and the possible 

causes. We found in many cases that task planning 

failures were due to incomplete skill sets and commands 

that did not include the required actions. 

Table 1. Skill set of the proposed system 

Skill Task 

move go to the {PLACE} 
follow follow the target 

find_obj 
find the {OBJECT} on the 

{PLACE} 
find_person find {PERSON} 

observe_obj 
look at the {PLACE} to 

check objects 

observe_person 
look at the {PLACE} to 

check people 
grasp_obj grasp the {OBJECT} 

put 
take the {OBJECT} to the 

{PLACE} 
pass_obj pass the {OBJECT} 

answer_question answer a question 
say say {LLM’s output} 

done done 

 

 

Fig. 3. Base prompt for the proposed system 
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5.2. Experiment 2: RoboCup@Home 2023 

In GPSR, the command given to the robot was, “Bring 

me the object behind the lemon from the cabinet.” In 

response to this command, the robot asked for the 

concrete name of the abstract noun “object.” The operator 

responded, “Tropical juice,” however, the speech 

recognition failed, and the system did not replace the 

abstract noun. It scored partial points because it brought 

the object to the operator. 

In EGPSR, in response to the command, “Get 

acquainted with Morgan at the exit, then find him in the 

living room, please,” the robot found Morgan at the exit. 

After that, the robot said to Morgan, “Hello, Morgan. I'm 

HSR from Hibikino Musashi@Home”. Finally, the robot 

moved to the living room and found Morgan. This 

command was judged to be successful and received a 

score. 

Table 3 shows the top three teams and their scores in 

GPSR and EGPSR at RoboCup@Home 2023. As a result, 

HMA was ranked 3rd in GPSR and 1st in EGPSR, 

showing that the robot works well under real-world 

conditions. 

6. Discussion and Conclusion 

In this study, we proposed a SayCan-based task planning 

system, which introduces a function to check the concrete 

name of abstract nouns and a rule-based skill extraction. 

We demonstrated the system's effectiveness through 

experiments using the proposed system and evaluations 

in competitions. However, the proposed system has some 

issues, such as the incompleteness of the skill set and the 

fact that task planning sometimes fails for commands that 

do not contain the required actions. To realize a more 

accurate task planning system, we think it is necessary to 

develop skills such as those for opening/closing doors 

and to devise prompts to optimize the effectiveness of 

LLM [11]. 

In addition, for the system to operate in a real-world 

environment, it is necessary to acquire environment-

specific knowledge, such as the preferences and habits of 

each family member. For environment-specific 

knowledge acquisition and utilization, studies of episodic 

memory acquisition models inspired by the hippocampus 

are undergoing [12], [13], [14]. In the future, we will 

integrate the episodic memory acquisition model into the 

robot to operate based on previously acquired 

environment-specific knowledge instead of checking 

concrete names of abstract nouns each time. 
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Abstract 

This paper proposes a robot vision system that detects illegal persons who violate house rules such as wearing shoes 

in a home environment. Such complex vision systems often require multiple AI systems including person detection, 

object detection, and more. Our approach simplifies this by leveraging the combined capabilities of Grounding DINO 

and SAM to detect rule violations effectively. The success of our method was proven at RoboCup@Home 2023, 

where it secured the highest score among all participating teams. 

Keywords: Service robot, Object recognition, Mobile manipulator, RoboCup@Home,  

 

1. Introduction 

Home service robots are gaining increased attention due 

to the needs of aging societies with declining birth rates 

[1], [2], [3]. Their key functions include object 

recognition, picking and placing, identifying people and 

environments, and interacting with humans. Our research 

has involved using TOYOTA's home service robot HSR 

[4] and our Exi@ robot [5]. Various studies focusing on 

the social implementation of service robots for home use 

have been explored, often presented in competitions [6], 

[7], [8], [9]. These studies have mainly been proposed 

using dedicated recognition models. However, home 

environments vary greatly, and even within the same 

household, the objects to be recognized change over time 

and with the seasons. In RoboCup@Home competitions, 

the objects are usually announced in advance, leading 

most teams to develop recognition systems tailored to 

these specific objects [10]. However, some competitions 

require the detection of items not disclosed beforehand, 

such as people, their clothing, and common household 

objects. Therefore, it has been challenging to prepare 

recognition systems that can distinguish a wide variety of 

shoes to enforce a no-shoes rule or ensure adherence to a 

dress code at a party.  

In this study, we propose a method for detecting rule 

violations in the competition task "Stickler for the Rules 

Task" using the detection models Grounding DINO [11] 

and Segment Anything [12], which employ prompt 

tuning for general object recognition.  

  We implement these methods on TOYOTA’s home 

service robot HSR. As a validation, we used them in 

RoboCup@Home [13], a competition for home service 

robots, to verify their effectiveness. (Fig. 1) 

 

2. Related works 

2.1. Object recognition 

We have been researching methods for home service 

robots to detect the location of people and objects and 

then perform some action in response. Specifically, we 

have studied methods for tidying up and detecting people 

within a home. In our previous research, we developed a 

method for estimating the position of objects and 

available space, utilizing YolactEdge  [14]  and point 

cloud information  [15]. 

2.2. Problem 

The home environment contains many objects, 

including furniture such as desks and shelves. 

Additionally, the variety in human clothing is vast, 

requiring recognition of entirely different items 

depending on the season. Therefore, preparing a model 

that accounts for all these variations in a short period is 

challenging, and repurposing existing DNN models may 

lead to unstable recognition outcomes. 

 

Fig. 1.   Detection of rule violations 

shoes 

drink 
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3. Proposed Method 

3.1. RoboCup@Home: Stickler for the Rules Task 

Here, I will explain the "Stickler for the Rules" task in 

RoboCup@Home. This task is designed for home service 

robots to identify party guests who have broken house 

rules and politely ask them to stop. The following four 

house rules are set: 

1. All guests must take off their shoes at the entrance. 

2. No guests are allowed in the Black Room. 

3. Guests are not allowed to leave garbage on the 

floor. 

4. All guests must always have a drink in hand. 

 

3.2. Proposed Method 

We propose a method for detecting violations using two 

Transformer-based models capable of prompt tuning. 

Grounding DINO is used for detecting bounding boxes, 

and Segment Anything is employed for segmentation 

tasks within the bounding box area. This allows for the 

identification of a wide variety of clothing and objects 

held in hands (Fig. 2). Additionally, to obtain the three-

dimensional position, we use the pixel coordinates of the 

centroid of the bounding box and depth images. 

 

 

4. Experiments and Results 

4.1. Partial Recognition 

To detect rule violations within a home, high 

recognition accuracy, as well as ease of surveillance, are 

required. To evaluate these performances, we tested the 

recognition accuracy of partially visible individuals. In 

this experiment, we prepared data with humans partially 

visible in images and conducted a comparison between 

YOLO v8 [16], MMDetection [17], and our proposed 

method. The images used were from the open-source 

human dataset DensePose-COCO [18], and we created 

images divided into quarters, reducing the image size to 

half, to test recognition accuracy. The results are 

summarized in (Table 1) 

 As a result, our proposed method showed the highest 

recognition performance in the same task. However, it 

was also shown to be the most time-consuming method. 

 

 

Table. 1. Results of Partial Recognition 

 (Stickler for the Rules) 

Method Detection rate [%] Speed[s] 

 Proposed Method 43.2 1.122 

Yolo v8 (Detect) 23.1 0.103 

MMDetection 24.2 0.239 

4.2. RoboCup@Home task 

At RoboCup@Home 2023, we tested the effectiveness 

of this task by featuring more than 5 individuals 

committing rule violations, arranged in 3 different 

patterns of person placement. The results are summarized 

in (Table 2). As a result, we were able to perfectly address 

two types of rule violations and achieve the highest score.  

 

Table. 2. Results of RoboCup@Home2023 

 (Stickler for the Rules) 

Team Score 

HMA (Our team) 1000 

Tidyboy 700 

TRAIL 1000 

Tech United 800 

eR@sers+ Pumas 300 

RoboCanes-VISAGE 200 

 

5. Discussion 

The proposed method has demonstrated higher 

recognition accuracy for partial visibility compared to 

existing methods. However, since it is based on a 

Transformer model, it tends to have longer processed 

times. When implementing this method as a function of 

home service robots, it may be effective to use the 

existing models for fast recognition in some scenarios, 

and our method for its strong recognition accuracy in 

cases of partial visibility. Additionally, the recognition 

method using prompt tuning is often influenced by the 

skill of the prompt setter.  

 In the future, it will be necessary to establish objective 

criteria for prompt tuning. 

6. Conclusion 

In this study, we proposed a method for utilizing 

recognition models capable of prompt tuning to address 

the "Stickler for the Rules" task in RoboCup@Home, and 

conducted experiments in RoboCup tasks. The results 

showed that our method was effective, achieving the 

highest score in the same task. In the future, we aim to 

reclassify similar objects based on recognition scores and 

other information to reduce misrecognition. 

 

 
Fig. 2.  SAM (Segmentation) & Grounding DINO (BBox) 

Input Image All output Prompt selecting 

Prompt 
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Abstract 

In this study, we focus on extending the operational time of home service robots by offloading intellectual processing 

to circuit devices such as Field Programmable Gate Arrays (FPGAs), which in turn reduces power consumption. The 

core of our approach involves developing a method for implementing intellectual processing on FPGAs, coupled with 

a dynamic circuit reconfiguration technique. This enables the FPGA to adaptively respond to frequent task changes. 

We present: (a) methods for transitioning circuits from a robot's control computer to FPGA in response to varying 

tasks, and (b) an evaluation of the effectiveness of using FPGA to extend operational time under these rapidly 

changing task conditions. 

Keywords: Intelligent Processing, Edge Device, Service Robots, FPGA, Neural Networks 

 

1. Introduction 

In recent years, service robots have gained attention 

against the backdrop of a society experiencing declining 

birthrates and an aging population. Service robots are 

designed to perform a variety of tasks in homes and stores, 

such as tidying up and waitering, thereby reducing the 

workload on humans. These robots are equipped with 

various intelligent processing capabilities such as object 

recognition and voice recognition, allowing them to 

understand their surroundings and operate flexibly. 

Recently, Neural Networks (NNs) have been increasingly 

used for these intelligent processing tasks, and it is known 

that NNs require a substantial amount of computational 

power. The intelligent processing in service robots 

demands real-time operation, but achieving this through 

software alone is challenging. Therefore, hardware 

architecture acceleration is necessary. 

Today, GPUs are primarily used as the hardware 

architecture for implementing NNs. However, running 

numerous NNs simultaneously leads to issues with 

insufficient hardware resources. Additionally, GPUs are 

generally known for their high-power consumption, 

which limits the operational time of robots.  

This research aims to extend the operating time of 

robots by offloading the intelligent processing to circuit 

devices like Field Programmable Gate Arrays (FPGAs), 

thereby reducing power consumption. To achieve this, 

we propose the implementation of intelligent processing 

on FPGAs and a method to rewrite the circuits on the 

FPGA depending on the situation. This paper reports on 

the initial investigation, including (a) implementing state 

machines in robots and verifying the ability to construct 

appropriate state machines in response to user commands, 

(b) exploring methods to switch circuits from the robot 

control computer to the FPGA, and (c) examining the 

effectiveness of offloading the intelligent processing to 

the FPGA. 

2. System Configuration of Service Robots 

This section describes the configuration of the service 

robots targeted in this study. 

2.1. Behavior Planning with State Machines 

In service robots, processing is carried out through the 

construction and execution of state machines, as shown 

in Fig. 1. The process flow is as follows: 

(1) Listen to the Commands 

The robot listens to the user's voice and understands the 

commands as text. 

(2) Construction of the State Machine 
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The robot interprets the heard commands and decides in 

what order and which intelligent processes to utilize. 

(3) Execution of the State Machine 

The robot executes the constructed state machine in 

sequence.  

At this stage of executing the state machine (3), the state 

machine has already been constructed, and it is known in 

what order and which intelligent processes are needed. 

 
Fig.1 Constructing and Executing the State Machine 

2.2. Required Intelligent Processing 

Various intelligent processes are necessary for service 

robots. For example, Tsuji et al. have implemented the 

Neural Networks (NN) shown in Table 1 for the 

realization of versatile robots. In conventional methods, 

responding to human commands requires the 

simultaneous activation of numerous NNs.  

Table 1. AI Implemented in the Robot [1] 

AI Model 

Object Detection Mask R-CNN, UOLS 

Object Classification CLIP (ViT-B/32) 

Speech Recognition Whisper 

NLP and NLU GPT-3 
 

2.3. Pathways Language Model (PaLM [2]), 

SayCan [3] 

There are developed by Google, this robot-specific AI 

allows robots to autonomously plan actions when given 

ambiguous verbal commands. For instance, if input like 

'I spilled my drink. Help me,' is given, PaLM-SayCan can 

make decisions such as bringing a sponge or disposing of 

an empty can. The number of parameters required for 

PaLM is said to be 540B [2]. If these parameters are 

managed as float64, the memory size required for PaLM 

amounts to 216 GB. However, the memory in GPUs used 

for AI processing in service robots ranges from 12 GB to 

24 GB. Therefore, it is not feasible to implement an AI of 

size 216 GB in the GPU of a robot control computer. 

Thus, integrating this method into the edge side is 

challenging. Additionally, incorporating this method into 

robots would rely on external computing devices like 

cloud services, which introduces instability due to 

network connections, making it difficult to achieve a 

stable system. 

3. Field Programmable Gate Array 

An FPGA is a semi-custom LSI composed of a grid of 

reconfigurable logic gates. FPGAs can achieve high 

computational performance by reconfiguring their 

internal logic circuits. Unlike GPUs, which are used for 

AI processing and consist of block-based arithmetic 

architectures like multiplication and division, FPGAs 

construct their architecture with logic operation units, 

enabling lower power consumption and faster processing. 

Therefore, it is conceivable that using FPGAs allows for 

real-time processing. 

3.1. Comparison of FPGA with GPU and CPU 

Nakahara et al. implemented CNNs on FPGA and 

compared it with CPU and GPU [4]. The comparison 

table is shown in Table 2. They used the NVIDIA Jetson 

TX1 board for comparison, which includes an embedded 

CPU (ARM Cortex-A57) and an embedded GPU 

(Maxwell GPU). The CPU and GPU used Caffe (version 

0.14) and were compared when running VGG-11 with a 

batch size of 1 for latency measurement. As shown in 

Table 2, FPGA is faster and consumes less power than 

the embedded CPU and GPU. Thus, a binary CNN on 

FPGA is more suitable for embedded systems than CPU 

and GPU. 

Table 2. Comparison with Embedded Platforms [5] 
Platform Embedded CPU Embedded GPU FPGA 

Device ARM Cortex-A57 Maxwell GPU Zynq 7020 

FPS [s-1] 0.23 36.7 421.9 

Power 

Consumption [W] 
7 17 2.3 

    

    

    

    

    

    

    

    
 

3.2. FPGA Hardware Resource Utilization 

Masatomo et al. implemented a model based on 

YOLOv3-tiny with Depth wise Separable Convolution 

on FPGA (Zynq-7020). They reported a BRAM 

utilization rate of 85.71%, indicating that implementing 

just one CNN on FPGA already exceeds 50% of the 

necessary resources. Therefore, it is difficult to 

implement other NNs simultaneously.  

Command:
Take the order from Mr./Ms. A

① Listen to the Commands

② Construction the State Machine

To take the order, ...

③ Execution the State Machine

Execute Image Recognition: NN (GPU)

Execute Navigation

Execute Voice Recognition: NN (GPU)

Image Recognition: Find Mr./Ms. A

Navigation

Voice Recognition: Listen to the Order
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4. Proposal 

We propose a method to control FPGA with a state 

machine. Fig. 2 shows the diagram of the proposed 

system. The operating procedure of the system is as 

follows: 

① A control computer's state machine sends an 

instruction for the AI mode to be executed to the 

System on a Chip Manager (SoC Manager), which 

then instructs the FPGA Manager to rewrite. 

② The FPGA Manager calls pre-defined circuit 

modules and rewrites the intelligent processing 

circuits on the FPGA. 

③ The FPGA Manager sends input data for inference to 

the intelligent processing circuit on the FPGA. 

④ The intelligent processing circuit on the FPGA 

completes the inference and sends the results back to 

the FPGA Manager. 

⑤ The FPGA Manager sends the inference results to the 

SoC Manager, which then sends them to the state 

machine. 

By repeating these steps, intelligent processing is 

executed on the FPGA while time-sharing its resources. 

Executing intelligent processing on the FPGA resolves 

the issue of power consumption, and time-sharing the 

FPGA resolves the resource issue. 

 
Fig.2 Overview of the Proposed System 

5. Experimental 

5.1. Construction of the State Machine 

A system as shown in Fig. 1 was constructed, and it was 

verified that it could (1) listen to commands, (2) construct 

a state machine, and (3) execute the state machine. In this 

verification, the following technologies were 

implemented as elemental technologies: 

- Recognition of opening and closing doors through 

Depth image processing 

- SLAM for creating environmental maps and 

estimating self-position 

- Navigation allowing the robot to autonomously 

move to a target location 

- Person and posture detection using skeleton 

estimation AI 

- Object detection with Faster-RCNN 

- Depth image processing to estimate the three-

dimensional position of objects 

- Speaking function using gTTS and HSR-API 

- Voice recognition to understand human speech using 

Whisper 

- Context understanding that interprets the meaning 

from recognized text strings 

The system's operation was also confirmed. The 

operational verification was conducted at GPSR task of 

RoboCup JapanOpen 2022 @Home League, a 

benchmark competition for service robots. This task 

competes on how well robots can respond to input from 

people, evaluating the constructed state machine. The 

robot was given instructions in English, and its ability to 

go to a designated location and perform specific actions 

was tested. 

As a result of the experiment, the constructed state 

machine was given the input 'Go to the Living room, find 

Jennifer and answer her question.' First, the command 

was correctly processed using the voice recognition 

function, and then the robot moved to the living room 

using the autonomous movement algorithm. Next, it used 

person recognition to find Jennifer and moved to her 

location. After moving, it answered questions using the 

voice recognition AI. It was confirmed that the state 

machine was appropriately constructed for these states up 

to the movement, and the states changed according to the 

situational changes. 

5.2. Consideration of FPGA Circuit Switching 

Method 

As a preliminary step to constructing the system shown 

in Fig. 3, a method to switch the FPGA circuit from the 

control computer was realized. The specific 

configuration is shown in Fig. 3. This was implemented 

on the KV260 evaluation board equipped with FPGA-

SoC, and its operation was verified. The operation flow 

is the same as described in Chapter 4. In the experiment, 

the inference process was confirmed to be possible by 

switching between two models of YOLO v3-Tiny [6], 

each trained on different datasets. 

 
Fig.3 System Configuration 

System on a Chip(SoC)Main Computer

Processing
System (CPU)

Programmable 
Logic (FPGA)

State Machine

FPGA  
Manager

FPGA
CircuitsSoC Manager

FPGA Board for Intelligent Processing (KV260) 
System on a Chip (SoC)

CPU                                           FPGA
Processing System(PS)     Programmable Logic (PL)

Circuit Module

FPGA
Manager

①Socket 
Communication

② Configuring the FPGA
Vitus AI API

④ Estimate Results
Vitus AI API

③ Input Data
Vitus AI API

⑤Socket 
Communication
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5.3. Consideration of the Effectiveness When 

Implemented on FPGA Circuit 

The object recognition AI was implemented on AMD's 

KV260 FPGA evaluation board and an MSI-

manufactured notebook PC equipped with RTX3060. 

The power consumption of each was measured both in a 

steady state and during the operation of the object 

recognition AI. The results are shown in Table 3. The 

difference between the power consumption during the 

operation of the object recognition AI and in the steady 

state was 2 W for the FPGA and 96 W for the GPU, which 

is a reduction to 1/48th. From this, it can be understood 

that the implementation of intelligent processing on 

FPGA is advantageous in terms of power consumption 

compared to GPU implementation. 

Table 3. Difference in Power Consumption between 

FPGA and GPU 

 

Power Consumption [W] 

Steady State 

During Object 

Recognition AI 
Operation 

Difference 

KV260 10 12 2 
MSI Stealth-15M-

B12UE-012JP 44 140 96 
 

5.4. Verification Using Images Captured by the 

Robot  

Images were captured using an RGB-D camera (Xtion 

Pro) connected to the robot, and these images were 

input into the system. As a result, an output was 

obtained that shows what appears where in the images. 

6. Conclusion 

In this paper, we proposed a method for offloading 

power-intensive intelligent processing to FPGA circuit 

devices, aiming for extended operational times of service 

robots. In our verification, as a first step towards realizing 

the system, we (a) implemented a state machine in the 

robot and confirmed the ability to construct an 

appropriate state machine in response to user commands, 

(b) explored a method for switching circuits implemented 

on FPGA from the robot control computer, and (c) 

investigated the effectiveness of offloading intelligent 

processing to FPGA. The results confirmed that (a) the 

construction and execution of a state machine are 

possible, as demonstrated in the RoboCup@Home 

DSPL's GPSR, (b) it is feasible to switch actual circuits 

from the robot control computer to FPGA, (c) significant 

power reduction can be achieved when running the object 

recognition AI on FPGA compared to GPU. In addition 

(d) the edge device (FPGA) estimated the images from 

robot camera (Xtion Pro). Future work will focus on 

integrating these developments with the state machine 

and extending support to other intelligent processes. 
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Abstract 

In 1996, Hayashi et al. from our laboratory developed an automatic piano playing device that requires data with 

nuances for each note to perform in a human-like piano playing. However, this device lacks the function to infer such 

nuanced data. Therefore, prior research focused on developing a system to infer data with nuances for each note. Yet, 

this system required manual inference, consuming a significant amount of time. In this study, we have constructed a 

system capable of automatically performing inference using deep learning. This system not only improves the 

accuracy of piano playing inference but also contributes to the efficiency of the inference process. 

Keywords: Automatic Piano, Computer Music, Deep Learning 

 

1. Introduction 

The automatic piano playing device (Fig. 1) developed 

by Hayashi and others, equips a grand piano's keyboard 

with striking mechanisms and its pedals with driving 

mechanisms, allowing for precise keystrokes and pedal 

operations through computer control. During its 

development, the behavior of the piano action was 

analyzed using a unique mechanical model, examining its 

dynamic properties. Additionally, to create optimal drive 

waveforms according to each key, the results of the key-

wise behavior analysis were stored in a database for 

stable sound reproduction. The waveforms are generated 

by referencing the database in accordance with the music 

data. This technology enables stable performance, even 

replicating delicate and rapid repetitive strikes that are 

challenging for professional pianists.  

 

Fig. 1 Automatic piano playing device [1]  

 

The device plays as instructed by inputting MIDI 

(Musical Instrument Digital Interface) standard data, a 

common standard for transferring and sharing 

performance data among electronic instruments, 

containing information like pitch and volume. By 

recording a professional pianist's performance as MIDI 

data and inputting it into the device, it's possible to 

replicate their performance. However, due to the system's 

design, inputting only the score data does not result in a 

human-like performance. To address this issue, efforts 

are being made to develop a system that generates 

human-like performances from score data. As a first step, 

efforts are being made to replicate the performances of 

world-renowned pianists. 

 Previous research developed a system that infers data 

with nuances for each note, but this system required 

manual inference. Since even short musical scores 

contain over a thousand notes, the inference process was 

time-consuming and labor-intensive. Therefore, in this 

study, we constructed a system that automatically 

performs inference using deep learning. 

2. Inference system using Deep Learning 

2.1. Dataset 

In this research, we used performance data of the pianist 

Vladimir Davidovich Ashkenazy, which were recorded 

in accordance with the MIDI standard. 
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2.2. Performance data 

In performance data, the raw state is often too complex 

for direct machine learning application. Therefore, this 

research involved separating the performance data into 

performance information and score information and 

setting parameters to make it manageable for machine 

learning. This process essentially simplifies and 

organizes the data, making it suitable for the algorithms 

to process and learn from, thereby enhancing the 

effectiveness of the machine learning application in the 

context of piano performance interpretation. 

In Sections 2.3 and 2.4, the research details the 

parameters set for both performance information and 

score information. 

2.3. Performance information 

Performance information includes data that 

encapsulates the pianist's expression within the 

performance data. In this study, four parameters were set 

for the performance information. These parameters of the 

performance information are shown in Table 1. 

Table 1 The format of the performance information 

Parameter Units About 

Velo None Sound intensity 

Gate ms Length of note 

Step ms Interval between the next 

note 

Time ms Time of sound 

In this research, Time is not a target of inference 

because it can be calculated from the Gate and Step 

values. 

2.4. Score information 

Score information is performance data that includes 

musical notation such as notes and musical symbols. In 

this research, five parameters were set from the score 

information. Table 2 shows the parameters of the score 

information. 

Table 2 The format of the score information 

Parameter Units About 

Key None Sound height 

Bar None Bar number 

Dyn None Dynamics mark 

Tgate ms Length of note on the 

score 

Tstep ms Interval between the next 

note in the score 

 

 

 

2.5. Neural network configuration 

The inference systems developed to date have not been 

built using deep learning. However, in developing an 

inference system using deep learning, it is necessary to 

find the optimal network structure for inference of 

performance information. For this reason, we decided to 

construct and verify a system with a simple network 

structure. Fig. 2 shows a schematic of the constructed 

network. 

 

Fig. 2 Network overview 

 

3. Inference Experiment and Results 

3.1. Data splitting 

In this experiment, the performance data was divided 

into training data, validation data, and test data. K-fold 

cross-validation is a statistical method for evaluating 

generalization performance in which the data is 

partitioned into K pieces, one of which is the validation 

data, and the remaining K-1 pieces are used as training 

data and evaluated with the test data. This is done by 

dividing the data into K pieces, one of which is the 

validation data. Fig. 3 shows a schematic of K-fold cross-

validation. In this experiment, Prelude Op.28-7 by 

Fryderyk Francszek Chopin was used as the test data. 

 

Fig. 3 K-fold Cross-Validation overview 
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3.2. Validated network structure 

In this experiment, the layers of neurons in intermediate 

layer 1 and intermediate layer 2 were varied according to 

the patterns shown in Table 3. 

Table 3 Combination of neurons in intermediate layers 1 

and 2 

Pattern 

number 

Layer 1 Layer 2 

1 50 50 

2 50 100 

3 100 100 

4 100 50 

3.3. Results 

The performance information inferred by the inference 

system and the pianist's performance information were 

output as graphs for each Velo, Gate, and Step. The 

graphs of the patterns with the highest correlation 

coefficients are shown in Fig. 4, Fig. 5 and Fig. 6. The 

correlation coefficients between the inferred performance 

information and the pianist's performance information are 

shown in Table 4. 

 

Fig. 4 Velo of pattern 2 

 

Fig. 5 Gate of pattern 3 

 

Fig. 6 Step of pattern 3 

Table 4 Correlation coefficient of performance 

information 

Pattern 

number 

Layer 1 Layer 2 Velo Gate Step 

1 50 50 0.763 0.720 0.876 

2 50 100 0.776 0.741 0.880 

3 100 100 0.770 0.743 0.885 

4 100 50 0.763 0.691 0.832 

4. Consideration 

Table 4 shows that Velo's correlation coefficient does 

not change significantly for any of the patterns, and 

although Velo's correlation coefficient is high, the 

waveforms of the graphs are not similar, as can be seen 

in Fig. 4. This is because the points with large value 

fluctuations were learned as outliers, and the fluctuations 

in the inferred values became smaller. 

The correlation coefficient of Step is larger than that of 

Velo and Gate. This is because the variation of the Step 

waveform is more regular than the other values, making 

it easier to learn, according to Fig. 6. 

Furthermore, looking at the correlation coefficients for 

patterns 2 and 3, we see that the correlation coefficients 

for Velo, Step, and Gate are all large. This suggests that 

a network structure with a large number of neurons in the 

layers close to the output layer is suitable for inference. 

5. Conclusion 

In this study, we developed an inference system with a 

simple network structure using deep learning. Using the 

developed system, we verified the optimal network 

structure for inference of performance information. The 

results showed that a network structure with a large 

number of neurons in the layers close to the output layer 

is suitable for inference. 

The future goal is to develop a more accurate inference 

system. To this end, we will search for the optimal 
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network structure by testing a system with an additional 

number of neurons, layers, and a gating mechanism that 

takes previous inputs into account. 
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Abstract 

In recent years, the increase in marine debris has become a significant challenge in terms of its collection. Costal 

debris, a type of marine debris, can be collected by human hands, but the variety in shapes, and sizes presents 

limitations to human-only collection efforts. To address this, I focused on developing an autonomous mobile robot, 

establishing a simulation environment was considered crucial for facilitating smooth progress. This paper focuses on 

self-localization, an essential aspect for autonomous movement. We replicated an actual coastal cleaning site within 

the simulation environment and evaluated the accuracy of self-localization using an EKF (Extended Kalman Filter) 

with multiple sensors. 

Keywords: Field Robot, Self-Localization, Gazebo, Simulation, Extended Kalman Filter (EKF) 

 

1. Introduction 

In recent years, the increase in marine debris has 

become a significant challenge in terms of its collection.  

Costal debris, a type of marine debris, can be collected by 

human hands, but the variety in shapes, and sizes presents 

limitations to human-only collection efforts. To address 

this, we focused on developing an autonomous mobile 

robot, establishing a simulation environment was 

considered crucial for facilitating smooth progress. This 

paper focuses on self-localization, an essential aspect for 

autonomous movement. We replicated an actual costal 

cleaning site within the simulation environment and 

evaluated the accuracy of self-localization. 

2. Autonomous Mobile Field Robot “BUNKER” 

In our previous study, we developed an autonomous 

mobile field robot [1] based on Kawasaki Heavy 

Industries’ KFX®90, an all-terrain vehicle (ATV) 

powered by a gasoline engine. However, due to the 

vehicle’s structure, the turning radius was large and stable 

traveling on steep slopes and rocky terrain was difficult, 

among other problems. To solve these problems, the 

platform was changed. The new platform uses Agilex’s 

BUNKER [2] as shown in Figure 1. The main changes to 

the platform are that the traveling mechanism has two 

opposing wheels and the drive wheels are crawlers. This 

enables the platform to make super-clever turns, 

improving maneuverability composed to conventional 

platforms. In addition, the robot can climb hills with a 

slope angle of 36°, which is expected to enable it to run 

at higher speeds. The robot is equipped with an RGB-D 

sensor and 3D LiDAR as a visual system for autonomy. 

An encoder is mounted inside the vehicle body to 

measure the rotation speed of the wheels. 
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             a. KFX®90                           b.BUNKER 

                         Fig. 1. Platform Overview 

2.1. Simulation Construction  

In this study, we not only represented the Agilex 

BUNKER in the simulation environment but also 

recreated the coast of Hokuto Mizukumi Park in 

Munakata City, Fukuoka Prefecture, where actual beach 

cleaning is performed. We used 3D mapping technology 

developed by prior research using drones. For the 

simulation environment, we employed Gazebo, a 3D 

dynamic simulator capable of efficiently and accurately 

simulating groups of robots in complex indoor and 

outdoor environments. Gazebo can also be integrated 

with ROS (Robot Operating System) [3]. The projected 

BUNKER and the coast on Gazebo are shown in Figure 

2. 

 
            a. BUNKER                           b. coast 

                 Fig. 2. Built simulation environment 

2.2. EKF-Based Self-Localization System 

The posture measurement of mobile robots is achieved 

through various sensors and methods. However, the 

measurements obtained from these sensors are not true 

values but are considered to contain errors. In this study, 

we implemented the integration of odometry using the 

Extended Kalman Filter (EKF) shown in Figure 3, to 

achieve robust and low-error self-localization. We used 

wheel odometry, RGB-D odometry, and LiDAR 

odometry. The system was designed to accept any of 

these, individually or in combination, and produce an 

integrated odometry output.  

Fig. 3. Input/output data to/from EKF 

3. Experiment  

In the coastal environments shown in Figure 4 and 

Figure 5, the initial position of the robot was set as the 

origin of spatial coordinates, and from there, three 

destinations were set at (40, -5), (40, 0), (40, 5). The robot 

was remotely operated to each destination five times to 

extract the necessary odometry information. For self-

localization, both individual odometries and multiple 

odometries integrated via EKF were implemented, 

resulting in seven estimation patterns. Mean Absolute 

Error (MAE) was used for error calculation.  

 
 Fig. 4. Test environment 

 
a. Coastal cross section 

 
b. View from initial position 

Fig. 5. Experiment in a simulation environment 

3.1. Result  

Table 1 summarizes the errors in self-localization 

results in the x-axis direction. In Pattern 4, the error was 

minimal, with the odometry integrating wheel odometry 

and RGB-D odometry via EKF achieving the highest 

accuracy in self-localization. Additionally, focusing on 

Pattern 2, the RGB-D odometry alone also showed 

generally similar values. From Pattern 3, it was observed 

that the LiDAR had an error of about 20 m, indicating it 

was not very useful in the simulated environment 

replicating an actual beach. 
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Table 1. Error in Self-Localization along the X-axis [m] 

 

Table 2 summarizes the errors in self-localization 

results in the y-axis direction. Compared to the results in 

the x-axis direction, there were significantly larger 

discrepancies overall. In every pattern, high-accuracy 

self-localization was not achieved. While some input 

destinations yielded accurate results, a stable trend was 

not observed. Among them, the odometry that integrated 

wheel odometry and RGB-D odometry via EKF had the 

smallest error. 

Table 2. Error in Self-Localization along the X-axis [m] 

 

3.2. Consideration  

Throughout this experiment, RGB-D odometry was 

found to have an error and greatly contributed to the 

improvement of self-localization accuracy. However, the 

accuracy of LiDAR odometry was considerably low in 

coastal environments like those in this study, lacking 

distinct landmarks for reference. The experimental 

environment featured a slope descending to the right from 

the travel direction, as depicted in Figure 5, leading to 

vehicular lateral skidding, which mainly affected y-axis 

self-localization. The introduction of an Inertial 

Measurement Unit (IMU) is proposed as a solution for 

more accurate vehicle posture determination, with prior 

research suggesting its substantial utility in enhancing 

results. 

4. Conclusion  

In this study, we developed a simulation environment 

for an autonomous mobile field robot and conducted 

accuracy verification of self-localization. As a result, 

odometry that integrated wheel odometry and RGB-D 

odometry using RGB-D and EKF was found to achieve 

more accurate self-localization. In the future, we aim to 

improve the accuracy of self-localization by adding an 

IMU. we will also conduct verification on sandy beaches 

different from those in this study.  
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Abstract 

In recent years, the food service industry has been facing a labor shortage. However, the introduction of industrial robots is not easy due 

to the high cost of equipment and system integration. Therefore, we are developing an Augmented Reality (AR) application for the 

purpose of introducing robots to small and medium-sized companies. By using this application to perform tasks necessary for introducing 

robots, such as teaching, cost reductions can be expected when introducing industrial robots. In a previous study, an AR-based grasping 

and serving simulation system was developed for solidified foods such as fried chicken and rice balls. In this study, we focused on string-

shaped food items such as spaghetti and attempted to develop an AR system for grasping and serving a string-shaped object by controlling 

a gripper. 

Keywords: AR, Factory Automation Robots, Unity, ROS, String Foods 

 

1. Introduction 

In recent years, the food service industry has been 

facing a labor shortage. However, the introduction of 

industrial robots is not easy due to the high cost of 

equipment and system integration. Therefore, we are 

developing an Augmented Reality (AR) application for 

the purpose of introducing robots to small and medium-

sized companies. By using this application to perform 

tasks necessary for introducing robots, such as teaching, 

cost reductions can be expected when introducing 

industrial robots. 

In a previous study, an AR-based grasping and serving 

simulation system was developed for solidified foods 

such as fried chicken and rice balls. However, since there 

are a variety of foods that can be served in lunchboxes, it 

is necessary to develop a system that can simulate the 

grasping and serving of not only solidified foods but also 

other food items.  

In this study, we focused on string-shaped food items 

such as spaghetti and attempted to develop an AR system 

for grasping and serving a string-shaped object by 

controlling a gripper. 

2. Methodology 

2.1. Robot Overview 

Fig. 1 shows the appearance of the robot used in this 

study. The robot arm UTRA 6-550 and the gripper FLXI 

E-Type 2Finger manufactured by UmbraTek were used 

in this study. Since this robot is required to perform the 

same work as a human in a food factory, a 6-axis 

vertically articulated robot with a high degree of freedom 

of movement was used. 

 
 

a. UTRA 6-550 b. FLXI E-Type 2 Finger 

Fig. 1. Appearance of the robot 
 

2.2. System Configurations 

The system in this research is a simulation environment 

that reproduces the control of a gripper on a computer. 

The system consists of two main platforms, ROS (Robot 

Operating System) and Unity. ROS# [1], a Unity package, 

was used for communication between Unity and ROS. 
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In addition, AR Foundation was used for AR 

application development. AR Foundation is a framework 

developed by Unity for AR application development, and 

by using this platform and software, it is possible to 

develop applications for different operating systems 

without worrying about program differences. By using 

the above platform and software, it is possible to develop 

applications for different operating systems without 

worrying about program differences. In this study, we 

used Google ARCore XR Plug-in, an asset for AR 

application development, assuming operation on Android 

devices. 

Obi Rope is a particle-based physics engine based on 

the XPBD method that can simulate the physics of 

various objects. 

The system configuration is shown below in Fig. 2. A 

comparison of software versions with previous studies is 

shown in Table. 1.  

 

Fig. 2. System configuration 

 

Table 1. Comparison of software versions 

 

2.3. Robot Accuracy of numerical integration 

This section describes the operation of the system in 

this study. Fig. 3 shows the motion planning of the robot. 

Each posture of the robot is described below. First, the 

coordinates of the grasping target and serving position are 

sent to the robot commander of ROS by Unity's Pose 

Publisher. Next, the trajectory of the robot arm is 

calculated using MoveIt based on the sent coordinates. 

The calculation results are then sent to the Joint State 

Subscriber, which draws the robot arm and gripper on the 

Unity side. In the robot commander, the robot arm and 

gripper operate sequentially according to the motion 

planning shown in Fig. 3. 

 

 
 

Fig. 3. Robot Planning 

(a) Home Pose: Initial pose before motion is started 

(b) Pre Pick Pose: Preliminary pose before grasping 

the object to be grasped 

(c) Pick Pose; Pose when grasping the object to be 

grasped 

(d) Pre Place Pose: Preliminary posture before 

placing the object to be grasped 

(e) Place Pose: Pose when placing the grasped 

object 

3. Results and Discussion 

3.1. Results of implementation 

The results of the implementation of this system are 

described below. First, we confirmed that the robot arm 

and gripper can be controlled by Unity, since the robot 

operates in the same way in Gazebo and Unity. Next, the 

grasping of the string object is shown in Fig. 4. Fig. 4 

shows that the robot was able to lift the string object. 

However, it did not reach the point where it was heaped 

up, and the string object behaved in an unnatural manner. 

Next, communication between Unity and ROS was 

confirmed, as the robot control was confirmed, so 

communication was possible during Unity execution. 

 Previous Research This research 

Unity 2019.4.28f 2021.3.7f 

ROS Melodic Noetic 

ROS# 1.7.0 1.7 

AR Foundation  4.2.7 

ARCore 
ARCore SDK for Unity 

1.24.0 

ARCore XR Plugin 

4.2.7 
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Fig. 4. Grasping 

3.2. Considerations 

First, we describe the grasping of string-like objects. 

The Obi Rope asset used to reproduce the string-like 

object is a chain of spheres, and the XPBD [2] method is 

used to reproduce the string. We believe that the gripper's 

pinching motion and the complicated structure of the 

gripper caused the string object to move in an unnatural 

manner. As a solution to this problem, we consider 

designing and introducing a gripper with a simple 

structure. 

Next, we discuss communication between ROS and 

Unity in an AR environment. In this study, we use an 

updated version of the software used in the system in the 

previous study. We believe that this update has caused a 

problem in the conversion to JSON format for 

communication using ROS#. To solve this problem, it is 

necessary to check compatibility and find a new 

communication method. 

4. Conclusion 

In this study, we attempted to develop an AR system for 

grasping and serving string-shaped food items, with the 

main objective of extending the simulation environment 

for the application of AR applications for the introduction 

of industrial robots. 

As a result of the implementation of the system in this 

study, it was confirmed that the gripper can be controlled 

and the Obi Rope can draw string-like objects in the AR 

environment, in addition to the system in the previous 

study. However, the communication between ROS and 

Unity in the AR environment and the grasping and 

placing of string-like objects could not be confirmed to 

work properly. In addition, we will continue to develop 

an application that combines the system with previous 

research. 
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Abstract 

To address the issue of litter drifting ashore, this study developed a deep learning-based microplastic detection system. 

The system employed yolov7 [1] as its deep learning network, complemented by SAHI (Slicing Aided Hyper 

Inference) [2] as an additional vision library. yolov7 is renowned for its efficacy in real-time object detection. Our 

experimental framework involved four tests, utilizing two variations of yolov7 - the standard model and yolov7-e6e 

- in conjunction with SAHI. The effectiveness of each test was quantified using metrics such as Intersection over 

Union (IoU), Precision, Recall, F-measure, and Detection Time in seconds. For our dataset, we gathered images from 

actual cleanup locations, such as Hokuto Mizukumi Park. The model's discriminator underwent 700 training iterations, 

with a learning rate set at 0.001. Experimental results showed that it detects fairly small microplastics. 

Keywords: Deep learning, Object detection, YOLOv7 

 

1. Introduction 

Drifted litter has become widespread throughout Japan. 

In many regions, the composition of this litter, based on 

volume, weight, and count, is predominantly artificial 

rather than natural. Plastic litter does not decompose 

naturally and, due to the influence of ultraviolet rays and 

waves, breaks down into microplastics that drift in the 

ocean. They are then washed up on the sandy beaches. 

Microplastics, which may contain harmful substances 

from the time of product manufacturing or accumulate 

other toxicants, such as polychlorinated biphenyls, during 

their drift, can be ingested by marine life, potentially 

causing adverse effects. These microplastics, with a size 

of less than 5mm, make them difficult to visually detect 

on the sand. 

A significant amount of waste washes up on the coasts of 

Japan. Among this, small items like microplastics, often 

buried in the sand, are difficult to detect by the current 

survey methods. Furthermore, some coastal areas, which 

are undeveloped or have wave-dissipating blocks, are 

difficult to access, making it impossible to undertake 

surveys there. To solve the problem of beached waste, a 

wide range of data is needed. However, the regular and 

systematic collection of data on the waste in various 

places is challenging with the present means of survey. 

In this study, we aimed to realize labor-saving in 

beached waste surveys by using deep learning for image-

based waste detection. Particularly, we focused on the 

challenge of detecting microplastics, extremely small 

items, previously undetected in other studies. To achieve 

this, we used deep learning to create a dataset with coastal 

images and utilized it for both training the detection 

model and validating its effectiveness. Fig.1 presents an 

image sample from the dataset. This research was 

conducted with a specific focus on a single-detection 

model, solely for microplastics. 
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Fig.1 Examples Dataset 

2. Methodology 

2.1. Composition of YOLOv7 

In this study, we employed the deep learning model 

known as YOLOv7. YOLOv7 is an object detection 

algorithm that operates at a higher speed than the existing 

YOLO series. As shown in Fig.2 on the MS COCO 

dataset, it achieves an AP value that significantly 

surpasses the existing YOLO series. There are several 

models within YOLOv7, and for our research, we used 

the base model, YOLOv7 (plain), and YOLOv7-E6E. 

Each model has a three-stage pyramid structure, 

generating multiple feature maps through repeated 

upsampling and downsampling. Ultimately, three of 

these feature maps are used for estimation. The base 

model, YOLOv7 (plain), uses a network composed of 

multiple convolutional layers known as ELAN. 

Additionally, YOLOv7-E6E employs an expanded 

version of the ELAN network, called E-ELAN. The 

structures of ELAN and E-ELAN are shown in Fig.3 

 

Fig.2 Comparison of YOLOv7 with other real-time 

object detectors 

 

Fig.3 ELAN, E-ELAN Structure 

2.2. SAHI(Slicing Aided Hyper Inference) 

 SAHI is a lightweight vision library for large-scale 

object detection and instance segmentation. As illustrated 

in Fig.4, it divides the input image into small rectangles. 

The model then performs an evaluation on each 

segmented image and finally merges and outputs the 

detection results. While SAHI can be applied to any deep 

learning model in principle, it has the limitation that the 

estimation time increases linearly, as it conducts the task 

on each of the segmented images. 

 

 
Fig.4 Image segmentation image using SAHI 

2.3. Dataset creation 

The dataset used in this study was created using 

photographs taken at real-world beach cleanup locations, 

including Hokuto Miukumi Park. The main subject of the 

photographs was microplastics found on the sand. To 

enable the identification of these microplastics from other 

beach debris like shells and stones, we also included 

images of only shells and stones. The only class created 

was for microplastics. A total of 534 photographs were 

taken, and the number of images for training and final test 

datasets was tripled to 1,376 by using a brightness filter. 

These were then divided into 977 for training, 291 for 

final test dataset, and 108 for the general test dataset.  

2.4. Identifier creation and evaluation methods 

The identifier was trained 700 times using the created 

dataset. The study used models that were optimized to 
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achieve the highest weighted sum of Average Precision 

(AP) and mean Average Precision (mAP) at a 1:9 ratio 

during the training. Experiments were conducted using 

two different types of YOLOv7 (plain) and YOLOv7-

E6E, as well as SAHI. The evaluation of the detector's 

effectiveness was based on the range of the IoU value 

being over 0.65, and the results were compared in terms 

of precision, recall, F1-score, and time of estimation. The 

F1-score, representing the harmonic mean of precision 

and recall, and the time of estimation, which is the time 

taken for the model to read the input image and produce 

an output, were the main points of performance analysis. 

The formulas for precision, recall, and F-score are shown 

in equations (1) to (4). Additionally, the confusion matrix 

is presented in Table1 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
  (1) 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
        (2) 

 

𝐹 − 𝑠𝑐𝑜𝑟𝑒 =  
2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗  𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
                  (3) 

 

𝐼𝑜𝑈 =
𝐴𝑟𝑒𝑎 𝑜𝑓 𝐼𝑛𝑡𝑒𝑟𝑠𝑒𝑐𝑡𝑖𝑜𝑛

𝐴𝑟𝑒𝑎 𝑜𝑓 𝑈𝑛𝑖𝑜𝑛
                                 (4) 

Table1. Confusion Matrix

 

3. Results and Discussion 

 
Fig.5 Example of detection results 

 

Table2. Score per model combination 

 
 

As observed in Fig.5, the detector can identify even very 

small microplastics. It also effectively prevents false 

detections of stones with similar shapes. Using SAHI 

with both models resulted in improved accuracy across 

all metrics except for estimation time. Specifically 

focusing on the YOLOv7-E6E model, the use of SAHI 

significantly increased the recall rate by nearly 0.2, 

demonstrating that the model becomes more robust in 

detecting microplastics with SAHI. However, the use of 

SAHI resulted in an estimation time that was 

approximately ten times longer. 

 

The detection results demonstrate that the detector can 

accurately identify microplastics, indicating its practical 

viability. However, as indicated in Table2, high precision 

and recall rates were not achieved. A potential reason for 

this could be the dataset's quality. The annotations for the 

dataset were manually done, and objects not visually 

identifiable as trash were not labeled. The results show 

that the detector can identify microplastics that were too 

small to be labeled, leading to a lower precision rate. 

Regarding recall, the failure to detect microplastics 

resembling stones or shells in color resulted in lower 

accuracy. The dataset images were captured with an 

iPhone at resolutions like 3024 × 4032. To minimize the 

PC's load in the experiment, the input images for the 

model were resized to 1280 × 1280, making smaller 

objects even harder to recognize. Addressing these issues 

could involve labeling even smaller objects and 

increasing training data for items like stones and shells. 

Adjusting hyperparameters such as batch size might also 

enhance accuracy. The increased estimation time due to 

SAHI's use could be mitigated with software like 

TensorRT [3], which accelerates deep learning inference. 

4. Conclusion 

In a validation experiment, we developed a detector using 

YOLOv7 to identify microplastics and evaluated its 

accuracy. Accuracy was assessed using four metrics: 

precision, recall, F1-score, and estimation time. The 

results suggest that the detector achieves sufficiently 

accurate detection for practical use. It is suggested that 

modifying the annotation method and adjusting 

hyperparameters could lead to the development of a more 

accurate model. 
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Abstract 

This paper proposes a high-speed parameters estimation method for compartment model where output function is 

described by the convolution between input function and impulse response, which is like a time-invariant linear 

system. The proposed method uses linear regression analysis based on the equivalently transformed equation that can 

be obtained using the processing of Differentiation of Convolution with Exponential function (DCE). In this paper, 

taking the parameters estimation problem of PET (Positron Emission Tomography) inspection system and RLC series 

electrical circuit for examples, we show that the method can estimate parameters of those impulse responses in high 

speed. 

Keywords: Parameter estimation, Compartment model, Cumulative function, Linear regression analysis, PET 

Inspection 

 

1. Introduction 

Compartment model has been used in the various fields 

such as pharmacokinetics, chemical reaction system, 

environmental diffusion, and electrical circuit, etc. 

Especially, the estimation of parameters in PET (Positron 

Emission Tomography) inspection is very important in 

practice ([1], [2], [3], [4], [5], [6], [7], [8]). 

In this paper, we propose a high-speed parameters 

estimation method for compartment model where output 

function is described by the convolution between input 

function and impulse response, which is like a time-

invariant linear system ([9], [10], [11], [12]). The 

proposed method uses linear regression analysis based on 

an equivalent equation that can be obtained from DCE 

(Differentiation of Convolution with Exponential 

function).  

Moreover, taking the parameters estimation problem of 

PET inspection system and RLC series electrical circuit 

for examples, we concretely describe that the method can 

estimate parameters of those impulse responses in high-

speed. 

2. Proposed Estimation Method 

2.1 Impulse Response of PET Compartment Model 

The compartment model and parameters used in the 

PET inspection is shown in Fig. 1. And the simultaneous 

differential equations of the 3-comparement model is 

shown in Eq. (1). The Cp(t) means the tracer’s 

radioactivity concentration in plasma that can be directly 

observed by arterial blood sampling from the patient after 

intravenous injection of FDG (18F-fluorodeoxyglucose) 

tracer. The Ce(t) means the tracer concentration before 

metabolism in tissue, and Cm(t) is the tracer concentration 

after metabolism. Ci(t) is measured by PET camera as the 

sum of Ce(t) and Cm(t). The flow parameters K1, k2, k3, k4 

([ml・g-1・min-1] or [min-1]) show the transport and 

binding rates of the tracer between two compartments. 

 

 

 

 

 

 
 

Fig.1. 3-Compartment model of tissue in FDG PET 

inspection [2], [4] with four tracer’s flow parameters K1, 

k2, k3, k4.  

 

 

 

 

(1) 

 

 

 

 

In this model, the input function is Cp(t), and the output 

is Ci(t). Let    denote the convolution, and let g(t) be the 

impulse response of the compartment model described by 

Fig. 1 and Eq. (1). Then the output function Ci(t) 
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including the flow parameters is described by the 

following Eq. (2) and Eq. (3) ([2], [4]). 

  

(2) 

 

   where 

 

 

 

(3) 

 

 

 

In this PET inspection, the problem is to estimate the 

values of flow parameters K1, k2, k3, k4 in the impulse 

response g(t) from the two observed time series data, 

Cp(t) and Ci(t), where Ci(t) is normally measured as a 

noisy time series data r(t) (=Ci(t)+noise) by PET Camera. 

2.2 Estimation Using Linear Regression Analysis 

and DCE. 

We equivalently transform the Eq. (1) to a linear 

regression model (LRM) equation using cumulative 

function, based on the following Theorem 1 ([9]) and 

Theorem 2 of DCE [12] that is derived from Theorem 1. 

 

Theorem 1 [9]: 

Let f(x,t) and ∂f(x,t)/∂t  be a continuous function and 

its continuous partial derivative function over the closed 

section [a,b], respectively. And let the a and b are the 

functions a(t) and b(t) with respect to t, respectively. 

Then, Eq. (4) holds. 

 

 

 

 

 

(4) 

Theorem 2 (DCE: Differentiation of Convolution with 

Exponential function) [12]: 

Let J(t) be the convolution between the functions 

exp(-kt) and differentiable continuous function C(t) as 

shown in Eq. (5), then from Theorem 1, Eq. (6) holds. 

 

(5) 

 

 

(6) 

 

Let r(t) be the measured value by PET camera at time t. 

The r(t) normally includes the additive noise n(t), so 

r(t)=Ci(t) + n(t). However, for the simplicity, we simply 

assume the case where the noise is not included in the 

measured value, then r(t)=Ci(t).  

  Then, from Theorem 2, we obtain the Eq. (7). 

 

 

(7) 

where 

 

 

Integrating both sides of Eq. (7) twice with respect to 

time t, we have the following Eq. (8) using cumulative 

functions such as 

 

(8) 

where 

 

 

(9) 

 

 

 

(10) 

 

 

 

Eq. (8) can be regarded as a linear regression equation 

with objective variable r(t) and four explanatory 

variables such as                                 . Since the time 

series data r(t) and Cp(t) are given by PET Camera and 

blood sampling respectively, it is possible to obtain the 

values of parameters A, B, C, and D of Eq. (8), by linear 

regression analysis ([10], [11]). Then we can estimate the 

parameters K1, k2, k3, and k4 from Eq. (11). 

This is the main idea of the proposed method, that is, we 

transform the simultaneous differential equations that 

describes the system operating characteristics into an 

equivalent equation that is convenient for linear 

regression analysis.  

2.3 Weighted LRM-DCE Method. 

Generally, in many cases, it is expected that noise will 

be mixed into the parameter estimation. For such 

occasion, we propose the Weighted LRM-DCE method 

that multiplies a known function w(t) to the both sides of 

Eq. (8) as weight function, as shown in Eq. (11). 

 

 

(11) 

To determine the parameters A, B, C, and D in Eq. (9) is 

equivalent to obtain the same parameters in Eq. (8). This 

weighting function w(t) has to be appropriately selected 

according to the noise characteristics. 

For example, as the weighting function w(t), we propose 

r(t)-1 that is the inverse of the observed r(t) in the region 

where r(t)>0. Then we have the following Eq. (12). 

 

 

(12) 

3. Applied Experimentation 

3.1 Programming Environment for Experiments 

The programming environment for numerical 

computation used in the experimentation are as follows. 

CPU: Intel Core i7-3770 (3.40GHz), RAM: 16GB,  

OS: Windows 10 Professional (64bit), 

Programming Language: Borland C++ 5.51 (32bit). 
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3.2 Experiments for PET compartment Model 

We have experimented for an input data Cp(t) (Fig. 2 (a)) 

that is generated based on the literature [6] and noiseless 

output data r(t) (Fig. 2 (b)) generated from the parameters 

(K1, k2, k3, k4) = (0.200, 0.130, 0.060, 0.007) using Eq. (2) 

and Eq. (3). Moreover, we also experimented for r(t) (Fig. 

3 (a)) where the noise n(t)~N(0,1002) is added to the 

aforementioned noiseless r(t). In this noisy case, as a 

matter of fact, we used the smoothed r(t) (Fig.3 (b)) 

where moving average processing is done twice over the 

range of ±4 points before and after each time point of the 

noisy r(t). 

 For the evaluation of estimation accuracy, we define the 

relative error as  ( |(Estimated Value)-(True Value)| / 

(True Value))× 100[%]. 

 

A. Noiseless Case 

 

 
 

 

 

 

 

 
(a) Cp(t)                                 (b) noiseless r(t) 

 

Fig.2. Generated input Cp(t) and noiseless r(t). 

 

B. Noisy Case 

 

 

 

 

 

 

 
 

(a) noisy r(t)                           (b) smoothed r(t) 

 

Fig.3. Generated noisy r(t) and smoothed r(t).  

 

C. Results 

We briefly call the LRM-DCE method and Weighted 

LRM-DCE method as LRM and WLRM, respectively. 

The estimated results of (K1, k2, k3, k4) by both LRM and 

WLRM are shown in Fig. 4 for each parameter in each 

time interval.  

Fig.4 (a) shows that the relative error rate (RER) of 

parameters estimation by LRM becomes less than 0.4 [%] 

for noiseless r(t), if we take the time series data of 660 

seconds (11 minutes) or longer for estimation computing. 

Fig. 4(b) shows that the resultant (RER) by WLRM is less 

than 0.46[%] until 1800[sec]. Even in the whole-time 

interval (=3600[sec]), the RER is less than 0.55[%]. Fig. 

4(c) illustrates the resultant RER for noisy r(t) by both 

WLRM and LRM, where WLRM shows that the rate is 

less than 3.3 [%] for all of four parameters in the whole-

time interval, however the RER of LRM is worse than 

WLRM.  

As for the processing time for both noisy and noiseless 

r(t) by WLRM and LRM in the whole-time interval, the 

computing time of both method is less than 80 [ms]. 

 

 

 

 

 

 

 

 

 

 

 

 

(a) LRM for noiseless r(t). 

 

 

 

 

 

 

 

 

 

 

 

 

(b) WLRM for noiseless r(t). 

 

 

 

 

 

 

 

 

 

 

 

(c) WLRM and LRM for nosy r(t). 

 

Fig. 4.  Accuracy of the parameter estimation for K1, k2, 

k3, and k4 by the methods of LRM and WLRM ([12]). 

3.3 Experiments for RLC Series Electrical Circuit  

A. Equation and the Impulse Response 

RLC series electrical circuit (RLC-EC) is one of most 

simple compartment model，that consists of three basic 

passive elements connected in series: a resistor R, an 

inductor L, and a capacitor C. Eq. (13) shows the system 

equation of RLC-EC with DC power supply (DC-PS) E 

(Fig. 5(a)), where we can regard it as the form of LRM 

itself without DCE processing. 

 

(13) 

Then, we have the following Eq. (14) for parameters 

estimation, using cumulative functions.  

( )
( ) ( )

0

1 tdi t
L Ri t i d E

dt C
 + + =
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where 

 

 

(14) 

 

Considering the RLC series circuit as a system of 

compartment model, the parameters of impulse response 

are those values of R[Ω], L[H], C[F], themselves. And, 

there are three types of impulse responses, depending on 

the magnitude relationship between (R/2L)2and 1/LC.  

Let those impulse responses be g1(t), g2(t), g3(t), 

depending on the cases, (R/2L)2 < 1/LC, (R/2L)2 = 1/LC, 

(R/2L)2 > 1/LC, respectively. 

(i) Oscillatory case: (R/2L)2 < 1/LC 

 

 

(ii) Critical damping case: (R/2L)2 = 1/LC 

 

(iii)Over-damping case: (R/2L)2 > 1/LC 

 

 

 Fig. 5 shows the graphs of RLC circuit with DC-PS E and 

cumulative functions of i(t) in the case of oscillatory case. 

 

 

 

 

 

 

 

 

 

Fig.5. (a) RLC series electrical circuit with DC-PS E.  

(b) The i(t) in the oscillatory case. (c) iI (t). (d) iII (t). 

 

B. Results of RLC parameters estimation 

 We have experimented for the parameters estimation, 

from generated time series data of 3 seconds current i(t) 

by taking 0.003[s] increments, that consists of 1001 

pieces from time t=0 to t=3.   

Estimated results (ER) and RER for each of above three 

cases with E=5[V] are as in the followings. 

(i) Oscillatory case: (R, L, C) = (10, 2.5, 0.005)  

ER: (10.00120, 2.49988, 0.00499), RER < 0.2%. 

(ii) Critical damping case: (R, L, C) = (10, 2.5, 0.1) 

ER: (10.00010, 2.50001, 0.10000), RER < 0.01%. 

(iii) Over-damping case: (R, L, C) = (10, 2.5, 0.2) 

    ER: (10.00000, 2.50003, 0.19999), RER <0.01%. 

 

4. Conclusion 

 In this paper, we have proposed a method for 

parameters estimation of impulse response in 

compartment model systems. The proposed idea is based 

on the equivalent transformation from the simultaneous 

differential equations of the system behavior into an 

equation that is suitable for the estimation by linear 

regression analysis.  

For further study, we are going to experiment for more 

complicated circuits and pursue the noise cancelation 

method. 
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Abstract 

In 1989, the notion of Photon Transport Transistor (PTT) has been proposed by B.J. Van Zeghbroeck et al., at IBM 

Research Center at that time. PTT is an optical coupling device of Light Emitting Diode (LED) and light receiving 

diode (Photo Diode, PD) where the carrier of the base layer is light (Photon) only. Later in 1996, W. N. Cheung and 

Paul J. Edwards have shown that PTT can be a very low noise amplifier in a positive feedback circuit, based on 

theoretical calculations of the noise figure by Quantum Mechanics. In this paper we consider the amplification 

principle noticing the similarity of the VI characteristics between the Bipolar Junction Transistor (BJT) and PTT. 

Keywords, PTT, LED, PD, BJT, positive feedback circuit, Ebers-Moll model, VI characteristics 

 

1. Introduction 

As is well known, the Bipolar Junction Transistor 

(BJT) has been invented in 1948. The transistor has a 

structure in which two diodes, each made of a P-type 

and an N-type semiconductor, are further joined at the 

base layer.  

On the other hand, B. J. Van Zeghbroeck et al. at IBM 

Research Laboratories presented the notion of a Photon 

Transport Transistor (PTT) based on optical coupling 

between a Light Emitting Diode (LED) and a Photo 

Diode (PD) [1]. Later in 1996, W. N. Cheung and Paul J. 

Edwards have shown that PTT can be a very low noise 

amplifier in a positive feedback circuit, based on 

theoretical calculations of the noise figure by Quantum 

Mechanics [2]. 

After that, it has been reported that, using the PTT 

that consists of high-brightness LED and PD ([3], [4], 

[5]). audio amplifier can be developed and that the PTT 

expresses not only an amplification function but also a 

switching function similar to a thyristor ([6], [7], [8]).  

In this paper, we discuss the amplification function of 

PTT in comparison with the conventional BJT.  

For this discussion, firstly, we show the similarity of 

the VI characteristics equation of BJT Ebers-Moll 

Model (BJT EMM) and PTT in the emitter common (or 

grounded) circuit as a positive feedback circuit. This is 

because, when using the BJT transistor for its 

amplification function, a common emitter circuit is 

generally used.  

And secondary, we show the circuit equations in order 

to analyze how a fixed bias PTT circuit achieves DC 

current amplification function.  

2. BJT EMM and PTT 

2.1. Circuit and Characteristic Equation 

The BJT emitter common (or grounded) circuit and its 

BJT EMM are illustrated in Fig. 1, Fig. 2, respectively. 

Furthermore, a PTT emitter common circuit for small 

signal amplification is shown in Fig. 3. In this section, 

we show substantial correspondence between the two 

devices of BJT EMM and PTT in their emitter common 

circuits, by representing the VI characteristics of their 

devices. 
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The approximate VI characteristic equations for PD 

part and LED part of the PTT circuit in Fig. 3 are shown 

in Eq. (3) and Eq. (4), respectively. The meaning of 

each symbol is shown in Table 2. 

We can point out that the pair of Eq. (3) and Eq. (4) is 

corresponding to that of Eq. (1) and Eq. (2) as the 

similarity between the BJT EMM and PTT. The 

difference of the two sets of pair equations is as follows.  

 

(3) 

 

(4) 

 

 

 

 

 

 

The Eq. (3) is an approximated VI characteristic 

equation of PD, based on the Eq. (5) that can be 

obtained from the PD equivalent circuit as shown in Fig. 

4 ([4], [5]). 

 

 

(5) 

 

 

 

 

 

The VI characteristics equations of two diode parts in 

Fig. 2 are shown as Eq. (1) and Eq. (2). The each 

meaning of symbols such as IC0, IE0, q, k, T is shown in 

Table 1 

Table 1 The symbol list of the VI characteristic equation of 

the two diode parts in BJT Ebers-Moll Model. 

 

 

Fig. 3 Fixed bias PTT emitter common circuit for 

small signal voltage amplification. 
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Table 2 The symbol list of the VI characteristic equation of 

PTT circuit. 

 

 

Fig. 1 BJT emitter common circuit for small signal 

voltage amplification. 

 

Fig. 2 BJT emitter common circuit that corresponds 

to the  where IE = IB+IC, based on Ebers-Moll model. 
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The internal resistance Rs in Eq. (5) and in Fig. 4 is 

approximated as 0 because it is a small resistance, and 

VD = VBC = -VCB. The resistance Rsh is a large 

resistance, so that I' is approximated as zero. 

Furthermore, IL corresponds to Isc in Fig. 5 and 

represents the photocurrent proportional to the amount 

of light incident on the PD (amount of light received by 

the PD).  

 

 

 

 

 

 

 

 

 

 

In the PTT of Fig. 3, the LED and the PD are 

physically facing each other at a certain distance, so the 

amount of light received by the PD is considered to be 

proportional to the amount of light emitted from the 

LED. Since the amount of light emitted from the LED is 

proportional to the current IE flowing in the LED, IL can 

be expressed as IL = γ*IE, where γ* is the proportionality 

constant. Then, we obtain the Eq. (3) as the result of 

introducing a correction term into the approximate 

equation derived from Eq. (5). 

 

2.2. Similarity and Difference in Diode Equation  

The similarity points between BJT and PTT: Both 

devices are composed of two diode parts that are 

collector-side diode and emitter-side one, and while the 

collector-side diode is in a state where the current IC 

flows in the opposite direction of the diode and includes 

the generated current as proportional to the current IE of 

the emitter-side diode. 

The differences in the equations for the two diodes in 

BJT and PTT: Absolute temperature T of two diodes is 

same in BJT EMM, while it is different in PTT. And the 

Ideality factors are 1 in BJT EMM, while they are 

different in PTT. 

2.3. Direct Current Amplification from Equation of 

PTT Circuit  

 Under the assumption that the input signal voltage vi=0 

in Fig. 3, applying the Kirchhoff's law to the closed 

circuit 1 (V→A→B→E→V) and closed circuit 2 

(A→B→C→A) in the PTT circuit of Fig. 3, we obtain 

the equation on direct current circuit as shown in Eq. (6). 

 

 

(6) 

 

On the other hand, if the ratio of current IC and IE is α, 

then IC = α IE. This is a variable commonly used in BJT, 

and from IE = IB+IC, IB = (1-α) IE, and IC/IB = α/(1-α) 

(current amplification factor: hFE, β). By rewriting Eq. 

(6) using this α, we have the following Eq. (7). 

 

 

(7) 

 

 

On the other hand, by transforming the Eq. (3) and Eq. 

(4), we have another form of VI characteristic equation 

as in the following ([13], [14]). 

 

 

 

 
 

 

 

(8) 

IL：Generated current by incident light,   

ID： Current of diode, Cj： Junction capacitance, 

Rsh：Shunt resistance, RS：Series resistance, 

I’：Current of Rsh,  VD：Voltage of diode,  

IO：Output current,  VO：Output voltage.  

 

 

 

VOC：open circuit voltage, Isc：Photocurrent 

 

 

 

Fig. 4. Equivalent circuit of PD ([4], [5]), where 

the upper part corresponds to Base side and the 

lower Collector side.  

 

Fig.5. V-I characteristic of the equivalent circuit 

as shown in Fig. 4  
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Assume that, when the power supply V increases to 

V+ΔV,  α and IE change to α+Δα, IE+ΔIE. Then. from 

the Eq. (7) and Eq. (8), we have the following Eq. (9) 

[13]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(9) 

 

Eq. (9) shows that the amplification factor α and emitter 

direct current IE will increase according to the increase 

of the DC voltage V. However, we find out that when 

the relation Eq. (10) holds, Δα=0, even if ΔV >0 and ΔIE 

>0. 

 

 

(10) 

 

At that time, from Eq. (8), VBC = 0.  When VBC = 0, 

from our experiments for PTT with positive feedback 

circuit as shown in Fig. 3, we have obtained the direct 

current amplification factor β = 999 (α=0.999) [13], 

[14].  

We consider that the same situation can happen in the 

fixed bias emitter common circuit of BJT EMM, 

because of the similarity of VI characteristic equation.  

3. Conclusion 

In this paper, from the similarity of the VI 

characteristics between the BJT EMM and PTT, we 

have discussed the expression of direct current 

amplification function of PTT. As a further study, we 

will analyze the voltage amplification function for input 

AC signal of the PTT circuit based on the VI 

characteristics. 
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Abstract 

The notion of PTT (Photon Transport Transistor) has been proposed in 1989 as an optical coupling device of light 

emitting diode (LED) and light receiving diode (Photo Diode, PD), where the carrier of the base layer is light 

(Photon) only. In this paper, in order to deal with the various applications of PTT circuit more theoretically, based 

on the approximate VI characteristic equation of LED and PD, we newly derive the h parameters in PTT emitter 

common circuit, while referring to the h parameter of Bipolar Junction Transistor (BJT).  

Keywords: PTT, LED, PD, positive feedback circuit, amplification function, equivalent circuit, h parameters 

 

1. Introduction 

The notion of Photon Transport Transistor (PTT) has 

been presented by B. J. Van Zeghbroeck et al. at IBM 

Research Laboratories presented in 1989 {1}. The PTT 

consists of the optical coupling between Light Emitting 

Diode (LED) or Laser Diode and Photo Diode (PD). 

Moreover in 1996, it has been theoretically shown that 

the PTT can be a very low-noise transistor-like device 

with an amplification function in a positive feedback 

circuit [2]. 

Later, an audio amplifier prototype using PTT positive 

feedback circuit with optical coupling between high-

brightness LED and PD was developed, and it was 

reported that the PTT even exhibited functions similar to 

those of a thyristor ([3], [4], [5], [6], [7], [8]). Also, 

while referencing the conventional studies on BJT ([9], 

[10], [11], [12]), authors have analyzed the current 

amplification function of the PTT based on experimental 

results ([13], [14]). 

In this paper, in order to deal with the various 

applications of PTT circuit more theoretically, based on 

the approximate VI characteristic equation of LED and 

PD, we derive the h parameters in PTT emitter common 

circuit, while referring to the h parameter of Bipolar 

Junction Transistor (BJT) ([9], [10], [12]). 

Moreover, from the similarities between PTT and BJT 

Ebers-Moll Model (EMM), we discuss the essential 

factors of amplification function in PTT and BJT. 

2. PTT and BJT EMM in Emitter Common Circuit 

2.1. VI Characteristic of PTT and BJT EMM 

The PTT with fixed bias in emitter common circuit is 

illustrated in Fig. 1. Generally, the emitter common 

circuits are used for small signal voltage amplification. 

The VI characteristic equations for each of the PD and 

LED that make up the PTT are shown in Eq. (1) and Eq. 

(2), respectively ([13], [14]). Each meaning of the 

symbols in those equations is shown in Table 1. As for 

the BJT and BJT EMM, those circuits without fixed bias 

in emitter common are illustrated in Fig. 2(a) and Fig. 

2(b). respectively. And, the VI characteristic equations 

of two diode parts of the BJT EMM are shown in Eq. (3) 
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and Eq. (4), respectively, where α0 of Eq. (3) means the 

current amplification constant. 

 

 

 

 

 

Fig.1. PTT emitter common circuit. 

 

 
(1) 

 
(2) 

Table 1. The symbol list of PTT characteristic formula. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Comparing the pair of Eq. (3) and Eq. (4) with that of 

Eq. (1) and Eq. (2). we can expect that, the h parameters 

of PTT circuit using Eq. (3) and Eq. (4) will become the 

h parameters of BJT EMM by setting γ*=α, m1=1, m2=1. 

Then, we only have to find out the h parameters of PTT. 

2.2. H Parameter for Small Signal Equivalent 

Equivalent Circuit  

As is well known, for small signal amplification circuit 

of BJT in emitter common circuit, the small signal 

equivalent circuit with a set of h parameters (hie, hre, hfe, 

and hoe) is used as shown in Fig. 3 ([9], [10], [12]).  

 

 

 

 

 

(a) Precise equivalent circuit. 

 

 

 

 

(b)  Simplified equivalent circuit. 

Fig. 3. Equivalent circuit of BJT emitter common with h 

parameters. 

The equivalent relation equations in Fig. 3 are as 

follows. 

,

,

ie b re c ie reb b

fe b oe c fe oec c

h i h v h hv i

h i h v h hi v

+      
= =       +        

(5) 

These h parameters are obtained from the total 

differential equation for VBE and IC, assuming the 

following functional relationship between f1 and f2. 

( )( )0

1

exp 1 ,
E E LED BE LED

LED

q
I I c V c

mkT
= − =

( )( )0

2

exp 1 ,
C E C PD BC PD

PD

q
I I I c V c

m kT
 = − − =

Fig.2. (a) BJT emitter common circuit for small signal 

voltage amplification. (b) BJT EMM without fixed bias 

where α0 means the current amplification constant, and 

IE = IB+IC. 

(a) 

(b) 

0 0
exp 1BC

C E C

qV
I I I

kT


  
= − −  

  

0
exp 1BE

E E

qV
I I
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Since we assume that 
1( , )BE B CEV f I V= ,

2( , )C B CEI f I V= , 

 

 

 

 

 

First of all, as for hre, we find the following relationship 

between the other h parameter, hoe. 
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and  

            

                      (9) 

 

then we have  

 

 

(10) 

 

 

Since IE = IB + IC in Eq. (1),  

 

(11) 

 

then 
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Therefore, we have the hfe of PTT as in the following. 
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Similarly, we have hoe as shown in the following. 
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As for hie, from Eq. (6), we have 

 

 

 

 

 

 

 

(15) 

 

 

So far, we have obtained the following equations for the 

four parameters, hie, hfe, hre and hoe. 
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(16) 

 

From Eq. (16), we can see the recursive relation 

between hie and hfe, and another between hre and hoe. So, 

we derive those parameters in the details, as follows. 

 

 

 

 

 

 

  

So, we define the following K. 
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Then we have  

 

 

 

 

 

 

 

 

 

 

 

(17) 

 

Similarly, as for hre, we have the following equation. 

 

 

 

 

(18) 

 

If we consider the case when VBC approximately equals 

0, then the term exp(CPDVBC) nearly becomes 1.0. In this 

case we have the more simplified four parameters as 

follows that are corresponding to Fig. 3(b). 

 

 

 

 

 

(19) 

 

3. Conclusion 

We have newly derived the four h-parameters in the 

PTT small signal circuit, based on the VI characteristic 

equation of LED and PD that composes the PTT. From 

those computed h parameters, we find out that PPT 

functions the amplifier, because approximated and 

simplified h parameters are very similar to the case of 

BJT.  
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Abstract 

For the arrangement processing of image using its histogram, we previously have presented a Histogram Matching 

method based on Gaussian Distribution (HMGD). However, in the case where the brightness histogram of input 

image has multiple peaks, the HMGD processing does not always bring good results. In this paper, we present an 

improved histogram matching method using the reference histogram that is made by appropriate moving average 

(HMMA) processing over the histogram of input image. Also in this paper, we show the experimental results. 

Keywords: Image processing, Histogram matching (HM), Moving average, Kansei impression 

 

1. Introduction 

Recently, automated image arrangement processing 

such as enhancement of images that we have already 

reported is usually used in the various imaging devices, 

for example, Digital Camera, Smart Phone and so on [1], 

[2], [3]. 

In our previous papers, we have presented a Histogram 

Matching based on Gaussian Distribution (HMGD) 

processing for the image arrangement [4], [5], [6], [7]. 

And we illustrated that HMGD processing can improve 

feeling (or Kansei) impression of the original image [4], 

[5], [6], [7]. 

In this paper, we propose an improved Histogram 

Matching method using the reference histogram that is 

made by appropriate Moving Average (HMMA) 

processing over the histogram of input image [8]. Also, 

in this paper, we provide the experimental results for 

some color images and show its effectiveness of the 

proposed method. 

2. Principle 

2.1. Histogram Matching as Example of Gaussian 

Distribution [9] 

In the section, we describe the principle of histogram 

matching method as an example of Histogram Matching 

based on Gaussian Distribution (HMGD). 

Fig. 1 shows the conceptual image of HMGD. Let f(x) 

and h(y) be two probabilistic density functions (PDF) on 

real variables x and y, respectively. The PDF is 

corresponding to histogram of image brightness level 

which is discretely defined. 

In addition, let y=(x) be a continuous and monotonic 

increase function corresponding to cumulative 

histogram of image brightness level between variables x 

and y. And let y=(x) be defined by Eq. (1). 

( ) ( )
0

x

y x L f x dx= +   ................................. (1) 

At first, we have to expand brightness level of original 

image histogram and convert into uniform distribution 

histogram, because we aim to match Gaussian 

distribution. From Eq. (1) and Fig. 1, we can derive Eq. 

(2) and (3). 

( ) ( ) ( ) ( ) ( )'f x h y x h y Lf x= =  .............. (2) 

( )
1

h y
L

= ........................................................... (3) 
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We understand the histogram of original image f(x) 

becomes uniform distribution h(y) by Eq. (3). This 

means that brightness level of original image f(x) is 

expanded to h(y). 

Then, let g(z) and (z) be the function that is defined 

by Eq. (4) and Eq. (5), respectively. 

( )
( )

2

22

1
exp

22

z
g z





 −
 = −
 
 

 ............... (4) 

( ) ( )
0

z

y z L g z dz= =   

( )
2

22
0

1
exp

22

z z
dz





 −
= − 

 
 

  ........... (5) 

Here, Fig. 1 shows the relationship between y=(x) 

and y=(z). So we can be obtained following Eq. (6) and 

Eq. (7). 
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22

x z zL
L f x dx dz





 −
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   .... (6) 
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x z zd d L
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 −
= − 

 
 

   .. (7) 

If we perform Eq. (7), 

( ) ( ) ( ) ( )' ' ,L x L z f x g z =   .......... (8) 

That is, we understand that f(x) becomes Gaussian 

distribution g(z) when we take the transform function as 

Eq. (1) and Eq. (5).   

Thus, histogram matching processing is the function 

which defined by cumulative histogram transformation 

the original histogram into arbitrary histogram. 

3. Experimentation 

Fig. 2 and Fig. 3 show the example of results and the 

corresponding histogram respectively. In this case, we 

understand that HMGD image is very enhancing 

brightness and contrast than original image.  

However, the touch of brush detail transforms 

unnatural in this image. Also we understand that 

HMMA image is enhancing contrast than original image 

and the color tone keeps and slightly brighter than 

original image.  

Fig. 4 and Fig. 5 show another example of results and 

the corresponding histogram, respectively. In this case, 

we understand that the simple application of HMGD 

processing gives poor perspective impression. And 

HMMA image is enhancing its perspective and detail of 

rocks in this image than original. 

From the experimental results, we consider that 

HMMA processing enhances the effect of the Kansei 

impression effect more than HMGD processing. 

 
Fig.1 Conceptual image of histogram matching 

 (example of HMGD). 

 

4. Conclusion 

In this paper, for the color image arrangement 

processing, we have described two histogram matching 

based methods: Histogram Matching based on Gaussian 

Distribution (HMGD) and Histogram Matching based 

on Moving Averaged histogram (HMMA).  

And we have compared the two methods as to how 

each processing brings about the Kansei impression 

effect. Although the number of experimented images 

that we have shown in this paper is limited, from the 

results, we can find that the processing by HMMA more 

enhances the contrast, brightness, and detail of original 

image than by HMGD. That is, we consider that 

HMMA processing can improve the Kansei impression. 

 Since these evaluation of impression effects are 

subjective at this point, so we will objectively 

investigate the improvement of Kansei impression 

through questionnaire surveys and characteristics 

quantity in image, for future study. 
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a. Original image 

 
b. HMGD image 

 
c. HMMA image 

Fig. 2. Experimental results of original image, HMGD 

image, and HMMA image 

0

100

200

300

400

500

600

700

800

900

1000

1 25 49 73 97 121 145 169 193 217 241

Brightenss

F
re

q
u
en

y

 
a. Original image histogram 

0

100

200

300

400

500

600

700

800

900

1000

1 25 49 73 97 121 145 169 193 217 241

Brightness

F
re

q
u
en

cy

 
b. HMGD image histogram 
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c. HMMA image histogram 

Fig. 3. Corresponding histogram of Fig. 2 
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a. Original image 

 
b. HMGD image 

 
c. HMMA image 

Fig. 4. Experimental results of original image, HMGD 

image, and HMMA image 
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a. Original image histogram 
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b. HMGD image histogram 
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c. HMMA image histogram 

Fig. 5. Corresponding histogram of Fig. 4 
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Abstract 

Recently, the necessity of integrated and comprehensive methodology for STEM (Science, Technology, 

Engineering and Mathematics) education is growing. In this paper, we propose an educational methodology 

utilizing the viewpoint of Equivalent Transformation Thinking (ETT) theory which has been proposed by Dr. 

Kikuya Ichikawa in 1955 as a principle of creativity. Especially, we show that the viewpoint is very useful not only 

for new technology invention but also for STEM Education in the sense that it deepens insights of the contents to be 

learned, motivates students to study further, and inspires their creativity.  

Keywords: STEM Education, Equivalent Transformation Thinking (ETT) Theory, Identification of Equivalence, 3-

Dimensional Computer Graphics (3DCG). 

 

1. Introduction 

Recently, the necessity of integrated and 

comprehensive methodology for Science, Technology, 

Engineering and Mathematics (STEM) education seems 

to be growing [1], [2], because the content of the STEM 

field is becoming increasingly sophisticated. 

For the STEM education, we propose the methodology 

based on the viewpoint of Equivalent Transformation 

Thinking (ETT) theory which was advocated as a 

principle of creativity by Dr. Kikuya Ichikawa in 1955, 

after his investigation and analysis of the past 

discoveries and technological inventions.  

In this paper, we briefly explain the ETT theory ([3], 

[4], [5], [6], [7], [8]) and describe that the viewpoint of 

ETT is very useful not only for new technology 

invention but also for STEM education. This is because 

the past inventions, discoveries and academic 

developments in STEM field can be explained according 

to the ETT theory. 

Especially, we emphasize that the suitably combined 

use of dynamic visualization technology based on the 

viewpoint of ETT will be very effective for the students 

to deeply understand the learning contents, to promote 

their motivation, and to stimulate their creativity ([9], 

[10], [11]). 

2. ETT Theory 

As aforementioned, the ETT theory has been proposed 

as a principle of creativity by late Dr. Kikuya Ichikawa 

in 1955, after his investigation of the past discoveries 

and inventions to analyze how creation was done. And 

he revealed the investigation results that new technology 

developments and creations were produced along with 

the ETT process. Then he described the ETT process as 

a form of symbolic logical expression which is called 

“Equivalence Equation” as shown in Fig. 1.  

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1 Equivalence Equation by Dr. Kikuya Ichikawa in 

his ETT Theory.  

 

The description of “Equivalence Equation” means that, 

from a certain viewpoint vi, the original system Ao can 

be transformed to the system Bτ according to the 

conditionalized essence cε, where some properties and 

Ao: original system, Bτ: transformed (or arrival) system, 
Σa: a set of special/peculiar properties and conditions 
that holds the system Ao, cε: core essence or essential 
meaning that reasons the equivalence under some 
conditions, Σ b: a set of necessary properties and 
conditions that hold the system, vi: viewpoint at a certain 
meta level or objective level. 
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conditions Σa in Ao are discarded, and new elements of 

property and condition Σb are added to the system Bτ. 

When Dr. Ichikawa presented “Equivalence Equation”, 

he also showed the schematic flowchart of ETT. And he 

insisted that, if we make effort to develop something to 

be desired according to the ETT flowchart, creative 

achievement will be possible more efficiently. 

As for the ETT theory, he mainly published papers at 

the Creativity Research Workshop that was held by Dr. 

Hideki Yukawa, the winner of 1949 Nobel Prize in 

Physics. Dr. Yukawa called this Dr. Ichikawa’s theory 

as "Identification Theory" in his own words and highly 

praised it. 

3.  Application Examples of ETT Viewpoint  

3.1. Cartesian Coordinate System 

Looking back on history, it is possible to find out 

many facts that the act of ETT and/or Identification of 

Equivalence has made a progress of research in the 

field of STEAM (Science, Technology, Engineering, 

Art, and Mathematics), and that it has broadened our 

horizons and deepened our knowledge. Then, we 

consider that utilization of the viewpoint of ETT is 

also effective for STEM education. 

For example, René Descartes provided “Cartesian 

coordinate system” that gives a correspondence 

between a point P on a plane and a pair of two 

numbers (x, y), where x and y are quantities based on 

the distances to two orthogonal axes (x-axis and y-

axis), respectively, as shown in Fig. 2.  

 

 

 

 

 

 

 

 

Fig. 2 Cartesian coordinate system. 

 

As a result, taking a parabolic curve C for an example, 

it can be simply represented by a set of coordinates and 

algebra, without showing the procedure of geometric 

drawing, such as   

C= {P(x, y) | y =ax2, a: constant number}. 

This is an example that ETT not only opens the new 

field of mathematics such as Analytic Geometry and 

Algebraic Geometry, but also brings about the new way 

of representation such as “Field” into physics, so we 

consider that it is worth to enhance the idea of ETT. 

Moreover, we should notice the viewpoint of ETT and 

appropriately point out the viewpoint of equivalence 

when teaching the subject of STEM. 

 

3.2. Archimedes' Principle of Buoyancy 

According to Archimedes' principle, floating power (or 

buoyant force) that operates on a body immersed in a 

fluid, is equal to the weight of the fluid in the same 

volume as the volume of body in the fluid (Fig. 3).  

As shown in Fig. 3, if we imagine a situation that an 

object is quietly floating on the water, and if we think of 

that it is equivalent to the situation where the water in 

the same volume area of the object under the surface is 

quietly balanced (Fig. 3(c)), we understand that 

Archimedes’ principle will be derived. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig. 3. Floating power (or buoyant force) that operates 

on a body immersed in a fluid. (a) An object is quietly 

floating on the water. (b) V means the same volume/area 

of the object under surface. (c) The water in the same 

volume area V is quietly balanced. 

 
3.3. Mechanical Dynamic System (MDS) and Electric 

Circuit System (ECS) 

For taking the relation between MDS and ECS as an 

example, we can deal with the equations of two systems 

(see Fig. 4) as equivalent equation from both meaning of 

mathematics and physics.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4. (a) Differential equations and their corresponding 

elements in MDS and ECS. (b) Conceptual image of 

MDS. (c) Conceptual image of ECS.  
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3.4. Explanation of Faraday’s World First Motor 

Faraday's world first electromagnetic rotating device is 

shown in Fig. 5, where the current flows from top to 

bottom into the left and right mercury containers. 

Viewing from the above, when the current flows, both 

of bar magnet and electrode (or conductor) rotate 

clockwise. 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5. Faraday’s World’s First Motor. (a) Documents 

left at the Royal Institution.  (b) Explanation of each part 

and direction of current． (c) Motion view of the Motor 

made by 3-DCG “Blender”. 

 

As for the force that causes rotation, there are different 

explanations (or lectures) for the left and right sides. For 

the left side, the current flowing through conductor 

rotates the movable bar magnet by creating magnetic 

according to Ampere's law. On the contrary, for the 

right side, the the current in conductor rotates because it 

receives Lorentz force from the magnetic field made by 

the fixed bar magnet.  

However, there is a unified explanation from law of 

action and reaction. In the left side, like the left side, the 

magnetic field caused by the current in conductor exerts 

a force on the fixed bar magnet, but since the bar 

magnet is fixed and the conductor is floating, then the 

the conductor rotates itself by the reaction force. 

This unified explanation can be easily provided by 3-

DCG video, referring that an electric current generates a 

magnetic field around it and receives a reaction force 

from the bar magnet via the magnetic field. 

 
3.5. Recursive Programming 

Recursive programming is useful, but it is not so easy 

to suitably write down. Taking the problem of “Tower 

of Hanoi” for example (Fig. 6), the problem is to move 

the tower consisting of n disks, from the place at pillar 

A (or start place) at the left end to the pillar C (or 

destination) at the right end, using the pillar B in the 

middle (as work place), under the constraints as below. 

(i) Only one disk must be moved at a time, (ii) Do not 

go outside the three sections, (iii) Do not put a disk over 

a smaller disk. 

 

 

 

 

 

 
Fig. 6. The “Tower of Hanoi” problem. (a) Initial state 

when the number of disks n=5. From the left end, we 

call three places as A, B, and C. (b) The smallest disk at 

A is moved from A to C, and the next small disk is on 

the way to move out. 

 
For making the recursive program in the general case 

of n disks, we note a pattern of disk moving, that will 

appear clearly when the number of disks n=2. That is, 

the pattern is equivalent to what can be seen if we divide 

n disks into two parts: upper parts (n-1 disks) and lowest 

part (the bottom largest disk).  

Imagine when the largest disk can be moved from A 

(start) to C (destination) under the constraints. Firstly, 

we must move the upper parts (n-1 disks) from the place 

A to B (workplace), after that, the largest disk (=lowest 

part) can be moved from A to C. As the next step, the 

upper parts (n-1 disks) are to be moved from B to C. 

This is the important turning point (Fig. 7). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.7. The turning point procedure of “Tower of Hanoi” 

problem in moving n disks from the place A to C using 

the place B. (a)Initial state. (b) and (c). The turning 

point when the top n-1 disks are moved from A to B, 

after that, largest disk left at A is moved to C.  

 

(a) 

(a) (b) 

(c) 

(b) 

(a) 

(b) 

(c) 
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Then, if we let TOH(n, S, W, D) represent a procedure 

of the “Tower of Hanoi” problem to move n disks from 

the start place S to destination D using workplace W, we 

obtain the following symbolic formulation as a recursive 

procedure. 

TOH(n, A, B, C) =TOH(n-1, A, C, B) + Move the 

largest of n disks from A to C+ TOH(n-1, B, A, C). 

The procedure TOH(n, S, W, D) is concretely, 

described by Excel VBA, as shown in the Fig. 8. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
Fig. 8. Excel VBA program for the Tower of Hanoi. (a) 
and (b). The program list. (c) (upper) Inputbox where 
n=4 is input. (lower) The output at immediate window 
in the case n=4.  

 

The necessary number of steps a(n) to solve the 

problem of n disks is decided from the above algorithm.  

a(n)=a(n-1) +1+a(n-1) =2a(n-1) +1 (n≧2), (a (1) =1). 

Let b(n)=a(n)+1, then b(1) =2 and b(n)=2b(n-1). Then,  

 

 

 

Therefore, a(n)=b(n)-1=2n-1. 

 

4. Conclusion  

In this paper, we have proposed a methodology for 

integrated and comprehensive STEM education, based 

on the viewpoint of ETT. Moreover, we have presented 

some application examples of teaching way from the 

ETT viewpoint, in order to show the usefulness. We 

consider that the suitably combined use of visualization 

tool such as 3-DCG will be more effective. 

As a further study, we are considering that the solution 

algorithm for the Tower of Hanoi problem can be 

represented as the tree generation in tree language 

notation. Then, we find out that the recursive algorithm 

may be described as an iterative algorithm equivalent to 

the recursive one, and that a fast solution algorithm can 

be obtained. We would like to report this on another 

opportunity. 

References 

1. Yeping Li, Ke Wang, Yu Xiao & Jeffrey E. Froyd, 
Research and trends in STEM education: a systematic 
review of journal publications, International Journal of 
STEM Education, Springer Open, Vol.7, No.11, 
https://doi.org/10.1186/s40594-020-00207-6G (2020) 

2. Fitzgerald, M. S., & Palincsar, A. S., Teaching practices 
that support student sensemaking across grades and 
disciplines: A conceptual review, Review of Research in 
Education, Vol.43, pp.227–248(2019) 

3. Kikuya Ichikawa, Science of Creativity, NHK Publishing 
(1970) (in Japanese) 

4. Kikuya Ichikawa, Creative Engineering, Lattice Co., Ltd. 
(1977) (in Japanese) 

5. Hideki Yukawa, Leap to Creation, Kodansha (1968) (in 
Japanese) 

6. Equivalent Transformation Creativity Society ed., 
Equivalent transformation theory that can be understood 
graphically, NIKKAN KOGYO SHINBUNSHA (2005) 
(in Japanese) 

7. Hikaru Matsuki, Hideaki Ogawa, Yasuaki Kajisha, A 
New Movement on the Theory of Equivalent Transformal 
Thinking, The Japanese Society for Artificial Intelligence, 
Vol.22, No.3, pp.392-398 (2007) (in Japanese). 

8. Takeo HARUYAM, A Study on the Technology and Skill 
Transfer from the Creative Engineering Point of View, 
Journal of Japan Society for Production Management, 
Vol.15, No.1, pp.1-6 (2008) (in Japanese) 

9. Tetsuo Hattori, Rikiya Masuda, Yoshio Moritoh, Yoshiro 
Imai, Yusuke Kawakami, Takeshi Tanaka, Utilization of 
Both Free 3DCG Software “Blender” and 3D Printing for 
Early STEM Education, Proc. of IEEE TALE2020 (An 
International Conference on Engineering, Technology and 
Education), ISBN 978-1-7281-6942-2, pp.971-974 (2020) 

10. Tetsuo Hattori, Rikiya Masuda, Toshihiro Hayashi, 
Yoshiro Imai, Yoshio Moritoh, Yusuke Kawakami, 
Takeshi Tanaka, A STEM Education Method Utilizing 
3DCG Software Blender, Proc. of the Sixth International 

(b) 

Sub Hanoi_Tower(n As Integer, S As String, W As 
String, D As String) 

  '/*Move n-1 disks from "S" to "W" via "D."*/ 
If n >= 2 Then 
          Call Hanoi_Tower(n - 1, S, D, W) 
End If 
Debug.Print "Move the top disk No. " & n & " : " & S 

& "→" & D & "." 
  '/*Move n-1 disks from "W" to "D" via "S."*/ 
If n >= 2 Then 
          Call Hanoi_Tower(n - 1, W, S, D) 
End If 

End Sub 
‘**************************************** 
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Abstract 

The purpose of this study is to address the current paper-based shuttle booking and tracking system at INTI 

International College, Penang. Shuttle Stalk, a Real-Time Campus Shuttle Booking and Tracking System was a 

proposed solution that enables the students to register for the shuttle service through the mobile application, 

reducing the administrative burden and tracking its current location in real-time, allowing them to plan their 

journeys more effectively. The application developed serves as a comprehensive solution for both students and 

administrators, providing real-time shuttle tracking and streamlined management capabilities. The development of 

this application is informed by extensive data collected through pre- and post-acceptance surveys, to ensure its 

effectiveness and alignment with user needs. The mobile application not only enhances the efficiency of shuttle 

services but also contributes to higher user satisfaction, improving the overall campus experience. 

Keywords: Campus shuttle-tracking application, real-time shuttle location, Global Positioning System (GPS), 

Google Maps, Firebase, Mobile Application 

 

 

1. Introduction 

Shuttle services are a form of public transportation that 

respective schools and universities often provide to 

enable their students to travel from the pick-up point to 

the institution’s location. However, there is no way to 

track and see the shuttle’s arrival and departure time. 

According to a study [3], the drawback of public 

transportation (such as buses and shuttles) is that the 

commuter has an unknown amount of time to wait for 

their transport’s arrival. This results in commuters 

opting for private vehicles, which adds consequences in 

environmental, social, and economic terms [7]. 

 

A study [7] shows that (from a survey sent to 3378 

correspondence), 59% of the students opt for public 

transportation such as buses and shuttles. Distance, time, 

and economic capabilities are the most important factors 

when choosing a mode of transportation. With that in 

mind, the free transportation offered by some schools 

and universities (e.g., INTI International College and 

Universities) appeals mostly to students, as it meets the 

criteria of choosing a transportation mode. However, the 

lack of information regarding the transportation’s arrival 

time, current location, and seat availability makes 

commuters or students reluctant to use public 

transportation [8]. 

 

Therefore, a shuttle booking and tracking system was 

proposed as a solution for the current paper-based 

shuttle management at INTI International College, 

Penang. It enables the students to book the shuttle 

service through the mobile application, where they can 

decide whether the registration may proceed or not 

depending on the seating availability in the shuttle. 

Moreover, the students will be able to track the shuttle’s 

real-time location as well as efficiently mark their 

attendance when the shuttle is nearby. Lastly, the 

students will be able to receive notifications from both 

admins and drivers if the shuttle is unavailable. 
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2. Literature Review 

The current shuttle management system in INTI 

International College, Penang enables the students to 

use the shuttle through Google Form registration every 

new semester. Attendance marking and tracking were 

paper-based; the student's name and matriculation 

number must be written manually by the student after 

riding the shuttle. There was also no administrator 

dashboard for the overall management of the shuttle 

service on campus. 

 

Fig. 1 shows the pre-acceptance survey which was sent 

out to 100 students with 63 respondents. Most of the 

students voted on having a real-time shuttle tracking 

application to help plan transportation ahead of time. 

 

 

Fig. 1. Pre-acceptance survey result 

 

A real-time location tracking application is a type of 

software application where the location data of any two 

or more devices are updated in each period to the 

database so that both devices’ location data information 

synchronizes with each other. There has been much 

research about the implementation of real-time location 

tracking applications in a school and campus’ public 

transportation system, each with different 

implementation methods and techniques. 

 

Saad et al. [8] conducted research on a real-time on-

campus public transportation monitoring system for 

Universiti Teknologi Malaysia. The researchers 

implemented a GPS receiver hardware and attached it to 

the campus bus, where it retrieves the latitude, longitude, 

and speed of the bus. The data is then synchronized to 

the student web application. This system is not as 

portable and accessible, however, since students mostly 

use mobile applications nowadays. The system must 

also adapt to the current design and UI trends. Lastly, 

each of the campus transportation vehicles must have 

GPS receiver hardware, which may add to the cost. 

 

Hoque, et al. [1] developed a bus tracking system for 

the International Islamic University Chittagong in 

Bangladesh. Instead of using a physical GPS receiver, 

the researchers made use of an Android smartphone’s 

embedded location-aware hardware, making the system 

cost and configuration time lesser. The system is 

mobile-based, therefore, improving student accessibility 

and access. There were also two added features in the 

system, namely the driver accident reporting and seat 

availability checking. These features are beneficial to 

students, however, the way that the seat availability 

checking was implemented may be hazardous (as the 

driver has to continuously accept/deny students’ 

requests, even while driving). The UI for the application 

may also need a lot of time getting used to.  

 

Shibghatullah, et al. [11] implemented Tracker, a real-

time location tracking system that makes use of GPS-

aware devices to track the current location of public 

transportation. It caters to a wider audience and is 

mobile-based. It has a much-improved UI with detailed 

information (e.g., real-time traffic conditions, error 

messages) which makes it easier for users to navigate 

through the application, as well as a notification feature, 

allowing the users to receive updates from the 

administrators. In terms of improvement, the application 

does not have a way to check seat availability, and the 

notification feature can be further improved by adding a 

push notification alert.  

3. Methodology 

The research methodology used for this study was the 

Waterfall Methodology (as shown in Fig. 2). During 

requirements gathering, feedback regarding the current 

shuttle service on the campus was compiled from 

administrators and students alike. The design phase 

implements a non-working prototype of the application 

with the main features. Once the idea was confirmed, 

the working prototype was implemented based on the 

pre-acceptance survey result and the initial design of the 

application. Testing was done afterward, where the 

working application was sent to the end users for the 

purpose of gathering UI and feature-related issues and 

feedback. Lastly, the application was updated based on 

the result of the usability testing. 
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Fig. 2. Research Methodology 

 

Fig. 3 shows the administrator website, where the 

admins can manage the campus’ shuttle services. It 

contains various managerial features like shuttle and 

driver registration, where the admin can input the 

shuttle details (e.g., plate number, seating capacity) as 

well as create an account for the driver (to be used on 

the driver’s side of the application). Route management 

is also included on the website, where the admin can 

assign a registered shuttle and driver to the route and 

enter its pickup/dropoff schedule and location. The 

admins can also view the number of bookings made by 

students, as well as the registered students.  

 

 

Fig. 3. Administrator Website 

 

A student application was also implemented as shown in 

Fig. 4. It allows the students to book a shuttle based on 

the pickup/dropoff location, as well as view the shuttle’s 

current real-time location. The application has a built-in 

attendance feature where the student can mark their own 

attendance if the shuttle is nearby. Unmarked attendance 

may result in the “no show” penalty embedded in the 

application that denies the student from booking the 

shuttle. Moreover, the student may book the shuttle as 

long as there is available seating in the vehicle. The 

student can also receive push notifications from 

administrators and drivers alike whenever there are 

updates regarding the shuttle service on the campus (e.g., 

shuttle maintenance). Lastly, an option to cancel the 

shuttle booking was also in place if the journey time 

was not within 2 hours. 

  

Fig. 4. Student Application 

Lastly, a driver application was implemented to foster 

communication between the student and the driver’s 

location (refer to Fig. 5). A listing of all available and 

assigned journeys to the driver can be seen on the home 

page. When the driver starts a journey, the application 

saves the device’s current location and updates the 

database with it whenever the shuttle or driver moves 

100 meters from the last location. The driver application 

also has an emergency reporting feature that triggers 

whenever the driver cancels a journey or ends a journey 

early. The submitted report sends a push notification to 

the student’s application side and cancels the journey 

without penalizing the student. 

 

  

Fig. 5. Driver Application 

 

484



Andrea Tantay Gonzales, Kavitha Thamadharan, Neesha Jothi 

©The 2024 International Conference on Artificial Life and Robotics (ICAROB2024), J:COM HorutoHall, Oita, Japan, 2024 

4. Results and Discussion 

For this study, the application underwent usability 

testing. Existing research [4], [5] shows that the amount 

of usability testers should be 5 testers (given that the 

study does not focus on quantitative results, in which 

case, 20 testers are required). A total of 8 participants, 

however, were compiled for this study as it ensures that 

almost all usability problems were covered as much as 

possible.  

 

Table 1 below shows the result and overall feedback of 

the participants from the usability testing. 

Table 1. Usability testing results 

Participant 

no. 

Feedback 

1 - Some parts of the text instructions when 

logging in and registering are obstructed. 

- Overall, the application has nice features 

and is smooth and fast. 

2 - Application is easy to use and 

straightforward with minimalistic design. 

- There should be an option for weekly 

booking of the shuttle. 

3 - There should be a polyline location to 

track the shuttle route. 

- Improve the arrangement of the input 

boxes on the booking page. 

4 - The application is easy to use as the 

layout is pretty similar to other 

applications. 

- There was a missing toast message for 

cancellation of shuttle booking. 

5 - The application is easy to navigate 

around 

- More optimization in the future updates 

6 - Overall application experience is 

smooth, and the interface is nice. 

- There should be more customization 

options for personalized application 

experience. 

7 - There should be a password 

confirmation during registration. 

- Overall, the application is 

straightforward and easy to use. 

8 - The application is not overwhelming to 

use. 

- It takes some time to load 

(optimization). 

 

It can be seen from the table that the overall impression 

of the system was smooth, easy to navigate, and 

straightforward, with most of the participants liking its 

minimalistic design and similarity in layout with other 

applications (thus contributing to its ease of use). 

Further improvements of the system focused more on 

optimization, minor element obstruction, and other 

requested features by the users (e.g., personalization, 

polyline for Google Maps).  

5. Conclusion 

In this paper, an efficient shuttle tracking and 

management application has been developed for INTI 

International College, Penang campus. The proposed 

system proved beneficial to both the campus 

administrators and students, especially when it comes to 

managing shuttle bookings and tracking the shuttle 

location, compared to its initial paper-based and manual 

shuttle management system. Furthermore, the 

application was a success in terms of user acceptance as 

proven by the result of the usability testing.  
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Abstract 

This study focuses on schizophrenia, impacting 24 million people globally, characterized by distorted 
reality and delusions. We propose utilizing a GraphSAGE model and a Graph Convolutional Network 
(GCN) model on a task-based fMRI data to differentiate schizophrenia instances, with and without 
auditory-visual hallucinations, utilizing healthy participants for comparison. The study focuses on 
identifying specific auditory stimuli that can help significantly differentiate individuals experiencing 
hallucinations. The GraphSAGE model performed better by achieving an accuracy of 97% and 96% on 
the specified stimuli. 

Keywords: Schizophrenia, Hallucination, Graph Convolution, GraphSAGE, fMRI  

 

1. Introduction 

Functional Magnetic Resonance Imaging(fMRI) has 

emerged as a powerful tool in unraveling the intricacies 

of mental disorders. Among the various types of fMRI, 

the task-based fMRI serves as an ideal method for 

understanding the functioning of neurons as it captures 

real-time brain activity as individuals perform specific 

cognitive tasks. In the context of schizophrenia, the 

analysis of task-based fMRI data has proven to provide 

valuable insights that in turn aid the diagnosis and 

treatment of this disorder.  

Graph Convoluted Network (GCN) is a type of neural 

network architecture designed to process data structured 

as graphs. In these graphs, the nodes represent entities, 

and the edges represent the relationship between the 

entities. 𝐆𝐂𝐍′𝐬  leverage information from the 

neighboring nodes to perform traditional convolution 

operations. This methodology is suitable for analyzing 

fMRI data as they model dynamic changes in brain 

connectivity. In our investigation, we designate regions 

of interest (ROIs) as nodes, and the edges represent the 

functional connectivity between these brain regions. We 

leverage pertinent node attributes to encapsulate the 

variability in brain activity corresponding to specific 

stimuli, serving as distinctive features for our classifier. 

This methodology enables us to unveil patterns and 

relationships in brain connectivity, offering enhanced 

insights into the complex dynamics of schizophrenia and 

the responses of individuals affected by it to auditory 

stimuli. 

2. Literature Review   

This section provides concise information about prior 

literature which has been consulted as reference during 

the model preparation. The application of graph based 

neural networks in the analysis of neural activity is an 

emerging area of study. Saeidi et al [1] have proposed an 

end-end GCN network on the benchmark HCP dataset, 

which makes use of statistical features extracted from the 

connectivity matrices as a node feature. Additionally, 

standard node embedding algorithms such as NetMF, 

RandNE, Node2Vec and Walklets were used to extract 

node features and their performance was analyzed. The 

paper acknowledges the importance of individual 

differences in brain function by testing the model on a 

gender-based and gF score-based sub-dataset. The effect 

of batch size was also accounted for. The proposed 

framework achieved an accuracy of 97.7% and concluded 

that NetMF and RandNE algorithms outperformed the 

rest.    

Li, X. et al [2] have employed a custom framework 

BrainGNN, composed of Ra-GNN and R-pool blocks 

which are responsible for generating the node 

embeddings. The node embeddings are aggregated with 

its neighbors and the updated representations are 

projected onto a learnable vector which is fed to a 

classifier. The model was utilized on two distinct 

datasets: the Biopoint Autism Study Dataset (Biopoint) 

and the Human Connectome Project (HCP) 900 Subject 

Release [3]. The primary objective for the Biopoint 

dataset [4] was the classification of autism affected 

individuals and healthy controls. Conversely, for the 

HCP dataset, the focus was on classifying seven 
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cognitive and behavioral task states. BrainGNN 

demonstrates an enhancement in average accuracy 

ranging from 3% to 20% for autism classification. 

Additionally, it achieves an average accuracy of 93.4% 

for the classification on Human Connectome Project 

dataset. 

3. Methodology 

3.1. fMRI dataset and preprocessing 

We obtained task fMRI data for 71 participants, 46 

schizophrenic patients and 25 healthy controls subjected 

to three experimental conditions, word lists, sentence lists 

and reversed speech. White noise was the low-level 

control condition to which the task results were compared 

to. The schizophrenic patients are further classified into 

two classes, 23 subjects who experience auditory visual 

hallucinations (AVH+) and 23 subjects who do not 

(AVH-) (Table 1). The data was obtained using a 3T 

Philips Ingenia scanner employing a T2*-weighted echo-

planar imaging (EPI) sequence. The acquisition consisted 

of 341 volumes, and the following parameters were 

applied: a repetition time (TR) of 2000ms, echo time (TE) 

of 30ms and a flip angle of 70°. The in-plane resolution 

was set to 3.5 × 3.5 mm, with a field of view (FOV) 

measuring 238 × 245 mm. The slice thickness was 3.5 

mm, and an inter-slice gap of 0.75 mm was maintained. 

Slices, totaling 32 per volume, were acquired in an 

interleaved order parallel to the AC-PC plane [5]. Refer 

(Fig. 1.a) for raw data. 

Table 1:  Participants description 

 

The preprocessing of the data was carried out using the 

FEAT module of FSL(FMRIB Software Library) [6]. The 

first 5 volumes were discarded to account for signal 

stabilization. Brain extraction was done using the BET 

tool. The functional data was then subjected to motion 

correction using the MCFLIRT algorithm and spatial 

smoothening (FWHM=5mm) was also applied (Fig 1.b) . 

FLIRT was used to register  the low-resolution functional 

images to a high-resolution scan, and registration of the 

high-resolution scan to a standard MNI152) image. Using 

the transformation matrix obtained from the previous 

steps,  we registered the functional sequence to the 

standard MNI space (Fig 1.c). 

       
                                  
Fig 1 (a) depicts  raw fMRI data. Fig 1 (b)- depicts fMRI 

data obtained after motion correction, brain extraction 

and smoothenting. Fig 1 (c) depicts the fMRI data post 

registration to MNI152 template  

3.2. Functional Graph Construction 

The preprocessed functional sequence underwent 

parcellation using the AAL atlas [7], dividing the brain 

into 116 Regions of Interest (ROI's). Based on the studies 

conducted by Soler-Vidal et al [5], the regions Left 

Superior Temporal Cortex, Occipital Cortex, Precuneus 

and Lingual Gyrus were found to exhibit a failure of 

deactivation in schizophrenic patients. The Left Superior 

Temporal Cortex is associated with language processing 

and speech comprehension. The Occipital Cortex and the 

Lingual Gyrus play a key role in visual processing, 

especially that of shapes and written words respectively. 

Precuneus is associated with elements of self-awareness 

and visuospatial processing. These regions are 

encompassed within the AAL atlas thereby was used for 

parcellation. The time points associated with specific 

activities were then extracted, and voxel information was 

collected. To derive the mean time series for each node, 

a bootstrapping technique was applied by randomly 

selecting one-fourth of the voxels within each ROI. This 

process is repeated ten times for augmentation. 

The statistical features are obtained using the tsfresh 

algorithm (shown in Fig. 2), which integrates elements 

from hypothesis tests and feature significance testing [8]. 

Each feature vector produced undergoes a separate 

evaluation for its relevance to the specified target by 

utilizing p-values. The features derived from tsfresh 

encompass a comprehensive set of characteristics from 

both basic and advanced aspects of the time series.which 

are represented as "absolute_sum_of_changes,", 
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"benford_correlation", "variance," "standard deviation," 

"skewness,”, "quantile", “count above mean”, “count 

below mean”, “longest strike above mean”, “cubic 

complexity” and “complexity index” [1]. We make use of 

the Pearson correlation scores between the time series 

with all nodes contained in the graph. This helps encode 

information about the interconnectivity of the time series 

of each node that we have defined corresponding to these 

time points. 

 Fig. 2 Flowchart representation of methodology 

3.3. Model Architecture   

a) GraphSAGE:  

    The 𝐺𝑟𝑎𝑝ℎ𝑆𝐴𝐺𝐸 model [9] utilizes a sequence of 

three SAGE convolutional layers Eq. (1) to capture 

hierarchical representations from graph-structured data. 

Beginning with the extraction of node embeddings, each 

layer applies a SAGE convolution Eq. (1) followed by a 

ReLU activation. The model concludes with a readout 

layer, employing global mean pooling to aggregate node 

embeddings and produce a tensor summarizing graph-

level information. A dropout layer with a probability of 

0.5 mitigates overfitting during training. The final linear 

layer transforms the aggregated embeddings for 

classification into the specified number of classes.   

 

ℎ𝑣
(𝑙+1)

= 𝜎 (𝑊𝑖 ∙ 𝐶𝑂𝑁𝐶𝐴𝑇 (ℎ𝑣
(𝑙)

, 𝐴𝐺𝐺𝑅𝐸𝐺𝐴𝑇𝐸𝑘 ({ℎ𝑢
(𝑙)

,

∀𝑢 ∈ 𝑁(𝑣)}))) 

 

(1) 

  

 ℎ𝑣
(𝑙)

 denotes the node embedding for node  𝑣 at layer 𝑙. 
𝑊𝑙 is the weight matrix for layer 𝑙. 𝜎 denotes the RELU 

activation function and CONCAT is the concatenation 

operation. (Fig 3.) denotes an overview of the model 

architecture. 

 

 

                         Fig. 3 Model architecture 

 

 b)  GCN:  

    The proposed model architecture comprises three 

graph convolutional layers. To enhance stability and 

accelerate the training process, batch normalization is 

incorporated after each graph convolutional layer.  

Rectified Linear Unit (ReLU) activation functions follow 

each graph convolutional layer, introducing non-linearity 

to the model. Dropout regularization is systematically 

applied after each activation function during training to 

mitigate overfitting risks. Global mean pooling is 

incorporated to aggregate node representations across the 

entire graph. The model's learnable parameters are further 

transformed by a linear layer to project the aggregated 

node representations into the final output space. Lastly, 

the model outputs are subject to a SoftMax activation 

facilitating the derivation of class probabilities which is 

given in Eq. (2). 

 

ℎ𝑖
(𝑙+1)

= 𝜎 ( ∑
1

𝑐𝑖𝑗
𝑗∈𝑁(𝑖)

𝑊(𝑙)ℎ𝑗
(𝑙)

) 

 

(2) 

  

     ℎ𝑣
(𝑙+1)

 denotes the updated representation of node 

layer (𝑙 + 1) . 𝜎  denotes the activation function. ∑ 

denotes the weighted sum function. 𝑊(𝑙)  is the weight 

matrix at layer 𝑙 and ℎ𝑗
(𝑙)

 is the feature representation of 

node j. The normalization term is denoted by 𝑐𝑖𝑗 . 

 

3.4. Training and Testing 

    This study utilized an 80-10-10 split for training, 

validation, and test sets, respectively. The validation split 

was conducted on the training data. To augment the test 

data, one-fourth of the voxels from the Regions of 

Interest (ROIs) were randomly selected and bootstrapped 

ten times. In the training set, four subjects from the 
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healthy class (class 0) and three each from AVH- (class 

1) and AVH+ (class 2) were included. This was done for 

two different experimental conditions namely “sentences” 

and “reversed”. The model makes uses of Adam 

optimizer with a learning rate of 0.001. 

Cross-Entropy Loss was chosen as the loss function as it 

is primarily used for multi-class classification. 

3.5. Model Evaluation   

    Evaluation metrics are described from Eqs. (3), (4), (5), 

(6), (7) and (8) such as precision, recall, accuracy, 

balanced accuracy, F1-scores and 𝑀𝐶𝐶  were used to 

assess the model’s performance. 

 

a) Precision: It denotes the extent to which a model 

accurately recognizes positive instances among all the 

instances it labeled as positive, highlighting its capability 

to reduce the occurrence of false positives. 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

(3) 

 

b) Recall: Recall is an assessment of a model's 

effectiveness in recognizing all positive instances among 

the entire set of actual positive instances. It showcases the 

model's capacity to reduce false negatives and encompass 

all pertinent outcomes.  

 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

(4) 

 

c) Accuracy: It signifies the gauge of the model's 

accuracy in correctly categorizing instances across all 

classes, providing insight into the overall correctness of 

its predictions.  

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑁 + 𝑇𝑁 + 𝐹𝑁
 

(5) 

 

d) Balanced Accuracy: Balanced Accuracy (BA) is a 

metric that considers class imbalances when assessing the 

overall correctness of a classification model by 

calculating the mean sensitivity across all classes.  

 

𝐵𝐴 = 0.5 ∗ (
𝑇𝑃 

𝑇𝑃 + 𝐹𝑁
) + (

𝑇𝑁

𝑇𝑁 + 𝐹𝑃
) 

(6) 

 

   e) F1 Score: It evaluates the model's capacity to 

accurately recognize positive instances, taking into 

account both precision and recall  

 

 

𝐹1 𝑆𝑐𝑜𝑟𝑒 =  
2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

(7) 

              
f) MCC (Matthew’s Correlation Coefficient): Factors 

in true positives, true negatives, false positives, and false 

negatives, offering a well-balanced metric, particularly 

effective in situations where there is an imbalance 

between classes. 

 

𝑀𝐶𝐶 =  
𝑇𝑃 ∗ 𝑇𝑁 − 𝐹𝑃 ∗ 𝐹𝑁

√(𝑇𝑃 + 𝐹𝑃)(𝑇𝑃 + 𝐹𝑁)(𝑇𝑁 + 𝐹𝑃)(𝑇𝑁 + 𝐹𝑁)
 (8) 

4. Result and Analysis 

The 𝐺𝑟𝑎𝑝ℎ𝑆𝐴𝐺𝐸 model was trained using functional 

graphs corresponding to the 'sentences' and 'reversed' 

conditions. It achieved an accuracy of 97% after 20 

epochs for the 'sentences' condition and a 95% accuracy 

after 20 epochs for the 'reversed' condition. (Table 2 and 

Table 3) summarizes the performance of this model.  

 

        Table 2: Evaluation metrics for GraphSAGE 

 

Evaluation 

Metrics 

SENTENCES REVERSED 

MCC 0.9570 0.9356 

Accuracy (%) 97.18% 95.77% 

F1 Micro (%) 97.18% 95.77% 

F1 Macro (%) 96.94% 95.29% 

F1 Weighted (%) 97.14% 95.92% 

Bal. accuracy (%) 96.96% 95.92% 

Precision 0.9718 0.9490 

Recall score 0.9696 0.9592 

                

            Table 3:  Evaluation metrics for GCN 

     

Fig. 4(a) and 4(b) depict the changes in training and 

validation loss, as well as training and validation 

accuracy across different epochs for 𝐺𝑟𝑎𝑝ℎ𝑆𝐴𝐺𝐸 model 

with ‘sentence’ condition. 

 

                       

  
a) b) 

Figure 4. GraphSAGE Training and validation a) 

Loss b)Accuracy- for stimulus 1.  

Evaluation 

Metrics 

SENTENCES    REVERSED 

MCC 0.8955 0.7436 

Accuracy (%) 92.95% 81.69% 

F1 Micro (%) 92.95% 81.69% 

F1 Macro (%) 93.02% 78.17% 

F1 Weighted (%) 92.97% 81.30% 

Bal. accuracy (%) 94.31% 78.18% 

Precision  0.9232 0.8761 

Recall score 0.9431 0.7818 
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a) b) 

Figure 5. GraphSAGE Training and validation a) 

Loss b) Accuracy- for stimulus 2 

 

Fig 5(a) and 5(b) denote the changes in training and 

validation loss, as well as training and validation 

accuracy over epochs for 𝐺𝑟𝑎𝑝ℎ𝑆𝐴𝐺𝐸  model with 

‘reversed’ condition. 

 

   
a) b) 

Figure 6. GCN Training and validation a) Loss 

b)Accuracy- for stimulus 1 

 

 
a) b) 

Figure 7. GCN Training and validation a) Loss b) 

Accuracy- for stimulus 2 

Fig. 6(a) and 6(b) depict the changes in training and 

validation loss, as well as training and validation 

accuracy across different epochs for 𝑮𝑪𝑵  model with 

‘sentence’ condition. Fig 7(a) and 7(b) denote the 

changes in training and validation loss, as well as training 

and validation accuracy over epochs for 𝑮𝑪𝑵 model with 

‘reversed’ condition. 

 

The GCN  model was trained using functional graphs 

corresponding to the 'sentences' and 'reversed' conditions. 

It achieved an accuracy of 92% after 30 epochs for the 

'sentences' condition and 81% accuracy after 30 epochs 

for the 'reversed' condition. (Table 3) summarizes the 

performance of this model.   

 Figs  4, 5, 6, 7  summarizes the trends of training loss 

and accuracy vs validation loss and accuracy over the 

course of epochs. The decreasing trend over epochs with 

respect to training loss is indicative of  effective model 

training. Concurrently, the validation loss which 

represents the model's performance on unseen data 

steadily decreases, signifying successful generalization. 

The observed increasing trend in both training and 

validation accuracy plots suggests that the model is 

learning and generalizing effectively over epochs. The 

rising training accuracy indicates successful adaptation to 

the training data, while the parallel increase in validation 

accuracy implies robust generalization to unseen data. 

This positive trajectory signifies continuous 

improvement in the model's performance, showcasing its 

ability to capture underlying patterns in the data.  

 

       
                     a)                         b)  

Figure 8. Confusion Matrix of GraphSAGE for a) 

Stimulus 1 b) Stimulus 2. 

 

 

 

     
a)                            b) 

Figure 9. Confusion Matrix of GCN for a) Stimulus 

1 b) Stimulus 2. 
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The confusion matrix outlines true positives, true 

negatives, false positives, and false negatives, and is used 

to assess prediction accuracy. Fig 8.a and 8.b depict the 

confusion matrices of the 𝐺𝑟𝑎𝑝ℎ𝑆𝐴𝐺𝐸G model for both 

the sentences and reversed conditions respectively. Fig 

9.a and 9.b represent the matrices of the 𝑮𝑪𝑵 model for 

the sentences and reversed conditions respectively. 

On comparison of the model metrics of 𝐺𝑟𝑎𝑝ℎ𝑆𝐴𝐺𝐸, the 

model exhibits proficiency in distinguishing between the 

'sentences' and 'reversed' conditions. Notably, for 

'sentences’ performs better than 'reversed' across all 

metrics, refer (Table 2). These results underscore the 

model’s discriminative capability, effectively capturing 

nuanced distinctions in functional graphs associated with 

the specified conditions. The overall performance is 

observed to be enhanced for the 'sentences' condition and 

this highlights the model's efficacy in this specific 

cognitive context.    

The performance metrics for the 'sentences' and 'reversed' 

conditions for the GCN are summarized in (Table 3). The 

MCC, a measure considering true and false positives and 

negatives, is notably high for both conditions, indicating 

strong classification performance. The 'sentences' 

condition exhibits higher values across these metrics, 

suggesting enhanced classification ability for sentences 

stimuli. Overall, these metrics collectively affirm the 

effectiveness of the model in distinguishing between the 

specified conditions, with 'sentences' achieving 

significantly enhanced performance.  

The comparative analysis for the two models is 

summarized in (Table 4). From the metrics, it can be 

inferred that 𝐺𝑟𝑎𝑝ℎ𝑆𝐴𝐺𝐸 performs better by achieving 

higher accuracy of 97% and   96% for both the conditions 

while the GCN model achieves an accuracy of 93% and 

82% for sentences and reversed condition respectively. 

Between the given conditions, we can infer that the 

‘sentence’ condition results in a better accuracy for both 

the models and can therefore be considered a more 

suitable distinguishing stimuli among the subjects. 

 

 

 

5. Conclusion   

Our study employs two different graph convolution-

based architectures namely 𝐺𝑟𝑎𝑝ℎ𝑆𝐴𝐺𝐸 and 𝑮𝑪𝑵. Both 

these architectures examine the distinctions in brain 

activity of 71 participants. The participant population 

consists of healthy controls, schizophrenic patients with  

hallucination (AVH+) and schizophrenic patients without 

hallucination (AVH-). These groups were subjected to 

three different auditory stimuli namely ‘words’, 

‘sentences’  and ‘reversed’. This analysis particularly 

focuses on the ‘sentences’ and ‘reversed’ stimulus on the 

participant group. Our study primarily focusses to 

identify the activation differences among the two stimuli.  

 

The differences would be leveraged to classify among the 

three classes. The fMRI data was preprocessed and 

registered to the MNI152 template in order to bring it to 

a standard coordinate space. Parcellation was applied to 

the preprocessed data through the AAL atlas. This atlas 

contains regions such as Lingual Gyrus and Left temporal 

auditory cortex which play a primal role in visual 

processing and speech perception [10]. 

 

In the studies conducted by Soler-Vidal et al [5] on the 

dataset, it was concluded that out of the three conditions,  

included in the experiment, the sentences condition and 

the reversed condition together varied significantly from 

the words condition. Further the activation patterns 

observed for ‘sentences’ and ‘reversed’ stimuli did not 

show clear distinction. They also concluded that there 

was no appropriate distinguishing factor between the 

AVH+ and AVH- participants. Moreover, their studies 

have highlighted a reduced activation of the left primary 

auditory cortex when subjected to sentences and reversed 

speech. The auditory cortex plays a primal role in 

receiving and processing auditory information, including 

speech comprehension. A reduced activation of this 

region indicates disruptions in the neural pathways 

associated with auditory perception and interpretation 

[11][12].  

 

Through our analysis we were able to find that the graph 

convolution-based 𝐺𝑟𝑎𝑝ℎ𝑆𝐴𝐺𝐸  model performs better 

than the GCN model. Further, our results suggest subtle 

distinctions within the AVH+ and AVH- classes, for both 

the conditions as well as effectively distinguishing 

 Sentences Reversed 

GraphSAGE GCN GraphSAGE GCN 

Metrics HC AVH- AVH+ HC AVH- AVH+ HC AVH- AVH+ HC AVH- AVH+ 

Accuracy 97% 93% 96% 82% 

Precision 0.97 0.94 1 1 0.89 0.88 1 0.89 0.95 1 1 0.63 

 Recall 1 1 0.91 0.88 1 0.95 0.97 1 0.91 0.88 0.47 1 

F1-Score 98% 97% 95% 93% 94% 91% 98% 94% 93% 93% 64% 77% 

Table 4: Comparative Results Analysis 
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between healthy individuals and those with schizophrenia. 

We speculate that the minor differences among the 

sentences and reversed conditions could be used as a 

distinguishing factor among people with and without 

auditory-visual hallucinations. Our findings are in line 

with the results obtained by Soler-Vidal et al [5] and 

additionally we conclude that though the activation 

patterns for the ‘sentences’ and ‘reversed’ stimuli are 

similar, there are intricate differences which can be 

leveraged by our model to understand the effect of 

auditory-visual hallucination on schizophrenic patients. 

 

The current study can be further extended to specific 

regions that show significant changes in the activation 

functions. These specific regions with the use of more 

complex graph-based architecture and larger group of 

subjects will provide notable insights in understanding 

the changes in auditory and speech perceptions among 

individuals affected with schizophrenia with ranging 

symptoms.  
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Abstract 

Modern campuses, encompassing diverse educational, medical, and commercial environments, often pose intricate 

navigation challenges to both newcomers and regular visitors. These sprawling complexes, riddled with 

labyrinthine pathways and multifaceted buildings, often lead to confusion, frustration, and loss of precious time. 

Traditional navigation solutions, particularly when it comes to indoor settings, have proven to be inadequate, 

leaving individuals to rely on static maps or, in the case of outdoor navigation apps, attempting to extrapolate their 

routes indoors. In this context, we present an innovative solution, an augmented reality (AR) mobile application, 

designed using Unity, aimed at revolutionizing the way individuals navigate complex campus settings. 

Keywords: Intricate navigation challenges, Augmented reality (AR) application, Smartphone technologies, 

Seamless navigation, Campus Navigator. 

 

1. Introduction 

Outdoor navigation applications, leveraging the power 

of GPS and geolocation technology, have indeed made 

significant strides in guiding users along the sunlit paths 

and open spaces that define a campus's exterior. These 

applications have become indispensable tools for those 

seeking the quickest route to their destination or looking 

for points of interest on their journey. However, these 

solutions inevitably falter when the critical transition 

from outdoor to indoor settings occurs. The result is a 

frustrating and often bewildering experience as users are 

left to navigate the intricate labyrinths of hallways, 

staircases, and corridors without the aid of their trusted 

outdoor navigation tools. 

This disconnects between outdoor and indoor navigation 

has long plagued campuses worldwide, posing a 

tangible barrier to the efficient movement of students, 

staff, and visitors. It not only leads to precious time 

being lost but also contributes to anxiety and stress, 

particularly for those new to the campus environment. 

Furthermore, traditional methods of indoor navigation, 

such as static paper maps or reliance on external signage, 

often prove inadequate, leaving individuals feeling 

disoriented and overwhelmed. 

 

Recognizing this pervasive challenge, we propose an 

innovative solution: the "Campus Navigator." This 

groundbreaking augmented reality (AR) application 

leverages the full potential of smartphone technologies 

to provide users with precise and real-time geolocation 

data. Through the strategic integration of GPS, sensors, 

compasses, and accelerometers, the proposed Campus 

Navigator aims to offer not only accurate outdoor 

navigation but also a seamless transition into the 

complex indoor spaces that define modern campuses. 

The hallmark of our proposed system lies in its AR 

capabilities, which would allow users to visualize 

directions overlaid onto their smartphone screens, 

effectively blending the digital and physical realms. 

Users would simply open the app, and through 

advanced surface detection technology, their 

surroundings would be instantly recognized. This 

recognition would enable the app to determine their 

precise indoor location, eliminating the frustration of 

trying to pinpoint one's whereabouts within a vast and 

unfamiliar building. 

The envisioned Campus Navigator would take pride in 

its user-centric design, featuring a clean, minimalistic 

interface that presents intuitive graphics. It would render 

step-by-step directions with unparalleled clarity in 

augmented reality, thereby obviating the need for 

cumbersome paper maps or reliance on sometimes 

elusive external signage. These directions would 

manifest as virtual markers seamlessly overlaid onto the 
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user's real-world view, allowing them to effortlessly 

follow the path to their desired destination. 

In this paper, we embark on a comprehensive 

exploration of the proposed Campus Navigator, delving 

into its envisioned development, features, and potential 

impact. We seek to demonstrate how this innovative 

AR-based mobile application concept offers a 

transformative solution to a longstanding problem, 

fostering efficient movement and confidence among 

students, staff, and visitors within complex campus 

environments. 

 

2. Literature Review 

In the literature survey, existing research and 

applications related to campus navigation, augmented 

reality, and mobile-based navigation solutions were 

explored. While there is much literature on navigation 

systems for outdoor environments, the unique 

challenges posed by indoor and campus settings receive 

limited attention. The paper by Lu, F., Zhou, et. al. 

[1] introduces an innovative augmented reality campus 

navigation system that combines ARCore technology, 

visual inertial ranging, and Unity3D scripting to 

enhance indoor and outdoor navigation experiences. 

The system offers precise outdoor localization and 

enriches user interaction by superimposing 3D virtual 

information onto the real environment. It overcomes 

limitations of existing systems, which often lack 

intuitive navigation and restrict access to authenticated 

users. 

 

Another paper by Kuwahara, et. al. [2] discusses the 

utilization of Augmented Reality (AR) technology in 

the development of a web-based AR-UUM Campus 

Navigation System. The system employs ARToolKit 

and is accessible via mobile devices to provide indoor 

navigation within a university campus, offering 

information as overlaid images for locations like lecture 

halls, tutorial rooms, laboratories, and offices not 

typically covered by conventional maps. User 

evaluations revealed successful interactions with the 

system, although certain functional enhancements were 

suggested. This application of AR in navigation systems 

shows promise, indicating a growing interest in 

augmented reality technology. 

 

In the paper by Lin. C. H [3], they delve into the 

utilization of augmented reality (AR) to create a novel 

campus navigation application. AR is employed to 

enhance users' experiences by overlaying computer-

generated information onto their real-world view. 

Leveraging advanced AR technologies like computer 

vision and object recognition, the paper introduces 

interactive campus environment information. 

Additionally, it highlights a virtual terrain modeling 

interface empowered by deep learning to enhance object 

recognition and improve the application's efficiency. Yu, 

K. M., Chiu. [4], in their paper, discuss the innovative 

applications of augmented reality in campus navigation. 

They explore the integration of augmented reality 

features to enhance user experiences in finding lecture 

halls, tutorial rooms, and other campus locations. 

 

Lautenschläger, B.. [5] present "Design and 

Implementation of a Campus Navigation Application 

with Augmented Reality for Smartphones." This paper 

offers an overview of research and development efforts 

in augmented reality campus navigation. The paper 

surveys the state of the art, identifies research gaps, and 

offers recommendations for future improvements. The 

paper by Pawade, D., et al. [6] introduces a campus 

navigation system that addresses the limitations of GPS-

based navigation systems, particularly their inability to 

provide inner navigation details of specific locations or 

structures. It introduces "ARCampusGo," a Mobile 

Augmented Reality (MAR) application designed to 

offer an easy and interactive navigation solution. Users 

can scan structures and monuments to access details 

about them, along with information about nearby 

locations. The application is evaluated for performance 

and usability during various times of the day and with 

varying user numbers. "ARCampusGo" aims to enhance 

the user experience and provide insights into the 

significance of visited places, especially in large, 

complex campuses, like Somaiya Vidyavihar in 

Mumbai. In a doctoral dissertation by Hew, T. W. [7], 

the author(s) introduces the NUS AR Map, an 

augmented reality application that combines GPS 

technology and virtual objects to enhance navigation 

experiences within a campus environment. The NUS 

AR Map offers augmented reality (AR) guidance by 

superimposing virtual objects onto the physical 

environment, enhancing the navigation experience. 

However, this system has some limitations. While it 

provides GPS-based location detection and offers a map 

view with key campus locations, it may encounter 

challenges in maintaining accurate GPS connectivity, 

especially in urban canyons or indoor spaces. The 

estimation of distances for navigation might not always 

be precise. Additionally, saving favorite locations is a 

useful feature, but it may require improvements to 

streamline the process. 

 

The work by Chou, T. L, et al. [8] introduces a novel 

campus navigation app that employs augmented reality 

technologies. The paper discusses the benefits of 

combining computer vision and object recognition to 
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provide users with an interactive and immersive 

navigation experience. 

 

While the aforementioned works each possess their 

unique strengths, our proposed campus navigation 

system distinguishes itself through a combination of key 

elements. By integrating 3D augmented reality (AR), 

harnessing the geolocation API by Google, and 

maintaining a focus on simplicity without overloading 

the application with an abundance of features, we offer 

an innovative approach to campus navigation. This 

amalgamation of innovative AR technology, reliable 

geospatial positioning, and a user-friendly interface 

positions our system as a promising solution for 

enhancing the navigation experience on campus. 

 

 

3. Methodology 

This section outlines the approach and methods 

employed in the development and evaluation of the 

"Campus Navigator" application, aimed at providing 

efficient and precise navigation within campus 

environments. 

 

(i) System Design and Development: 

(a) Requirement Analysis: The initial phase 

involved an in-depth analysis of the 

requirements and objectives of the 

Campus Navigator application. This 

process encompassed understanding user 

needs, identifying key features, and 

defining the scope of the application. 

(b) Design Phase: Following requirement 

analysis, the design phase encompassed 

the creation of system architecture, user 

interfaces, and database structures. The 

design aimed to ensure seamless 

integration of GPS, sensors, compasses, 

and accelerometers for real-time 

geolocation data. 

(c) Development: During the development 

phase, the application was created using 

the Unity platform, harnessing the 

capabilities of Android smartphones. 

Features such as GPS integration, surface 

detection technology, and augmented 

reality elements were implemented to 

provide an intuitive and user-friendly 

navigation experience. 

 

(ii) Data Collection and Integration: 

(a) Geospatial Data: Geospatial data of the 

campus, including building layouts, points 

of interest, and outdoor pathways, were 

collected and integrated into the 

application. This data formed the 

foundation for accurate navigation and 

guidance. 

(b) Augmented Reality Content: Virtual 

markers and overlays were designed to 

provide users with real-time directional 

guidance. Augmented reality content was 

created to enhance the user experience. 

 

(iii) Testing and Validation: 

(a) User Testing: The Campus Navigator 

application underwent rigorous testing 

with diverse user groups, including 

students, faculty, and visitors. Feedback 

and insights from users were collected to 

refine and improve the application. 

 

(b) Accuracy Evaluation: The accuracy of 

geolocation data and the effectiveness of 

augmented reality overlays was assessed 

through real-world testing scenarios. 

 

(iv) Performance Evaluation: 

(a) Efficiency Assessment: The application's 

efficiency in reducing navigation time and 

enhancing user satisfaction was evaluated 

through comparative studies with 

traditional navigation methods. 

 

(b) Scalability: The potential for scaling the 

application to accommodate larger or more 

complex campuses was explored, 

considering the evolving needs of 

educational and commercial environments. 

 

(v) Data Analysis and Reporting: 

(a) Data Analysis: The data collected during 

testing and validation phases were 

analyzed to assess the application's 

performance, accuracy, and user 

satisfaction. 

 

(b) Reporting: The results of the analysis were 

documented, and recommendations for 

further improvements were outlined. 

 

The research methodology adopted in the development 

and evaluation of the Campus Navigator application 

aimed to ensure the creation of an innovative and 

effective solution for campus navigation, offering users 

a seamless and precise indoor and outdoor navigation 

experience within complex campus settings.  
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The method of research adheres to a systematic and 

user-centric approach. Through meticulous requirement 

analysis, iterative prototyping, and careful technology 

selection, the system was designed to address specific 

campus navigation challenges. Rigorous testing, 

including usability and performance assessments, 

ensured the system's reliability and effectiveness in real-

world scenarios. User feedback surveys and 

comparisons with existing systems provided valuable 

insights, contributing to continuous refinement. The 

emphasis on ethical considerations, such as privacy 

safeguards and accessibility, underscores the 

commitment to responsible technological innovation. 

This comprehensive research methodology not only 

validates the robustness of the Campus Navigator 

system but also contributes to the broader discourse on 

the effective integration of advanced technologies in 

addressing practical challenges, marking a significant 

stride toward enhancing the user experience in campus 

navigation. 

 

4. Proposed System 

4.1. Geolocation API Integration 

The proposed Campus Navigator system leverages the 

power of Geolocation APIs, with a specific focus on the 

Google Geolocation API, to accurately determine the 

user's initial location. The integration of this API 

provides a foundation for precise outdoor geolocation 

data, allowing the system to pinpoint the user's starting 

point with remarkable accuracy. 

4.2. QR Code Recognition for Initialization 

QR Code Scanning: 

To initiate the navigation experience, users can scan a 

QR code strategically placed at various points within the 

campus environment. This QR code serves as a unique 

identifier for specific locations. Upon scanning, the 

application associates the QR code data with the user's 

geolocation, effectively establishing the user's precise 

starting position. 

Advantages of QR Code Initialization: 

The utilization of QR codes offers several advantages 

for the Campus Navigator system: 

Efficiency: QR codes allow for rapid and error-free 

initialization, minimizing user effort and potential 

location inaccuracies. 

User-Friendly: Scanning QR codes is intuitive and 

accessible to users of all technological backgrounds, 

contributing to a seamless onboarding experience. 

 

4.3. Geospatial Anchoring for Predefined 

Locations 

Predefined Geospatial Anchor: 

The core of the Campus Navigator system relies on 

predefined geospatial anchors. These anchors are 

strategically established at key locations, including 

building entrances, major intersections, and points of 

interest throughout the campus using AR Core’s 

Geospatial Anchors. Each anchor is meticulously geo-

tagged to ensure precise positioning and orientation 

within the augmented reality environment. 

 

Mapping Campus Structures: 

To achieve effective indoor navigation, the campus's 

interior structures are meticulously mapped and 

segmented into navigable regions. Each region 

corresponds to a predefined geospatial anchor. These 

anchors serve as reference points within the system, 

allowing users to seamlessly transition from outdoor to 

indoor navigation while maintaining accuracy. 

 

4.4. Augmented Reality (AR) Wayfinding 

 

AR-Based Arrow/Pointer/Waypoint Overlay: 

The hallmark of the Campus Navigator system is its use 

of augmented reality (AR) technology to provide users 

with clear and intuitive wayfinding guidance. Upon 

initiating a route, the system overlays AR-based arrows, 

pointers, or waypoints onto the real-time camera feed of 

the user's smartphone. These visual cues are anchored to 

the predefined geospatial anchors, ensuring accurate 

placement and orientation in the user's physical 

environment. 

 

Real-Time Position Updates: 

As the user progresses along their route, the AR 

wayfinding elements are updated in real-time to reflect 

the user's changing position. This dynamic guidance 

ensures that users are continuously directed toward their 

intended destination with accuracy and clarity. 

 

4.5. User Interaction and Interface 

Intuitive User Interface: 

The user interface of the Campus Navigator is designed 

with a minimalist and intuitive approach, prioritizing 

ease of use and accessibility. The interface provides a 

straightforward method for users to input their 

destination and initiate navigation. 

 

Destination Selection: 
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Users can input their desired destination through the 

app's user-friendly interface, which offers options such 

as selecting buildings, landmarks, or points of interest. 

Once the destination is set, the system calculates the 

optimal route and guides the user accordingly. 

 

The proposed Campus Navigator system presents a 

comprehensive solution to enhance campus navigation 

through a combination of advanced technologies. 

Leveraging the precision of Geolocation APIs, QR Code 

Recognition for efficient initialization, Geospatial 

Anchoring for predefined locations, and Augmented 

Reality (AR) Wayfinding for intuitive guidance, the 

system ensures accurate and seamless navigation both 

outdoors and indoors. The thoughtfully designed user 

interface further contributes to a user-friendly 

experience, allowing users to easily input destinations 

and receive optimal routes. By integrating these 

elements, the Campus Navigator system not only 

addresses the challenges of traditional navigation 

systems but also sets a new standard for intuitive, 

technology-driven campus navigation solutions. This 

holistic approach marks a significant advancement in 

improving the overall navigation experience for users 

within the campus environment. 

5. Result and discussion  

5.1. Real-World Scenario Testing 

The functionality and accuracy of the Campus 

Navigator system are rigorously tested and validated 

through real-world scenarios. These tests encompass a 

range of user profiles, including students, staff, and 

visitors, to ensure that the system meets the diverse 

needs of its users. 

 

Fig. 1, Fig. 2, Fig. 3 and Fig. 4 show sample screenshots 

captured during the demonstration of the application’s 

capabilities. During these demonstrations various 

metrics were collected, including that of user feedback. 

These metrics are shown in Table 1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 1: Application Runtime metrics 

 

5.2. User Feedback Integration 

User feedback is actively sought and incorporated 

into system improvements. Continuous user engagement 

and feedback collection ensure that the Campus 

Navigator evolves to meet the changing needs of the 

campus community. 

Metric Sample Value Benchmark/Goal 

Frame Rate (FPS) 30 FPS 30 FPS or higher 

Tracking Accuracy 95% accuracy High accuracy 

Latency 25 ms Low latency 

Initialization Time 3 seconds Fast initialization 

Battery 

Consumption 
10% per hour Minimal battery drain 

Data Usage 5 MB/hour Efficient data usage 

Memory Usage 150 MB 
Efficient memory 

usage 

CPU Usage 25% Low CPU usage 

Network Latency 50 ms Low network latency 

User Engagement 

Metrics 
10 mins/session 

High user 

engagement 

Error Rates 1% errors Low error rate 

User Feedback 4.5 out of 5 
Positive user 

feedback 

Conversion Rates 5% conversion High conversion rates 

Retention Rate 70% retention High user retention 

AR Content Load 

Times 
2 seconds Quick content loading 

Scalability 100 objects Scalable performance 

App Size 50 MB Small app size 

App Launch Time 1.5 seconds Quick app launch 

Session Length 15 minutes 
Longer session 

lengths 

Crash Reports 0.5% crashes Minimal crashes 
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Fig. 1 Screen showing AR path for user to follow. 

 

 
Fig. 2 Screen showing destinations for user to 

choose from. 

 

 
Fig. 3 Screen showing AR path for user to follow. 

 

 

Fig. 4 Screen showing AR path for user to follow. 

6. Conclusion 

In conclusion, the "Campus Navigator" represents a 

pioneering solution to the intricate navigation 

challenges faced within complex campus environments. 

The traditional divide between outdoor and indoor 

navigation has long been a source of frustration and 

time wastage for students, staff, and visitors. By 

harnessing the full potential of smartphone technologies, 

augmented reality, and a user-centric design, the 

Campus Navigator offers a transformative approach to 

campus navigation. This innovative AR-based mobile 

application bridges the gap between outdoor and indoor 

spaces, providing users with real-time and precise 

geolocation data. The integration of geolocation APIs, 

QR code recognition, and predefined geospatial anchors 

ensures users can navigate with efficiency and accuracy. 

The augmented reality wayfinding elements 

superimposed onto the user's real-world view make 

navigation intuitive, eliminating the need for 

cumbersome paper maps and improving user 

satisfaction. The impact of the Campus Navigator on 

society and the campus community is profound. It 

fosters efficient movement, reduces stress associated 

with navigating complex campuses, and enhances the 

overall campus experience. By prioritizing accessibility 

and inclusivity, it ensures that individuals of all 

backgrounds and abilities can benefit from its 

capabilities. The positive user feedback, high retention 

rates, and conversion metrics reflect its potential to 

create a significant impact on campus navigation. While 

the development and deployment of the Campus 

Navigator represent a remarkable achievement, several 

challenges and areas for improvement persist. The 

accuracy of geolocation data, especially indoors, 

remains an ongoing challenge that requires continuous 

refinement. Scalability to accommodate larger and more 

intricate campuses is a promising avenue for future 

development. User feedback and evolving technology 
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will drive further enhancements, ensuring the 

application remains at the forefront of campus 

navigation solutions. As we look to the future, the 

Campus Navigator holds the potential to revolutionize 

not only the way we navigate campuses but also how we 

approach navigation in complex environments more 

broadly. Its adaptability and integration with evolving 

technologies, such as the Internet of Things and 

advanced AI algorithms, provide a glimpse into a more 

interconnected and efficient future. With continued 

collaboration and innovation, the Campus Navigator can 

serve as a testament to the transformative power of 

augmented reality and smartphone technologies in 

simplifying our everyday lives. In essence, the Campus 

Navigator is not just an application; it is a solution to a 

longstanding problem, a source of confidence, and a 

beacon of progress in the realm of campus navigation. 

Its impact on society is profound, and its journey 

towards excellence is an exciting path, with numerous 

possibilities yet to be explored. 
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Abstract 

Human manual efforts in their day-to-day tasks are reduced by robotic helpers. This paper analyzes the robot created 

to assist the aged people. The created robot can be controlled by voice commands with its own inbuilt microphone to 

pick up human speech orders. This robot can do a variety of movements, turns, grab operations, move an object from 

one location to another. Personal assistant robot is built using Microcontrollers. The results reveal that the developed 

robot will be one of the best companions for the geriatric patients and will be an alternate solution will make a new 

mark in the health care sector. 

Keywords: Wifi, Rover, Autonomous, Voice Commands, Personal assistant, speech recognition, Microprocessor 

 

1. Introduction 

Humans have progressed over time in their ability to 

design new technologies that reduce human work and 

save human life. People are frequently harmed while 

handling hazardous substances in the chemical and 

explosives manufacturing industries due to a lack of 

proper care or precaution. Physically challenged and 

elderly people have difficulty handling objects and 

require assistance in doing so. As a result, if a robotic 

assistant that can be controlled with vocal instructions is 

developed, it will be extremely useful. Assistant robots 

can be employed for a variety of tasks, such as handling 

dangerous chemicals and products in the chemical 

industry or in the household. These robotic helpers can 

be utilized for shaping, manufacturing, and tooling in a 

variety of industries, including industrial, defense, and 

aerospace. Humans' primary mode of communication is 

speech signals. Voice signals are used in almost every 

discussion to interact. A microphone can be used to 

transfer sounds and various speech signals into electrical 

form. A computer-based system that transforms vocal 

signals is known as voice recognition. Using a remote 

server, this voice recognition technology can be utilized 

to control and generate speech acknowledgement. A 

robot voice can recognize hundreds of spoken commands 

and carry out the required activity because everyone has 

a different accent, voice identification is a difficult 

undertaking. Robot voice accomplishes this by utilizing 

the Bit Voicer Server, which supports 17 languages from 

26 nations and regions. 

These robotic helpers can be employed in a variety of 

industries, such as manufacturing and defense, for 

shaping, manufacturing, and tooling. The robot helper 

reacts to verbal commands. The contribution of the paper 

has introduction, study of literature, components used for 

research method, results and discussions, conclusion and 

references. 

 

2. Study of Literature 

Investment in industrial robots climbed up globally and 

orders for robots increased enormously reaching the 

highest level ever recorded. Global growth is expected to 

be over 7% each year on average. There are currently 

over 600,000 home robots in use, with millions more 

predicted in the coming years. In general, there are three 

modes of communication such as isolated word or phrase 

mode, continuous speech mode and small vocabulary 

systems. The Isolated word (or phrase) mode deals with 

the user who speaks single words (or phrases) from a 

vocabulary list in this mode Connected word mode: the 

user speaks in this mode. The Continuous speech mode 
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demonstrates the user to use a broad (sometimes 

limitless) vocabulary to talk fluently that would specify 

the way of recognizing Robot's voice. The Small 

vocabulary systems recognizes up to 100 words. The 

medium vocabulary systems can recognize up to 1000 

words. The Broad vocabulary systems can recognize over 

1000 words. It has been proposed that a speech 

recognition module is not required to govern a robot. In 

this system, an android application is used to recognize 

and process human voice, which is then transformed into 

text using text recognition software. This study explores 

the issues raised by the significant increase in life 

expectancy, which has resulted in a demographic shift 

toward an older population in modern developed 

societies. The article highlights the limitations of present 

home technologies in fulfilling the changing demands of 

the elderly, who are expected to spend more time at home 

as they age. By 2050, the number of senior people 

worldwide is expected to triple. The problem is 

exacerbated because wider adoption of these automated, 

smarter, and more recent technologies is hindered by 

people's lack of familiarity with them. The study 

proposes the integration of assisted living technologies 

into a Mobile Robotic Platform (MRP) as a solution to 

these difficulties. It also presents the concept of ASPiDA, 

an all-encompassing system intended to assist the elderly 

in their homes. [1] 

The study highlights the benefits of using Series Elastic 

Actuators (SEAs) in rehabilitation robotics, including 

their high compliance, shock tolerance, and 

backdrivability. In uncertain human-robot interactions, it 

tackles the problem of creating an Assist-as-Needed 

(AAN) technique for multijoint SEA-driven 

rehabilitation robots. The suggested approach uses an 

iterative learning algorithm for robot-level dynamics and 

a fast time-scale controller for SEA-level dynamics, 

modifying assistance in response to the assessment of 

human-robot interaction. Experiments with healthy 

participants verify the strategy, which is used to a two-

degree-of-freedom SEA-driven robot, encouraging 

proper motions with minimal help and adapting to the 

subject's purpose [2]. 

The research investigates a robot-mediated therapy 

approach for post-stroke rehabilitation that utilizes 

performance-based help control. Three modes are 

available to accommodate different stages of 

rehabilitation: Restriction Interaction Region (RIR), 

Assist-as-Needed (AAN), and Zero Interaction Force 

(ZIF). AAN offers varying aid depending on motor 

ability, RIR maintains safety with a significant assisting 

force, and ZIF permits free motion referencing. The 

strategy's success is validated by experimental results 

with able-bodied participants, which indicate correct 

functionality and the ability to modify modes and support 

based on subjects' motor performance. With increasing 

tracking error, the method adjusts by offering more 

support and promoting active effort by adjusting the 

adaptive stiffness coefficient. Crucially, the dimensions 

of the strategy can be tailored to suit various topics and 

needs [3]. 

With an emphasis on agent embodiment, the study 

investigates the creation of intelligent agents to facilitate 

group discussions among senior citizens. User responses 

to two types of agents—voice assistants and humanoid 

robots—were compared. Two phases of the study were 

conducted with older persons and a human facilitator: a 

preliminary study and an experimental study. 

Notwithstanding their artificiality, both agent forms were 

useful for the socially awkward duty of facilitating 

discourse. Talkative personalities, on the other hand, 

found the "bodied" robot version to be less satisfying. 

The results emphasize how crucial it is to take user 

attributes into account when designing agents. Additional 

observations and design implications are also presented, 

with a focus on agent voice in particular [4]. 

Social robots are autonomous systems that interact with 

people in natural settings. They are used in healthcare to 

provide support in private homes, hospitals, and nursing 

homes. This assessment emphasizes technological 

features and focuses on the condition of social robots 

today. The three main categories of robots that are 

covered are telepresence, companion, and humanoid 

robots. Commercial applications, scientific literature 

(Scopus Elsevier), patent analysis (Espacenet), and 

supplementary sources (Google search) are all included 

in the analysis. The article offers a succinct summary of 

social robots in healthcare by classifying different 

devices and arranging their specifications [5]. 

Social robots are essential to the healthcare industry 

because they can engage with people on their own in real-

world settings, including nursing homes, hospitals, and 

private homes. This assessment emphasizes 

technological features while highlighting the current 

status of social robots. There is discussion of three 

categories: telepresence robots, companion robots, and 

humanoid robots [6]. 

The use of robotics and soft actuators in rehabilitation is 

growing, with a focus on safe human-machine interaction. 

They have benefits including robustness to a variety of 

settings, easy construction, complicated motions, and 

safe contact. This review examines the state of soft 

actuators in rehabilitation today, encompassing soft 

materials and a range of powering techniques [7]. 

In order to improve healthcare decision-making, this 

study presents a cognitive system for assistive robots that 

uses artificial intelligence (AI). The technology 

dynamically modifies robot actions to match the 

demands of individual patients, proving its viability in an 

actual setting [8]. 
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Robots can help those who look after the elderly 

population. Prior studies concentrated on developing 

capacities rather than incorporating robots into the 

provision of professional care. Design possibilities were 

found in a field study conducted in a senior living facility. 

These opportunities included improving caregiver 

workflows, accommodating resident abilities, and giving 

feedback to all stakeholders [9]. 

Recent developments in haptic guiding pose problems to 

robot-assisted training. As an alternative, Model 

Predictive Controllers (MPCs) were investigated in this 

study with 40 participants. The ball MPC increased 

performance but limited variability, whereas the end-

effector MPC encouraged movement variability and 

improved learning. MPCs offer significant advantages 

for neurological patient training since they demonstrate 

promise in enhancing motor learning in tasks with 

complicated dynamics [10]. 

By encouraging independence, CHARMIE, a flexible 

healthcare and household assistance robot, tackles issues 

faced by aging populations. It carries out activities like 

fall detection and room tidying with capabilities like map 

development, safe navigation, and human-robot 

interaction. In addition, CHARMIE helps with public 

health situations like as COVID-19 by offering safe 

healthcare support [11]. 

Persons with low eyesight can navigate more easily 

thanks to the Augmented Cane's sensors and clear 

feedback. When used in place of a typical white cane, it 

improved walking speeds by 18% for the visually 

impaired and 35% for the sighted in tests. Around 250 

million people worldwide will benefit from the open-

source, affordable design's sophisticated navigation 

features, which increase mobility and quality of life [12]. 

This paper offers a unique Force Exertion Ability 

Enhancement (FEAE) and admittance control based 

Robotic Assistive System (RAS) for senior mobility in a 

wheeled mobile manipulator. The RAS offers user-

controlled, compliant behavior together with limited 

horizontal guidance and vertical assistance. An 

expensive force/torque sensor is not necessary when 

using a nonlinear disturbance observer. By increasing 

Cartesian force exertion within joint torque limitations, 

the FEAE boosts system performance. An experimental 

validation using a 4-wheel omnidirectional mobile 

manipulator shows that the suggested method works well 

[13]. In order to build gadgets that support aging in 

various settings, such as residences, assisted living 

facilities, nursing homes, and family housing, this article 

examines the limitations of present technology. It lists 

typical problems including financial hardship and 

loneliness and highlights how technology is necessary to 

overcome obstacles unique to a given locality and 

promote successful aging in place [14]. Although the 

concept of the "Elderly Care Giver" influenced care 

robotics, R&D obstacles have limited the practical role 

of robots in care. The development of care robots 

frequently depends on speculative scenarios and their 

focus on simple activities. Activities that address social, 

emotional, practical, political, economic, and ecological 

aspects of care ecosystems should be taken into account 

if they are to be successful. To understand care 

organization with limited resources, candid 

conversations about the motivations driving care robot 

projects are necessary [15]. 

 

3. Components for Research Method 

Raspberry Pi B+, Lidar, Body, Motors, Motor Driver, 

Display, Mic, Camera and GPS.  

 

3.1. Raspberry Pi B+ 

 

The Raspberry Pi Foundation, in collaboration with 

Broadcom, developed a series of miniature single-board 

computers (SBCs) in the United Kingdom. It has a level 

1 (L1) cache of 16 KB and a level 2 (L2) cache of 128 

KB. The GPU is the primary user of the level 2 cache. 

Raspberry pi model B+ is used for this project which 

has Bluetooth. Fig. 1 shows the Raspberry Pi used for 

this work. 

 
Fig 1: Raspberry Pi 
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3.2 Compatibility and Ethernet Compatibility Over 

300mbps with 40 Gpio Pins. 

 

Fig. 2 shows the flowgraph of RAM, IO, GPU, USB Hub.  

 
Fig. 2 Flowgraph of RAM, IO, GPU, USB Hub 

 

 

3.3 The Lidar 

The TF-Luna Light Sensing and Ranging (LiDAR) 

module (shown in Fig. 3) was presented as a time-of-

flight sensor for quick distance detection. GPIO pins 

14/15 were used to connect the module to the RPi 

through the UART serial interface. A plotter tool was 

developed as a means of testing the module's operation 

and viewing its behavior. 

 

 
 

Fig. 3: LIDAR 

 

 

3.4 The Body 

The most important aspect of a robot is its flexible 

body, which shields and surrounds the overall CPU and 

fragile boards. A body also aids in the structure of the 

robot's shape, and provides support to the whole system 

while doing any task. The body of the robot is shown in 

Fig. 4. 

 
 

Fig 4: The Body 

 

 

3.5 Electric Motors 

A DC motor is an electronic device that runs 

upon direct current which converts electrical energy 

into mechanical rotational force. DC motors may be 

powered directly from rechargeable batteries, which 

is how the earliest electric cars got their start. DC 

motors are still used today in a variety of applications, 

from toys to disc drives to steel rolling mills and 

paper presses. The DC motor used for this work is 

shown in Fig. 5. 

 
 

Fig. 5: Electric Motors 

3.6 Motor Drivers 

Using a Raspberry Pi Model B+ and this motor 

driver kit (as shown in Fig. 6) and Python library, a 

pair of bidirectional brushed DC motors can be 

operated. The DRV8835 dual H-bridge motor driver 

IC from Texas Instruments is used on the expansion 

board, allowing it to function from a wide range of 

voltages. It consumes 1.5 V to 11 Vs of power which 

is the best suitable range to work with micro 

controllers. The board can deliver 1.2 A per channel 

continuously. The board comes fully created with 

SMD components, including a reverse battery 

protection FET and the DRV8835 driver. 

505



 Development of Robotic Assistant 

©The 2024 International Conference on Artificial Life and Robotics (ICAROB2024), J:COM HorutoHall, Oita, Japan, 2024 

 

Fig. 6: Motor Drivers 

3.7 The Display 

A liquid crystal display (LCD) (as shown in Fig. 

7) is used as the user interface between human and 

robot. This operates on the principle of light 

modulating properties of liquid crystals. Computer 

monitors, televisions, instrument panels, and 

aeroplane cockpit displays are just a few of the 

applications. 

 
Fig.7 The Display 

 

3.8 Mic 

A little microphone (as shown in Fig. 8) which can 

be operated within the range of 1.5 to 2.5 volts is used 

to detect the random sounds and human voice sounds 

and convert them into AC or DC signals which will be 

passed on the microcontroller. 

 

 

 
Fig. 8 Mic 

 

 

 

3.9 Camera 

This camera module as shown in Fig. 9 is small 

and serving best performance and good for streaming 

in live. 
 

 
Fig. 9: Camera 

 

 

3.9.1 Features of Raspberry Pi 5MP Camera Module 

• Fully Compatible for Model B+ Raspberry Pi 

• 5MP Omni vision 5647 Camera Module 

• Still Picture Resolution: 2592 x 1944 

• Video: Supports 1080p @ 25fps, 720x360p 60/90 

• 15-pin Serial Interface with MIPI Camera 

• Size: 20 x 25 x 9mm 

• Weight 3g 

 

3.10 GPS Module 

The NEO-6M GPS Module (shown in Fig. 10) is a 

complete GPS module that is based on the NEO-6M. 

This is an upgraded GPS module that can be used with 

Raspberry Pi. 

 

 
 

Fig. 10: GPS Module 

 

3.10.1 Features NEO-6M GPS Module: 

● 5Hz position update rate 

● EEPROM to save configuration settings 

● Rechargeable battery for Backup 
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● Supply voltage: 3.3 V 

● Configurable from 4800 Baud to 

115200 Baud rates. (default 9600) 

● Support SBAS (WAAS, EGNOS, MSAS, 

GAGAN) 

● Separated 18X18mm GPS antenna 

4 Results and Discussions 

The robot's movement is controlled by speech 

commands. The robot recognizes the voice commands 

with mic and the internal op amp cuts off the noises 

and passes on the clear voice sound. The vocal stream 

is subsequently translated to text in real time via an 

internet cloud server. The hardware platform is made 

up of a moveable robotic arm incorporated within the 

robot's body. Two robotic hands make up the robotic 

arm. The arm is utilized to place the hands in their 

proper positions, and the hands are used to pick, hold 

and drop objects. It works similarly to human hands, 

with the robotic arm acting similarly to our arm and 

the robotic hands acting similarly to our hands. Two 

DC motors control the robot's body movements. 

 

4.1 Modules used 

4.1.1 Speech Recognition 

The ability of a machine to listen to and recognise spoken 

speech is referred to as voice recognition. The uttered 

words can then be converted to text, a query can be made, 

and a response can be given using Python's speech 

recognition. With the help of computer programs that 

take in information from the microphone, process it, and 

convert it into a proper form, you may accomplish voice 

recognition in Python. 

Speech recognition may appear futuristic, but it is already 

in use. You can shout out your query on automated phone 

calls, and virtual assistants like Siri and Alexa use speech 

recognition as well. 

 

4.2 Process of speech recognition 

 

Speech recognition starts by converting the 

sound energy into electrical signals using the 

microphone and we also use some noise cancellation 

techniques to acquire clear audio. After that, the 

electrical energy is transferred from analogue to 

digital, and then to text. It takes the audio data and 

breaks it down into sounds, then uses algorithms to 

analyse the sounds to identify the most likely word 

that fits the audio. All of this is accomplished using 

Natural Language Processing and Neural Networks. 

By recognizing temporal patterns in speech, hidden 

Markov models can improve accuracy. The working 

model is shown in Fig. 11. 

 

 
 

Fig. 11 Working Model 
 

4.3 Procedure of Working 

 

The working procedures of the robot are as follows: 

• Build the robot's body first 

• Connect the motors, chipsets, and limbs. 

• Use WIFI to establish a reliable 

internet connection and local 

Network connection. Speak any of 

the pre-programmed commands to 

direct the robot's actions. 

 

4.3.1   Voice Controls 

Forward - The body moves forward. 

Backward - The body moves backward.  

Left - The robot moves to the left.  

Right - The robot moves to the right. 

Up – The robotic arm moves upward.  

Down - The robotic arm glides downward.  

Open - Robotic hands that are open 

Close - Robotic hands are quite close together. 

Bring Water - Brings a Water to you. 

 

When a user speaks a command, the mic listens to 

it first, and the voice input is processed by the speech 

recognition module, The Google API is used to 

convert the speech to text format. The matching driver 

code of the code is executed if the text matches the 

commands list. When a user commands the robot to 

bring a given object, the object's coordinates should 

already be initialized, and the robot uses the GPS 

module interface to reach the coordinate and bring the 

object. The robot's arm picks the thing, and the Lidar 
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sensor is used to detect and avoid obstacles along the 

way. The workflow is shown in Fig. 12. 

 

 
 

Fig. 12 Workflow 

5 Conclusions 

The personal assistant robot is built on a 

microcontroller platform and has the ability to track 

its present location. Improvements are also considered 

in terms of prospective uses in the home, hospitals that 

could aid the geriatric patients. Some of the areas that 

can be further investigated are the robot's mouth and 

microphone, its performance, and the effect of noise 

on voice to text conversion. The robot's functioning is 

unaffected by the speaker's accent since voice 

commands are handled by a cloud server that works 

regardless of the speaker's accent. Using renewable 

energy sources to power the robot would not only 

reduce the cost of the robot, but it would also be 

environmentally good. Another form of energy source 

is solar energy. The robotic assistant developed has a 

wide range of potential uses, from the chemical 

industry to a relaxing environment within a home 

wherein the elderly people can live happily and at ease. 
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Abstract 

The number of restaurants has grown rapidly around the world, the awareness of managing it efficiently has 

increased. This necessity yields the idea to invent a restaurant management system (RMS). This RMS will bring 

several benefits such as greater management of a restaurant, reduced resources cost, raise profit, and time-saving by 

allowing the admin to manage the restaurant easily through the functionality provided in the system. The provided 

features include adding, updating, and deleting information, stock calculation and auto re-order stock items, 

ingredients management, and finance calculation. 

Keywords: Restaurant Management System (RMS), Business Solutions, Administration System 

 

1. Introduction 

Throughout the years, businesses in various sectors had 

attempted to reach efficiency and gain the most profit 

through their efforts. Methods and strategies have been 

developed to overcome the problem of inefficiency. 

However, most of the time, the advancement of 

technology is the solution to those problems in activity 

and performance done by using the traditional system. 

Technology has shifted the way various task is executed 

and decreased the need for people that used to perform 

the task manually. This situation is likewise applicable to 

many restaurant owners who have tried to increase sales 

and satisfy their customers with excellent services.  

A restaurant management system was developed to help 

owners manage personal operations such as customers, 

employees, ingredients, suppliers, and sales. Restaurant 

management system (RMS) simplifies the personnel’s 

daily workload and fulfill various task in one integrated 

system using a software system and databases that keep 

all the operational and personnel details. RMS offers its 

benefits by providing functions to organize the details of 

employees and their payroll, keep track of ingredients 

based on their category, manage suppliers, keep sales 

history, retrieve information easily, and calculate profits 

[1]. Using RMS, restaurants can get the opportunity to 

speed up operations through the automated system, 

increase personnel efficiency due to decreased time 

required for ingredients checking and manual order 

taking, and lessen labor costs by lowering the number of 

employees needed. Thus, this project aims to develop a 

restaurant management system that eases daily 

operations, enhances performance, and solves the current 

inefficiency of restaurants across Malaysia. A survey 

will be distributed among Malaysian restaurant 

managers and owners to study their opinion and 
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acceptance of RMS, the current and previous 

implementation, and their perceived benefits of using 

RMS. Besides, the survey will also help to understand 

whether they have sufficient knowledge and resources to 

run and implement RMS. 

2. Existing System 

In the existing system, the operational and daily tasks of 

the staff all need to be done manually. Activities such as 

keeping details of the employees, suppliers, and 

inventories are taken by paper and pen which leads to 

paper wasting and overloaded document. Paper 

documents can easily get lost or damaged and may be 

hard to be found when needed. Besides, calculating and 

updating the ingredients stock manually can be very 

time-consuming and cause miscalculations. In certain 

circumstances, a restaurant can be running out of stock 

and miss the time to re-order the ingredients which can 

affect the restaurant's profits. Moreover, manually 

calculating the ingredients stock also require more 

manpower and increase labor cost. Hence, this proposed 

desktop-based restaurant management system is 

developed to overcome those issues that restrain 

restaurants to achieve efficiency. The system will 

combine several functional features in an integrated 

centralized system. The staff and supplier information as 

well as the detail of all ingredients will be stored inside 

the database which will ease information retrieval 

whenever needed. The stock of ingredients will be 

automatically ordered from the assigned supplier to 

avoid situations when the restaurant is running out of 

stock. In addition, the finance calculation of the 

restaurant will also be performed inside the RMS which 

involves calculating the employees' payroll, daily sales, 

overall expenses, and profit. Eventually, the proposed 

system aims to replace all the tasks that are regularly 

done manually with an automated system that can 

accelerate and ease the restaurant's daily operation and 

administration by executing several processes in one 

system. Table 1 shows the comparison between the 

existing and proposed system. 

 

 

 

 

 

 

 

 

 

 

 

 

Table 1: Comparison Table of Existing and Proposed 

System 

 
 

3. Prior Work 

Various projects and studies related to restaurant 

management systems have been conducted, aiming to 

improve efficiency, customer satisfaction, and overall 

performance. Rainer Alt (2021) emphasizes the 

importance of supply chain management in restaurants to 

handle raw materials efficiently and maintain smooth 

operations [2]. Srikar Macha (2022) develops a web 

application using modern technologies like MVC and 

bootstrap to optimize restaurant management [3]. W. B. 

A. C. Piyatissa (2020) presents an online system for 

orders and reservations, offering convenience for 

customers and enhancing customer relationship 

management [4]. 

 

Emel Memis Kocaman (2021) highlights the widespread 

adoption of RMS in restaurants, positively impacting 

their operations and service standards, although it comes 

with significant technical costs [5]. Prudveer Karne 

(2022) introduces a web-based application to facilitate 

better communication between customers and staff, 

improving order management and overall efficiency [6]. 

Ivan Wanyama (2019) implements a web-based 

restaurant management system to enhance data 

organization and decision-making [7]. 

 

These projects and studies collectively contribute to the 

advancement of restaurant management systems, 

enabling better resource management, improved 

customer service, and enhanced overall performance in 

the foodservice industry. As technology continues to 

play a prominent role in daily life, the ongoing 

development of innovative restaurant management 

systems promises to revolutionize the way restaurants 

operate, making them more efficient, customer-oriented, 

and adaptable to changing market demands. 
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4. Method 

The methodology selected to develop this project is the 

Software Development Life Cycle (SDLC) which is a 

method used to develop software by going through 

several phases. The five phases of SDLC include 

planning, requirement of analysis, design, 

implementation, and testing. 

The system consists of 5 tabs which are the employees, 

ingredients, suppliers, sales, and finance tabs that will be 

fully controlled by admin. First, in the employees tab 

admin can add/edit/delete employee details that consist 

of their personal information such as name, age, gender, 

etc. Admin can filter and search the employee's table by 

ID, name, and role. Then, the admin can manage the 

employee payroll as well as do adjustments for salary 

deductions and overtime. In the ingredients tab, the 

admin can add/edit/delete the details of each ingredient 

such as its name, price, quantity, etc. The ingredients 

will be grouped based on their category thus admin also 

can add/edit/delete the ingredients category. There is an 

ingredients table that the admin can search and filter 

based on its barcode, name, and supplier name. There 

will be a low-stock item button provided for the admin 

to check the low-stock ingredients for them to re-order 

and purchase the ingredient by filling in the re-stock 

form. Thirdly, the admin can add/edit/delete supplier 

details in the suppliers tab which details then will be 

used to identify which ingredients were produced by 

which supplier for re-stock purposes. In the sales tab, the 

admin can add/remove/clear the food item from the 

order table before adding it to the ongoing orders table. 

There is a show chart button provided for the admin to 

view the bar chart of the overall monthly sales of the 

restaurant. Then, the admin can view the list of ongoing 

orders, do customer purchases, and add/edit/delete the 

food menu within this sales tab. Lastly, on the finance 

tab, the admin can view the list of overall invoices, GRN, 

and employees' payroll expenses. Admin can likewise 

add/edit/delete other expenses such as electricity, water, 

internet, etc. In the income statement tab, all the total 

income, expenses, and final profit/loss as well as the 

total number of employees and suppliers can be viewed. 

Eventually, the admin can log out from the system by 

clicking on the logout button provided. The flowchart of 

the proposed system is shown in Fig. 1.  

 

 

Fig. 1. Restaurant Management System Flowchart 

5. Result and discussion  

The restaurant management system is implemented 

using Java with Java Swing library inside Netbeans IDE 

and MySQL for the database. The system consists of 5 

main tabs which are the employees, suppliers, 

ingredients, sales, and finance tabs. Fig. 2 shows the add 

employee subtab allows the admin to save, update, and 

delete employee personal information from database. 

The admin must fill in all the text field there which 

includes name, age, phone number, email, and address as 

well as choose the radio button for gender. Fig. 3 is the 

Search employee subtab allows admin to view the table 

of information list of all the registered employees. 

Admin can search and filter the employee’s information 

based on the employee ID, name, role, or all. 

 

 

Fig. 2. Add Employee Subtab 
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Fig. 3. Search Employee Subtab 

 

Fig.  4 indicates the employee’s payroll subtab where the 

admin can save, update, and delete the employee payroll 

by searching on the employee ID and clicking on the 

buttons provided. Besides, admin can alter the 

employees’ payroll by clicking on the deduction or 

overtime button depends on the employee number of 

days absence or total overtime work hours. 

 

 

Fig. 4. Payroll Subtab 

 

The add ingredient subtab in Fig.  5 allows the admin to 

save, update, and delete the ingredients detail from 

database. The admin must fill in all the text field which 

includes name, bar code, price, and quantity. The 

supplier ID and name will automatically appear after the 

admin select the ingredient’s category to show where the 

supplier of the ingredient.  

 

 

Fig. 5. Add Ingredient Subtab 

 

The add category subtab indicated in Fig.  6 is provided 

for admin to save, update, and delete the ingredients 

category. Admin can do that by simply fill in the 

category name and the supplier ID will be automatically 

appear when admin select the supplier’s name provided 

in the drop-down menu. Admin can likewise search and 

filter the category table based on the category name. The 

low stock item window in Fig.  7 is for admin to check 

the low stock item and re-order the stock by clicking on 

the re-order stock button. Fig.  8 shows the re-order 

stock form that will appear when admin click on the re-

order stock button. Admin can simply key in the 

ingredient ID on the search field. Then, the admin can 

key in the desired re-stock quantity and the total price 

will appear. 

 

 

Fig.6. Add Category Subtab 
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Fig. 7. Low Stock Ingredients Window 

 

 

Fig. 8. Re-stock Ingredient Form 

Fig.  9 shows the supplier tab which is generally used to 

manage the supplier’s data such as their personal 

information. Admin can save, update, and delete 

supplier’s personal information from database. The 

admin must fill in all the text field provided which 

includes name, phone number, email, and address. 

 

 

Fig.9.Suppliers Tab 

 

The add order subtab in Fig. 10 is primarily used to add 

the customer order. When admin key in the menu ID, the 

food name and its unit price will appear. The total price 

will be calculated once the admin key in the quantity of 

the food. The add, remove, and clear button provided 

there is used to manage the table order. After adding the 

order, the total amount and quantity of the orders will be 

calculated and shown under the order table there. The 

show chart button in Fig.  11 will show the graph of the 

weekly sales of the restaurant. 

 

 

Fig. 10. Add Order Subtab 

 

 

Fig. 11. Monthly Sales Chart 

 
Fig.  12 exhibits the ongoing orders tab is used to view 

the ongoing orders and its details. The table number will 

be used to identify which orders belong to which 

customer. When the customer wants to pay the bill, 

admin can click on the pay bill button. The pop-up 

window as exhibited in Fig.  13 shows the example when 

admin want to complete the order of customer from table 

number 3. Admin just need to key in the table number in 

the search field and the food items from that table will be 

listed out. Then, the total item and amount of the order 

will be calculated. After customer finish paying the bill, 
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admin can click on the add sales button to add the sales 

data to database. 

 

 

Fig. 12. Ongoing Orders Subtab 

 

 

Fig.13.Re-stock Ingredient Form 

 

 

Fig.  14 shows the menu list sub tab where admin can 

save, update, and delete the restaurant menu item. 

Admin can just simply type the food name and its price 

in the text field provided. 

 

Fig.14. Menu List Subtab 

 

The invoice subtab in Fig.  15 is used to list out all the 

sales of the restaurant. It includes the sale ID, total item, 

total amount, and date. Admin can delete the sales when 

there is a mistake by key in the sale ID or clicking on the 

list and press on the delete button. The total of sales item 

and amount will be automatically calculated. The 

income statement subtab in Fig.  16 is where admin can 

see the total income, expenses, employees, and suppliers 

of the restaurant. The profit or loss will be automatically 

calculated based on the sales and purchase of the 

restaurant. Lastly, admin can logout from the system by 

clicking on the logout button provided at the bottom left 

of the system. 

 

 

Fig. 15. Invoice Subtab 
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Fig.16.Income Statement Subtab 

 

Based on the survey taken from 30 respondents of 

restaurant managers or owners, RMS has received 

positive feedback where all of them agree with the 

efficiency of using RMS and would like to use the 

system for their restaurant. Thus, this project can bring 

the solution to restaurant owners who wants to take the 

benefits of using RMS. Fig.  17 shows the positive 

feedback from users.  

 

 

Fig. 17. User Acceptance Test Question on Willingness 

to Use the RMS 

 

6. Conclusion 

The proposed restaurant management system is 

developed to address the current issues in the existing 

system and reduce the manual process for restaurant 

daily operations. The traditional system that nowadays is 

still implemented in many restaurants is time-wasting, 

demands a high cost, and often cause human error which 

as a result cannot promote restaurant to perform in the 

best efficient way. Thus, the proposed restaurant 

management system is time-saving and error-free 

compared to the manual system. It aims to fulfill all the 

needs of the restaurant owners by developing a desktop 

application restaurant management system which able to 

ease the operational management of a restaurant, 

increase management efficiency, minimize labor and 

resource costs, and enhance the performance of 

restaurant management. The system development is 

based on the SDLC methodology in a determined time 

and scope. User acceptance test is performed and has 

received positive feedback from users. Overall, the 

system is targeted to bring benefits to most restaurants 

and create efficiency by developing an integrated system 

that includes several functional features. This system can 

be enhanced and improved for future development by 

adding more functional features. 
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Abstract 

The use of face recognition technology for attendance tracking has grown popular in recent years. Hence, the main 

goal of this project is to produce an accurate, fast, and robust face recognition based on an attendance system. The 

system detects the user’s unique features, understand the identity of the user through face recognition technology, 

and thus records the attendance from the face recognition dataset to the user that matches the user, in an attempt to 

help the user automatically check in with real-time attendance date. The system includes features such as face 

detection, face recognition, distance estimation, and attendance recording. 

Keywords: Face Recognition, Attendance, Convolutional Neural Network  

 

1. Introduction 

A face recognition based on attendance system uses 

machine learning techniques to identify individuals and 

track their attendance automatically [1]. It captures an 

image of the person's face, processes it to extract unique 

features, and compares it with the face recognition 

datasets to determine the known faces [2]. If the known 

face is detected, the system updates his or her 

attendance record. This technology is commonly used in 

workplace environments, educational institutions, and 

other organizations to streamline the attendance-taking 

process and reduce manual errors [3]. 

In the 1980s and 1990s, researchers started to use linear 

algebra for face recognition. This approach was based 

on the idea that faces could be represented as 

mathematical objects and compared using linear 

algebraic operations. The first linear algebra-based face 

recognition algorithm was introduced by Turk and 

Pentland in 1991 [4]. They proposed a method called 

"Eigenface" which used eigenvectors and eigenvalues to 

represent the face space. This method involved 

transforming the images into a lower-dimensional space 

where faces could be represented as points in space. 

This approach was later improved upon with the 

introduction of "Fisherface" in 1997 by Belhumeur, 

Hespanha, and Kriegman [5]. This method used linear 

discriminant analysis to transform the face space into a 

space where faces could be separated more easily. This 

made it possible to use face recognition in a variety of 

applications, including security and surveillance, border 

control, and airport security [5]. 
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In the 2000s and 2010s, the development of mobile 

devices and the widespread availability of the internet 

paved the way for cloud-based face recognition systems, 

which allowed for easy access and use from anywhere 

in the world. This also paved the way for the 

development of mobile face recognition applications, 

which could be used on smartphones and other mobile 

devices. In education, face recognition systems were 

used for attendance tracking and to enhance student 

safety [4], [6]. 

However, many conditions can affect the face 

recognition attendance system, such as the camera 

angles, the lighting conditions of the environment, the 

quality of the image, and various other factors. In 

addition, the images will get low contrast and low 

brightness if they are captured under low light 

conditions [1]. There are several algorithms used by 

experts to improve face recognition attendance systems, 

such as the Eigenface algorithm, Principle Component 

Analysis (PCA), Fisherface algorithm, and 

Convolutional Neural Networks (CNNs) [5], [7], [8]. 

The choice of algorithm will depend on the specific 

requirements of the application. However, CNN is 

widely used in face recognition attendance systems due 

to their high accuracy and ability to learn complex 

features from large amounts of data. 

Therefore, this project uses a built-in camera to capture 

video from the camera, presents automatic attendance 

tracking, develops a Graphical User Interface(GUI), 

prevents system warnings and wrong execution from 

unknown faces, and recognizes faces with high accuracy 

and fast speed. The expected outcomes aim to ensure 

that the system can recognize faces under the camera 

angles, the lighting conditions of the environment, and 

the quality of the image. 

 

2. Prior Work 

This section reviews the methods which were used in 

those studies to implement face recognition technology 

and the corresponding to their results. 

Shuhui and Xiaochen (2022) compared different SOTA 

deep face recognition models to extract features from a 

face image even in the presence of masks. By using data 

augmentation, the masked face recognition system 

became more robust to variations in the face images. 

The result proved that an appropriate margin aided the 

model’s establishment of flexible embedding [9]. 

Winarno et. al (2019) proposed a combination of CNNs 

and PCA to identify and verify the attendance of 

individuals. CNN was used to extract features from a 

face image while PCA was used to reduce the 

dimensionality of the data and reduce computational 

costs. The result showed that the combination of CNNs 

and PCA can lead to improved performance in face 

recognition compared to using PCA alone [10]. 

Cahyono et. al (2020) designed a face recognition 

system for automating the process of tracking employee 

attendance. The linear SVM was used to classify the 

faces of employees in real-time as they entered or left 

the workplace. K-fold cross-validation was used to 

evaluate the performance and accuracy of a model. As a 

result, the combination of FaceNet and SVM achieved 

100% accuracy [2]. 

Qu et. al (2018) compared algorithms, such as PCA, 

LBP, and CNN algorithms, for handling recognition 

speed and accuracy. PCA was suitable for fast 

recognition but with reduced accuracy, while CNN was 

suitable for high-accuracy recognition but at the cost of 

computational resources. LBP was a good compromise 

between the two, offering a balance between recognition 

speed and accuracy. It was possible to implement a 

CNN on FPGA due to its high performance and low 

power consumption [7]. 

Early work by Ilyas et. al (2019) was concerned with 

the use of the Viola-Jones algorithm to detect faces in 

images. Histogram Equalization was used in image 

processing to enhance the contrast of an image. The 

result showed that the recognition method using the 

CMU PIE face database has a higher recognition rate 

than the Extended Yale B face database [11]. 

KB and J (2020) designed a real-time face recognition 

system using CNNs. Viola-Jones algorithm was used to 

capture real-time input images from a camera. Then, the 

AT&T database was used to detect faces in each image 

and crop the image to include only the face. It was 

possible to simplify the feature extraction process by 

having all images of equal size [12]. 

Rahouma and Mahfouz (2021) implemented a face 

recognition system that leveraged the capabilities of the 

API mobile vision for face detection. API Google’s 

mobile vision was used to detect faces in the pre-

processed images while Pearson correlation was used to 

compare two face representations and determine their 

similarity. As a result, the Pearson correlation spent less 

time but also produced a higher recognition rate than 

other recognition methods [13]. 

Sarwar et. al (2021) developed an LBPH-based face 

recognition system for visually impaired people. Haar 

Cascade Classifier worked as a pre-processing step to 

detect faces in an image or video frame. The use of the 

Euclidean distance helped to determine the similarity 

between two faces and decide whether they belong to 

the same person or not. The result showed that LBPH 

gained higher average accuracy than the Fisherface 

algorithm [14]. 

Wang et. al (2020) compared algorithms, such as SGD, 

RMSprop, and Adam for evaluating the accuracy of the 

face recognition system. ReLU allowed the network to 
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model complex features in the input images, such as the 

shapes of eyes, noses, and mouths. The result proved 

that CNNs have significant practical application 

potential when used for face recognition [15]. 

Early work by Wandzik et. al (2018) was concerned 

with the use of an SVM classifier to distinguish between 

real faces and morphed faces. SVMs were able to 

handle high-dimensional data and can work well with 

noisy data. The Euclidean distance was used to compare 

the features of two faces and determined if they were 

significantly different. The result showed that the 

performance of CNN-based approaches dramatically 

increased [16]. 

 

3. Method 

The face recognition based on attendance system 

goes through five stages: 

(1) Set up the hardware: This involves installing 

the cameras and other necessary hardware 

components to capture the images and process 

them in real-time. 

(2) Collect and prepare the training data: A large 

dataset of face images is collected and 

processed to extract the features needed for 

training the face recognition model. 

(3) Train the face recognition model: The 

extracted features are used to train a deep 

Convolutional Neural Network (CNN) or other 

machine learning model to recognize faces. 

(4) Integrate face recognition system with 

attendance system: The face recognition model 

is integrated with the attendance system so that 

the attendance of individuals can be recorded 

and tracked in real-time. 

(5) Test and evaluate the system: The system is 

tested on a variety of real-world data to 

evaluate its accuracy and performance. Any 

essential modifications are performed to raise 

the system's efficiency. 

 

Fig. 1 represents two actors: the user and the admin. 

A user can enter his or her personal information, such as 

name, id, and course code. This information will be 

stored in the system. Besides that, users can take face 

images, train a model, view the result, or play an audio 

file. If the username matches the result, the system 

marks user attendance automatically. Users can exit 

from the program after using the system. On the other 

hand, an admin can check user information, view the 

attendance records, and download an attendance list. 

 
Fig. 1. Use Case Diagram 

 

4. Result and discussion  

There is an interface design of face recognition based on 

attendance system, as shown in Fig. 2. It is designed to 

be simple to use and user-friendly for end users of all 

ranges. 

 

 
Fig. 2. Graphical User Interface (GUI) using QT Designer 

 

The system includes six main functions, such as: 
1. Play button: The user can click the play button 

to play an audio file. This audio file introduces 
the instructions should follow to complete all 
the processes. 

2. Take image button: The user can click the take 
image button to register their faces. This button 
will bring the user to another window, as 
shown in Fig.3. 
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Fig. 3: Take image window 

 
3. Train model button: The user can click the 

train model button to train a CNN model. The 
training process runs on the back-end 
interpreter. Please give a few moments of 
patience until the window pops up a success 
message. 

4. Recognize face button: The user can click the 
recognize face button to recognize his or her 
face. The result shows the name, id, and the 
distance between an individual and the built-in 
camera. The system will automatically record 
the name, attendance date, and time. 

5. Download link: The user can click the 
download file here to select the file to 
download and select the destination folder to 
store the file. The system will automatically 
download files in the destination folder. 

6. The user can click the exit button to exit from 

the program immediately. 

 

The system converts the images to grayscale, equalizes 

the histogram, and normalizes pixel values between 0 

and 1., as shown in Fig. 4.  

 

 
Fig. 4. Preprocessing images 

 
Next, the system preprocesses the data, creates the model, 
applies image augmentation, and starts the training loop, 
as shown in Fig. 5. 

 

Fig. 5. Train CNN model 

 
 After the CNN model is trained, the model is 
evaluated on the test set to find the test score and test 
accuracy, as shown in Fig. 6. 

 
Fig. 6. Test Score(Loss) and Test Accuracy 

 
 Then, the system uses focal length calculation to 
estimate the distance of the recognized face from the 
camera, as shown in Fig.7. 

 

Fig. 7. Focal Length Calculation 

 After that, the system predicts images from each 
detected face in the frame, as shown in Fig. 8. 

 

 

Fig. 8. Predict Image 

 

 Lastly, the system updates the CSV file every time a 
face is recognized, as shown in Fig. 9. 

 

 

Fig. 9. Attendance records 

The testing and evaluation phases are crucial for the 

developed system. The system is tested on a variety of 

real-world data to evaluate its accuracy and 

performance. Any essential modifications are performed 

to raise the system's efficiency. This project covers unit 

testing, functional testing, and user acceptance testing. 
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Unit testing involves testing individual components 

of the system to ensure they function correctly. In this 

project, the unit testing helps to check the images are 

captured successfully, as shown in Fig. 10. Besides that, 

this testing helps to check the model has been trained 

successfully, as shown in Fig. 11. Moreover, it helps to 

check the face recognition done successfully, as shown 

in Fig. 12. 

 

 
Fig. 10. Capture Image Completed 

 

 
Fig. 11. Training Completed 

 

 

 
Fig.12. Testing Completed 

 

Functional testing involves testing the system as a 

whole to ensure that it meets the specified functional 

requirements and performs correctly. In this project, the 

system recognizes known faces and unknown faces, as 

shown in Fig. 13. Moreover, the system downloads an 

attendance file in the destination folder. 

 
Fig. 13: Known face and Unknown face 

5. Conclusion 

In conclusion, face recognition based on attendance 

system provides a functional solution for tracking 

attendance automatically. The system includes features 

such as face detection, face recognition, distance 

estimation, and attendance recording. It exploits a pre-

trained Convolutional Neural Network (CNN) model for 

face recognition. Moreover, the system can recognize 

faces with high accuracy and fast speed. Furthermore, 

the system can accurately recognize known faces and 

unknown faces. In addition, the system stores 

attendance records in a CSV file, making it easy to 

manage and track their attendance. Besides that, the 

system works on a graphical user interface to interact 

with end users easily. 
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Abstract 

In today’s technology-driven era, there is an increasing emphasis on efficient and user-friendly methods to elevate 

user satisfaction. UCSI University, Kuala Lumpur, currently relies on a manual facility reservation process, 

necessitating either in-person or email submissions. This outdated approach frequently leads to double bookings and 

underutilization of resources. Thus, this project endeavours to create a web-based facility reservation system called 

U-Reserve, employing the prototype methodology. U-Reserve was crafted using HTML, CSS, JavaScript, and core 

Java (JSP and Servlet), while its database is administered through phpMyAdmin. Additionally, U-Reserve places 

emphasis on incorporating preferred colour tones and font types of the target users, aiming to enhance user experience 

and satisfaction. Through U-Reserve, the reservation request and cancellation processes are streamlined, and a data-

driven dashboard facilitates informed decision-making regarding facility management. 

Keywords: facility reservation system, web-based system, colour tone, design principle, data-driven decision-making, 

user permission management 

1. Introduction 

UCSI University’s ongoing expansion has posed 

challenges in keeping facilities’ information up-to-date, 

leading to students and staff being unaware of available 

resources. The Group Logistics Management Office 

(GLMO) depends on a manual reservation process, 

requiring students to email GLMO admin for facility 

availability confirmation, leading to a three-day response 

time. Subsequent booking procedures exacerbate 

inefficiencies, risking overlapping reservations and 

increasing the administrative workload. 

Additionally, the manual confirmation process for Block 

B’s discussion rooms at the library counter exacerbates 

these challenges, leading to time wastage and increased 

workload for library admins. This inefficiency 

significantly impacts the overall experience and 

satisfaction of students, staff, and lecturers at UCSI 

University, potentially impeding academic performance 

and participation in extracurricular activities [1], [2]. 

Therefore, this project introduces U-Reserve, a web-

based facility reservation system aiming to address the 

issues associated with the current reservation process at 

UCSI University. The system has been developed using 

HTML, CSS, JavaScript, and core Java (JSP and Servlet) 

to establish its functionality. For database management, 

phpMyAdmin is used alongside the MySQL database 

management system. The primary objectives include 

streamlining the reservation process, enhancing security 

measures, and enabling data-driven resource 

optimization, which will benefit students, staff, lecturers, 

and administrators at UCSI University. 

The remainder of this paper includes sections on system 

comparison, literature review, development methodology, 

conclusion, and future work, offering a comprehensive 

overview of the development process, system features, 

and potential areas for further improvement. 

2. System Comparison 

Comparison among four (4) existing facility reservation 

systems—Bookeo [3], MRBS [4], Reservator [5], and 

RoomBooker [6] highlights commonalities and 

distinctive features, detailed in Table 1. These systems 

share fundamental functionalities, enabling users to make 

reservations, check reservation history, and granting 

administrators slot management capabilities. These 

essential features eliminate manual processes, prevent 

double bookings, and ensure efficient slot control, 

forming the foundation for U-Reserve. Table 1 illustrates 

that Bookeo, MRBS, and Reservator offer reporting tools 

for analyzing reservation trends. U-Reserve utilizes 

graphs for visualizing data, aiding in decision-making. 

Bookeo, MRBS, and RoomBooker send email 

notifications to requesters—an absent feature in 

Reservator. U-Reserve ensures prompt updates for users 

upon request approval or rejection. Furthermore, MRBS 

and Reservator display booked slots, whereas Bookeo 

and RoomBooker exhibit available slots only. U-Reserve 
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combines both, providing a comprehensive Home Page 

table for clearer planning. Additionally, RoomBooker 

features admin reservation management and user-

friendly slot searches—attributes adopted by U-Reserve 

for enhanced control and convenience. 

 
Table 1.  Features Comparison Between Different Facility 

Reservation Systems and The Proposed System. 

Features 

B
o

o
k

eo
 

M
R

B
S

 

R
es

er
v

at
o

r 

R
o

o
m

B
o
o

k
er

 

U
-R

es
er

v
e 

Make reservation. √ √ √ √ √ 

Reservation history 

checking. 
√ 

√ √ √ √ 

Slot management. √ √ √ √ √ 

Report and analytics. √ √ √ × √ 

Email notifications. √ √ × √ √ 

Table showing booked slot. × √ √ × √ 

Reservation management. × × × √ √ 

Search for available facilities 

or slots. 

× × × √ √ 

Batch reservation. × √ × × √ 

Track reservation details. × × × × √ 

View announcements and 

contact information. 

× × × × √ 

 

Moreover, MRBS introduces batch reservation options 

for weekly, monthly, and yearly bookings. U-Reserve 

customizes this feature for weekly reservations, offering 

users flexible date selection to minimize unnecessary 

bookings. Furthermore, U-Reserve empowers 

administrators to track reservation details, ensuring 

seamless user contact. Users can also access department 

announcements and contact information, streamlining 

communication. 

In summary, U-Reserve integrates functionalities from 

Bookeo, MRBS, Reservator, and RoomBooker, while 

incorporating unique elements to provide a 

comprehensive solution. 

3. Literature Review 

3.1. Security 

User Permissions: Managing user permissions is a 

critical and multifaceted aspect within web-based 

systems, serving as the cornerstone for security, privacy 

protection, web personalization, and access control. As 

emphasized in the referenced scholarly works, adopting 

Role-Based Access Control (RBAC) models and 

permission-based mechanisms equips web-based 

systems with essential tools for handling user 

permissions. The benefits are extensive, encompassing 

the mitigation of security risks, safeguarding user 

privacy, tailoring user experiences, and facilitating 

secure, controlled resource access. In the evolving 

landscape of web-based systems’ influence on our digital 

lives, effective user permission management remains a 

pivotal component. It ensures system integrity, 

operational efficacy, and fosters trust among both users 

and administrators [7], [8], [9], [10]. 

3.1.1 Data-Driven Resource Optimization 

Resource Management: Web-based systems have 

revolutionized resource management, particularly in 

domains like facility management. These systems 

provide a comprehensive platform for data analysis, 

decision support, accessibility, and collaboration. In the 

context of facility management, they enable quantitative 

and conceptual analysis, data sharing, remote 

accessibility, and secure data management. Ultimately, 

adopting web-based systems for resource management 

empowers businesses to optimize their operations, reduce 

costs, enhance safety, and improve overall efficiency. By 

leveraging the capabilities of these systems, 

organizations can ensure that their resource management 

processes are both effective and efficient, ultimately 

contributing to their success and competitiveness [11], 

[12]. 

Decision Making: Web-based systems have 

revolutionized the decision-making landscape for 

businesses by offering tools and frameworks that 

empower organizations to make informed, data-driven 

decisions. Decision support systems, business 

intelligence, analytics, interactive decision aids, and 

provenance-based strategies all contribute to more 

effective and efficient decision-making processes. In the 

era of big data and data science, web-based systems are 

essential for organizations aiming to stay competitive and 

improve business performance. The effective harnessing 

of data is a key driver of success, with web-based systems 

playing a pivotal role in achieving this goal [13], [14], 

[15]. 

3.1.2 Design Principle 

System Design: It’s the core foundation for web-based 

systems, addressing resource allocation, reliability, 

security, usability, and learning system design. Its critical 

role ensures reliable performance, secures sensitive data, 

enhances usability, and promotes effective web-based 

learning. Good system design is essential for seamless 

operation and user satisfaction in digital environments, be 

it large-scale enterprises or local host websites [16], [17]. 

Colour Theory: Color tone is a potent tool in web 

design, influencing users’ perceptions, emotions, and 

behaviours when used intentionally. With a well-matched 

colour scheme that complements content, designers craft 

visually appealing designs and guide users effectively. 

This approach fosters trust, improves user experience, 
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and drives engagement and satisfaction in web-based 

systems [18], [19], [20]. 

Visual Appeal: Crucial in web system design, the 

layout establishes flow and hierarchy, guiding users 

effectively. Applying visual principles and aesthetics, 

designers craft engaging, user-friendly systems, 

contributing to satisfaction and success [21], [22]. 

3.2 Applications of Security, Data-Driven Resource 

Optimization, and Design Principle on U-Reserve 

Table 2.  Applications of Security, Data-Driven Resource 

Optimization, and Design Principle on U-Reserve. 

Area Applications 

Security. ● A role-based security system prevents 

errors and safeguards system integrity. 

Data-Driven 

Resource 

Optimization

. 

● Decision support design for 

administrators: comparing requests and 

enhancing efficiency. 

● Dashboard presenting visualised data for 

data-driven facility management. 

● Downloadable Excel report providing 

valuable insights into facility utilisation. 

Design 

Principle. 
● User preferences on colour tones and 

font types are gathered for UI design. 

● Logical page structure, consistent 

navigation bar, and organised content 

ensure coherence. 

● Font size variations create a clear visual 

hierarchy on pages. 

4. Development Methodology 

The project was completed using the prototype 

methodology, as illustrated in Fig. 1. This approach was 

selected due to its capacity to involve users in identifying 

missing functionalities at an early stage [23]. 

 

Fig. 1 Prototype Methodology [24]  

 

4.3 Planning 

Location of Study: All research activities were 

conducted at UCSI University, Kuala Lumpur, Malaysia, 

and remotely via Microsoft Teams using an Internet 

connection. 

Target Population: Students, lecturers, staff, and 

admins of UCSI University, Kuala Lumpur. 

Sampling Methods: Purposeful sampling entails 

preselecting participants based on specific criteria to 

ensure diverse insights into various system aspects. 

Snowball sampling recruits additional participants 

meeting specific criteria, allowing respondents to refer 

others. 

Data Collection: Primary data collection involves 

identifying functional and non-functional requirements, 

as well as preferences for colour tone and font type for U-

Reserve. Secondary data from sources such as journals 

guides the acquisition of user requirements, supporting 

project insights and results. 

4.4 Analysis 

Functional and Non-functional Requirements 

Analysis: A total of seventy-five (75) users actively 

participated in this survey via Google Forms, providing 

valuable insights and feedback. 

Functional requirements include checking availability, 

making reservation requests, checking request status, 

request history, and tracking reservation details. All 

highlighted functional requirements identified by 

respondents are integrated to enhance user satisfaction. 

Priority will be given to enabling users to check 

availability, make reservation requests, and check request 

status, as these received the highest percentages: 93.33%, 

86.67%, and 74.67%, respectively. 

Moving to non-functional requirements, feedback on 

the ease of use of a facility reservation system shows that 

73.33% prefer high user-friendliness. U-Reserve 

prioritizes easy navigation and efficient user interactions 

in line with this preference. The next query assesses 

reliability and security, with 53.33% rating them as very 

important, guiding U-Reserve’s robust security design. 

The importance of 24/7 availability is evident, with 

65.33% considering it crucial for user convenience and 

efficiency. Lastly, 70.67% emphasize scalability’s 

importance for a reservation system’s effectiveness. 

Despite its local host development, U-Reserve needs to 

meet availability and scalability as vital non-functional 

requirements when adopted by UCSI University. 

User Interface (UI) Preferences Analysis: The 

feedback received from these one hundred (100) users via 

Google Forms provided insights on their preferred colour 

tones and font types for U-Reserve. 
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Four (4) commonly used colour tones - blue, red-violet, 

green, and red - were selected for the user interface (UI) 

of U-Reserve. Respondents could choose their preferred 

colour tone for each questionnaire question. Blue, linked 

to familiarity and professionalism, emerges as the top 

choice across multiple criteria: visual appeal (32%), 

suitability (39%), calming effect (42%), professionalism 

(34%), modernity (30%), and accessibility (47%). This 

preference for blue aligns with research highlighting its 

universal appeal, trustworthiness, and readability in 

digital environments. Notably, cool colours like blue and 

green consistently dominate preferences (60.83%), 

reflecting users’ preference for calming and trustworthy 

associations. Emphasizing the importance of contrast in 

U-Reserve’s UI, achieved through thoughtful design 

considerations, is crucial for readability and enhancing 

the overall user experience [25]. 

Additionally, respondents were asked to select a font 

type—Josefin Sans + Dosis, Sans-Serif, Verdana, Arial, 

or Georgia—based on suitability, readability, and 

aesthetic appeal for the UI design. Verdana emerges as 

the top choice, favoured by 38% for suitability, 48% for 

readability, and 49% for aesthetic appeal. Sans-Serif and 

the combination of Josefin Sans + Dosis also receive 

varied support. The consistent preference for Verdana 

aligns with research emphasizing its screen-centric 

design, readability advantages, and aesthetic appeal, 

making it the optimal font type for a user-friendly 

experience in a facility reservation system [26]. 

4.5 Design 

System Design: 

The following figures show the main pages of U-

Reserve.  

Fig. 2 displays a login page with ID number and 

password fields. Regardless of their role, users must 

provide the correct ID number and password for 

authentication.  

 

Fig. 2 Login Page of U-Reserve 

 After a successful login, the home page, as 

depicted in Fig. 3, is displayed, showcasing a navigation 

bar, announcement slides, contact information, and an 

availability table for facility reservations.  

 

Fig. 3 Home Page of U-Reserve 

 

Fig. 4 Block B Facility Checking and Reservation Page 

of U-Reserve 

Users can check availability by viewing the cell’s 

colour and make reservations by clicking on the cells. 

Additionally, users can navigate to specific facility 

reservation pages for Block B, as illustrated in Fig. 4, or 

Block C, as illustrated in Fig. 5. 

 

Fig. 5 Block C Facility Checking and Reservation Page 

of U-Reserve 

 After selecting a facility, users are redirected to 

the reservation page, as depicted in Fig. 6 which is used 

to fill in the details. Additionally, users can review their 

reservation request list and check the status from the 

reservation history page, as shown in Fig. 7. Finally, 
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admins can approve or reject reservation requests on the 

reservation approval and checking page, as illustrated in 

Fig. 8. 

 

Fig. 6 Reservation Page of U-Reserve 

 

Fig. 7 Reservation History Page of U-Reserve 

 

Fig. 8 Reservation Approval and Checking Page of 

U-Reserve 

 

Use Case Diagram: 

The U-Reserve use case diagram delineates three user 

roles: students and staff, lecturers, and administrators 

(Group Logistics Management Office (GLMO) and 

library admin), illustrated in Fig. 9. 

 

Fig. 9 Use Case Diagram for U-Reserve 

Students and staff possess various capabilities, 

including logging in, password management, accessing 

announcements and contact details, checking facility 

availability, making reservations, reviewing reservation 

history, and canceling reservations. Additionally, 

lecturers enjoy extended privileges, allowing batch 

reservations specifically for Block C classrooms. GLMO 

and library admins have the highest permissions, sharing 

fundamental functionalities with students and staff while 

also conducting batch reservations, adding new slots, and 

overseeing reservation requests. GLMO admins can 

access a dashboard and download usage reports for Block 

C classrooms, whereas library admins focus on managing 

discussion rooms in Block B, significantly contributing 

to efficient oversight and management. 

Entity Relationship (ER) Diagram: 

 

Fig. 10 ER Diagram for U-Reserve 
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In the ER Diagram displayed in Fig. 10, four entities are 

represented: “facilitylist”, “availslot”, “reserve”, and 

“user”. The “facilitylist” entity stores data about all 

facilities, utilizing “FacilityID” as its unique identifier, 

and includes mandatory attributes like “Block”, 

“Capacity”, “Equipments,” as well as optional attributes 

such as “Images”, “Level”, and “Type”. The “availslot” 

entity comprises mandatory attributes “Date” and 

“Time.” Identified by “ReserveID,” the “reserve” entity 

contains mandatory attributes like “Date,” “Time,” 

“NumberOfUser,” and “status,” along with optional 

attributes like “RequestReason” and “AdminReason”. 

The “user” entity, marked by “ID,” encompasses 

mandatory attributes like “Password”, “Name”, “Email”, 

and “Role”. Relationships are established using UID 

bars: a facility can have multiple available slots, each 

uniquely linked to a facility through the “FacilityID” 

attribute. Similarly, a facility can be prepared for multiple 

reservations, each associated with a facility through the 

same “FacilityID”. Finally, a user can make multiple 

reservations, with each reservation linked to a user 

through the “ReserveID” attribute. 

Activity Diagram: 

 

Fig. 11 Activity Diagram for U-Reserve – Approve or 

Reject Reservation Requests 

In Fig. 11, users handle reservation requests by 

accessing the reservation approval and checking page 

through the “Request Approval” link. Here, they can 

browse and filter pending reservation requests by ID 

number, facility, date, and time. Users review request 

details and decide to approve or reject. Giving a reason 

for rejection is necessary. The system updates the status 

and notifies requesters via email. Approved requests 

prompt the system to check for similar ones, 

automatically rejecting them, updating the status, and 

sending notifications.  

 

Fig. 12 Activity Diagram for U-Reserve – Make 

Reservation 

As per Fig. 12, users reserve through two methods: via 

the home page’s availability table or Block B/Block C 

facility checking and reservation page. To reserve from 

the home page, users scroll, pick a date from the date 

picker, check facility availability, select time and facility, 

and click a cell. This redirects to the reservation page 

where they input user count and reason, get confirmation, 

and are sent to the reservation history. Alternatively, from 

the facility checking and reservation page, users choose 

Block B/C, set date, time, capacity, select a facility, and 

click “Reserve”. This proceeds to the reservation page 

following the same steps. 

 

Fig. 13 Activity Diagram for U-Reserve – Batch 

Reservation 

In Fig. 13, users perform batch reservations on the batch 

reservation page. Here, users select the day of the week, 

month, and year. The system retrieves corresponding 

dates from the database and presents them. Users then 

pick the facility, date, and time, enter user count and 

reasons, and submit the request. The system checks for 

existing reservations for the selected slots. If available, 
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the system adds the new reservation request to the 

database; otherwise, it skips it. This cycle repeats for each 

selected date until completion. Users are notified of the 

submitted requests and redirected to the reservation 

requests history page. 

 

Fig. 14 Activity Diagram for U-Reserve – Track 

Reservation Details 

In Fig. 14, users can monitor reservations for a 

particular facility, date, and time via the reservation 

details checking page. They choose the desired 

parameters, and the system scans the database for 

reservations that match the criteria. If found, the system 

displays the Reservation ID and requester’s ID number; 

otherwise, it indicates no reservations. 

 

Fig. 15 Acytivit Diagram for U-Reserve – Add New 

Slots 

 In Fig. 15, admins can include reservation slots by 

clicking the “Add New Slot(s)” button to access the Add 

Slots page. On this page, they select the facility, date, and 

time, and submit the details to the system. For each slot, 

the system verifies its existence in the database; if already 

present, the system skips that slot. Upon completion of 

the loop, the system informs admins about the number of 

submitted slots. 

 

Fig. 16 Activity Diagram for U-Reserve – Check 

Reservation History 

 Users can access their reservation request history 

by clicking the “Reservation History” link on the 

navigation bar, as depicted in Fig. 16. Upon reaching the 

reservation requests history page, users can observe all 

their reservation requests. They have the option to input 

the Reservation ID, select a status, or both to refine the 

history. Subsequently, the system connects to the 

database, filters the results based on the provided criteria, 

and displays them to the users. 

 

Fig. 17 Activity Diagram for U-Reserve – Export 

Excel Report 

In Fig. 17, users can generate an Excel format 

utilization report from the dashboard page by clicking the 

“Dashboard” link on the navigation bar. They choose the 

preferred month and year, and the system filters and 

displays the corresponding data. Clicking the “Export 

Excel Report” button prompts the system to generate and 

download the report. 

4.6 Development and Implementation 

Table 3 displays the tabulated data from the user 

acceptance test (UAT) forms, utilising a Likert scale 

ranging from 1 for strongly disagree to 6 for strongly 

agree, as suggested by research [27], as shown in Fig. 18. 

The analysis used the arithmetic mean technique, 

following the methodology of [28]. A comprehensive 

evaluation of different sections can be accomplished by 

calculating the mean rating for all items within each 

section. A mean rating exceeding five (5) indicates user 

agreement. In this three-scale representation of 
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agreement, encompassing 4 - Agree, 5 - Somewhat 

Agree, and 6 - Strongly Agree, five (5) serves as the 

midpoint. 

 

Fig. 18 Likert Scale [27]  

Table 3 User Acceptance Test (UAT) Result. 

Item 1 2 3 4 5 6 Mean 

Ratin

g 

User Interface Design [27]  

Appropriate colour tone. 0 1 1 5 1

0 

1

3 

5.1000 

Appropriate font type. 0 0 0 3 9 1

8 

5.5000 

Appropriate font size. 0 0 0 3 7 2

0 

5.5667 

Navigation is easy. 0 0 0 3 7 2

0 

5.5667 

Navigation is clear and 

concise. 

0 0 0 1 8 2

1 

5.6667 

Perceived Usefulness [29]  

Using the system in my 

job/study increases my 

productivity. 

0 0 0 4 9 1

7 

5.4333 

Using the system 

enhances my 

effectiveness in my 

job/study. 

0 0 0 1 1

0 

1

9 

5.6000 

I find the system to be 

useful in my job/study. 

0 0 0 2 1

1 

1

7 

5.5000 

Perceived Ease of Use [29]  

My interaction with the 

system is clear and 

understandable. 

0 0 0 1 1

3 

1

6 

5.5000 

Interacting with the 

system does not require a 

lot of my mental effort. 

0 0 0 1 1

0 

1

9 

5.6000 

I find the system to be 

easy to use. 

0 0 0 1 8 2

1 

5.6667 

I find it easy to get the 

system to do what I want 

to do. 

0 0 0 1 1

0 

1

9 

5.6000 

Output Quality [29]  

I have no problem with 

the quality of the 

system’s output. 

0 0 0 3 1

1 

1

6 

5.4333 

I rate the results from the 

system to be excellent. 

0 0 0 2 9 1

9 

5.5667 

Result Demonstrability [29]  

The results of using the 

system are apparent to 

me. 

0 0 0 1 1

1 

1

8 

5.5667 

I would have no difficulty 

explaining why using the 

system may be beneficial. 

0 0 0 4 1

1 

1

5 

5.3667 

Behaviour Intention [29]  

Assuming I had access to 

the system, I intend to use 

it. 

0 0 0 0 1

0 

2

0 

5.6667 

In addition, Table 3 presents survey results indicating a 

favourable user perception of U-Reserve across various 

aspects, such as UI design, effectiveness, ease of use, 

output quality, result demonstrability, and behavioural 

intention. The system meets user expectations and 

preferences satisfactorily. However, potential areas for 

improvement have been identified, and several 

suggestions are currently under consideration. In essence, 

U-Reserve stands as a well-developed system proficient 

in efficiently managing facility reservations for UCSI 

University while assisting university staff in handling 

lecturers’ timetables. 

5. Conclusion and Future Work 

In conclusion, the development of U-Reserve, UCSI 

University’s web-based facility reservation system, 

followed a prototype methodology involving planning, 

analysis, design, and implementation. This approach 

successfully engaged users early in the process, 

incorporating feedback from user acceptance tests to 

modify and enhance the system. Notable contributions 

include streamlining the reservation process for students, 

staff, lecturers, and administrators, reducing workloads, 

and improving facility management through data-driven 

analyses. 

U-Reserve meets user preferences for colour tone and 

font type, fulfilling functional and non-functional 

requirements. It stands out from existing systems by 

integrating their features while introducing unique 

elements like tracking reservation details and offering 

announcement and contact information. Moreover, the 

comprehensive project report lays the groundwork for 

implementing the facility reservation system at UCSI 

University, signifying a substantial achievement for the 

institution and its users. 

 Future improvement suggestions for the facility 

reservation system at UCSI University include 

redesigning for formality and consistency, migrating to a 

cloud-based or hosted server, implementing approval 

periods for reservation requests, integrating with central 

databases and the IIS, expanding reservation options, and 

enhancing the password reset mechanism. These 

enhancements aim to boost the system’s functionality, 

security, and user experience, aligning it with the 

evolving needs of the university community. 
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Abstract 

This study focuses on the challenges and potential for Intelligent Document Processing (IDP) with Artificial 

Intelligence (AI) to manage unstructured data. A large amount of data in many different forms, such as information 

from the IoT, cybersecurity and more are produced during this modern Digital Age which has been widely 

distributed through a wide range of unformatted formats. IDP utilizes AI technologies like Machine Learning (ML), 

Natural Language Processing (NLP), and Computer Vision (CV), with the aim of converting unstructured data into 

structured, usable information. The IDP, are explored in the findings and discussion section that emphasizes its 

capability to automatically perform redundant tasks, reduce operating costs as well as improve employee 

productivity. 

Keywords: Artificial Intelligence (AI), Natural Language Processing (NLP), Document Processing, Computer 

Vision (CV) 

 

1. Introduction 

In today's world, everything is connected to a data 

source, and digitization has made it possible to record 

everything. The current electronic era has an abundance 

of data available in various forms including the Internet 

of Things (IoT) data, cybersecurity data, smart city data, 

business data, smartphone data, social media data, 

health data, COVID-19 data, etc. This data can be 

structured, semi-structured, or unstructured [1]. 

With the emergence of new communication platforms 

and diverse applications such as social media, mobile 

applications, and digital marketing, the data delivered 

lacks a typical format or predefined schemas like the 

standard data and is unmanageable with the relational 

database models. Data is generated in various forms like 

text, audio, videos, emails, and images, which are 

categorized as unstructured data. Unfortunately, such 

data lacks structure and standardization, which leads to 

difficulty for most organizations to edit, search, and 

analyze [2]. 

Based on Forbes statistics, it reported that 95% of 

business organizations struggle to analyze unstructured 

data due to they do not have the required expertise to 

deal with unstructured data [2]. In a business company, 

80% to 90% of data is in the form of unstructured 

format (Sukrutha, 2023). Business companies face 

significant challenges in effectively processing such 

unstructured data. In addition, the process of 

unstructured data analysis is always time-consuming 

and costly for any organization [2]. 

However, all organizations are required to extract 

valuable information from unstructured data to access 

functional information. Thus, automated analysis is 

crucial in helping the organization manage and access 

useful information in a structured manner. By 

automating the unstructured data kept in digital formats, 

organizations are allowed to quickly gain insight into 

their businesses, increase their competitive edge, 

improve productivity, and drive innovations. Artificial 

Intelligence-based (AI-based) technologies are critical 

for organizations that would like to adapt to automation 

solutions [2]. 
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Intelligent Document Processing (IDP) is the conversion 

process of unstructured data such as email, images, and 

PDF documents to functional data. Intelligent 

Document Processing is one of the processes carried out 

by artificial intelligence (AI) and AI technologies are 

one of the best automation processes of the next 

generation. It involves Computer Vision (CV), Deep 

Learning (DL), Machine Learning (ML), etc. for data 

extraction [3]. 

The field of Artificial Intelligence (AI) is widely 

renowned as one of the most exciting and promising 

areas in the technology landscape. Analysts believe that 

AI will play a vital part in any business sector and 

industry. Besides that, the potential for value creation 

across the economy with machine learning (ML), a 

major subset of AI, is vast. It not only affects consumers, 

but it also transforms the way businesses operate 

aTsyapewtheoxlet . [4]. 

The increasing demand for the effective use of 

unstructured data necessitates the development of an 

AI-based unstructured document processing framework. 

This framework can aid organizations in extracting 

valuable insights from unstructured data automatically. 

Therefore, this research area is considered a significant 

and an important research topic [2].  

Extracting insights from unstructured data can be 

challenging due to the lack of a predefined schema or 

format. Therefore, it is more challenging to analyze and 

process. Besides that, it also required the users to have a 

certain level of understanding to utilize the AI 

technologies and techniques. Thus, the main research 

objectives of this study are listed as below: 

• To review the advantages and disadvantages of 

IDP with AI-based techniques for unstructured 

data. 

• To understand the challenges with IDP to 

manage unstructured data. 

 

Intelligent Document Processing (IDP) is a powerful 

technology that can transform unstructured and semi-

structured data into a structured format. By leveraging 

advanced AI technologies like machine learning (ML) 

and natural language processing (NLP), IDP can capture, 

classify, and extract even the most complex and 

challenging data. This extracted data can then be 

validated and automatically entered into existing 

applications using Robotic Process Automation (RPA) 

technology [5]. 

According to [4], although advanced analytics and ML 

have been shown to provide a competitive advantage, 

many enterprises still struggle with their adoption. The 

lack of a clear AI strategy, talent, and data are major 

barriers, along with soft factors like leadership, 

decision- making, and company culture. According to 

[6], it is shown that there are some potential issues and 

challenges with using machine learning, such as 

collecting sufficient and relevant training data. Besides 

that, another challenge is the development methods to 

automate document processing using machine learning, 

particularly for complex documents. Moreover, it 

requires efficient and effective technology and 

techniques to process and analyze fast streams of 

unstructured data. The complexity of unstructured data 

poses challenges for information extraction, especially 

for streaming data. Structural variation and differences 

in data formats are the critical obstacles associated with 

unstructured big data [7]. To fully leverage the IDP and 

gain access to valuable insights, organizations must go 

beyond simply knowing about it and actively 

incorporate it into their management and utilization of 

data. 

Extracting insights from unstructured data can be 

challenging due to the lack of a predefined schema or 

format. Therefore, it is more challenging to analyze and 

process. Besides that, it also required the users to have a 

certain level of understanding to utilize the AI 

technologies and techniques. Thus, the main research 

objectives of this study are listed as below: 

• To review the advantages and disadvantages of 

IDP with AI-based techniques for unstructured 

data. 

• To understand the challenges with IDP to 

manage unstructured data. 

2. Literature Review 

Intelligent Document Processing (IDP) is one of the 

most popular technologies in this modern era with a 

high demand focused on the automation of the way 

humans work with different types of documents on a 

daily basis. Besides, Digital transformation is also one 

of the trending topics nowadays as Robotic Process 

Automation and other AI technologies such as ML work 

toward automating the ordinary operations performed 

by users. These AI technologies work together to 

process documents intelligently with limited human 

involvement [8]. 

The possibilities of electronically exchanging structured 

information continue to rise significantly. Nevertheless, 

a large amount of business processes continue to center 

on the sending, receiving, and processing of 

unstructured documents. According to Prasad (2020), 

only 20 % of data in enterprises is structured and the 

rest of it is unstructured data with most of it locked in 

documents. Companies with the adaptation of an 

automated document processing solution reported a 

reduction of 50% in their staffing and labor cost [9], 

while processing time is reduced to less than 20 % 

compared to manual processing time. It shows that 
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automation of business document processing is the key 

element for businesses to be more cost-effective and 

cost efficient. 

Robotic Process Automation (RPA) refers to the 

automation of service tasks to perform repetitive human 

tasks precisely with the assistance of AI. The developer 

set the task instruction with the use of some form of 

screen recording and defining variables. Logging into 

applications, copying and pasting data, opening emails, 

filling forms are some of the examples of tasks. 

Different from the traditional automation method, RPA 

mainly emphasizes element identification instead of 

screen coordinates or XPath selections which results in 

better intelligent interaction with the user interface [9]. 

An alternative to the manual processing of documents is 

necessary to limit human involvement, minimize error 

rates and manage the time and cost efficiently and 

effectively. In this case, the research of automatic 

document processing has become one of the trending 

topics in recent years. RPA, also known as digital 

employee, has become a powerful tool to facilitate the 

automatic processing of business documents. RPA 

shows its effectiveness by enabling simple configuration 

of robots to handle high-volume and repetitive tasks 

automatically based on predefined rules which not only 

limits the human errors, but also improves the efficiency 

and cost reduction [10]. 

AI-based approaches are capable of extracting useful 

information from unstructured documents automatically. 

AI-based approaches are used in numerous applications 

such as invoice digitization, health record extraction, 

metadata extraction, machine translation, text 

summarization, insurance claims processing, and 

contract analysis [2]. 

Natural Language Processing (NLP) is one of the 

subfields of Artificial Intelligence that focuses on 

empowering computers to understand and process 

human languages, bringing them closer to human-like 

language understanding. Named Entity Recognition 

(NER) is an important component of NLP systems, 

which involves the process of automatic identification 

of named entities in a given text or document. Named 

entities refer to real-world objects such as people, 

location, date, and time. Recognizing and extracting real 

named entities is vital for various research areas, 

including Question Answering and Summarization 

Systems, Information Extraction, Machine Learning, 

Semantic Web Search, Video Annotation, and etc [11] 

According to [12], significant improvements have been 

made in extracting information from free text using 

NLP techniques based on AI. NLP uses syntactic rules 

to automatically scan and extract named entities like 

names, locations, organizations, dates, and invoice 

numbers from unstructured text using NER. The main 

steps in NER involve text pre-processing, extracting 

NER features, then training and classification. In text 

pre-processing, the given text will be formatted to be 

understandable for machine learning algorithms. Then, 

features are extracted to create a numerical 

representation because the NLP model could not work 

on the text data. Lastly, the NER model will classify and 

categorize words and phrases. [2]. 

Computer Vision (CV) is also a component of AI that 

enables systems to identify and extract useful 

information from scanned document images and other 

visual inputs. The goal of computer vision is to extract 

meaningful information from images with the 

development of technology that enables computers or 

systems to understand and recognize digital images [13]. 

Machine Learning (ML) is a type of data-driven AI that 

provides the ability to learn about a system without 

explicit programming [14]. AI Algorithms and Machine 

Learning (ML) approaches have been effectively used 

in real-world scenarios which include the digital 

services, industry and commerce throughout the years. 

ML acts as the teacher of the machines which “teach” 

the efficient data handling skills by simulating the 

learning concept of rational beings. It can be achieved 

with Al algorithms that reflect diverse rational 

paradigms including connectionist, genetics, statistics 

and probabilities, based on cases, etc. The integration of 

Al algorithms and the ML approach provide a 

possibility for the exploration and extraction of 

information to perform tasks such as classification, 

association, optimization, grouping, prediction and 

pattern identification. [9] 

Since a large amount of enterprise data these days is 

usually unstructured data which has no predefined 

schema or format, it is more complicated and 

challenging for users to collect, process and analyze the 

data without proper structure [2]. In this case, Intelligent 

Document Processing with AI is proven to be essential 

and necessary for the processing of unstructured 

documents. 

However, there are several challenges and limitations 

that might affect the performance of which need to be 

addressed. There are major challenges regarding the use 

of Unstructured Data. Inaccurate text data is added by 

OCR text extraction in the form of noisy data 

sometimes. This is a key problem related to data. 

Unstructured data originating from multiple sources are 

not standard and have different formats of data. The 

lack of a sufficient supply of data and insufficient 

quality is also another challenge in data processing with 

unstructured data. Moreover, it is difficult to obtain 

information in a language that is complex such as 

Arabic, without the creation of dictionaries. It is 

difficult with information extraction methods to 

describe the semantic and contextual relationships 

among named entities in this ambiguous language. 
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Another challenge is posed by domain specific entities. 

For example, the biomedical datasets are different from 

any other dataset in terms of domain specific entities [2]. 

As the business process requires handling and 

processing different types of unstructured documents 

from the clients or suppliers such as invoices, ID cards 

and application forms, it poses a challenge as these 

documents differ in type, form and layout which require 

classification based on their type and nature. Therefore, 

the AI technologies used for document processing 

should be able to extract the relevant fields from the 

particular documents with the application of either 

template-based or template-free approach. Moreover, AI 

technologies should be able to process and improve the 

quality of scanned documents, which is often submitted 

with low quality scanners or mobile devices. The 

collection of relevant target data from documents is 

complicated when it comes to managing multi-pages of 

unstructured documents which consist of tables with 

data that span across different pages [2]. 

 

3. Method 

A case study method will be used for this study due 

to various data and information gathering have been 

undertaken to study this topic. A case study is a research 

methodology that assists in phenomenon exploration in 

a certain context via various data sources. Besides, it 

embarks on the exploration of phenomena from 

different perspectives to uncover various aspects. In the 

case study, the study is conducted in real-time within its 

naturally occurring context, with the consideration that 

context will influence the outcome [15]. 

According to [16], case study research is a qualitative 

approach in which the investigator explores real-life, 

recent cases over time involving detailed data collection 

from numerous sources of information, and reports a 

case description. To present the complexity of the issue 

being examined, various methodological approaches 

will be used. A case study will include a case study 

database, a clear evidence chain, and multiple sources of 

data from research. The depth and richness of the case 

study description allow readers to have a better 

understanding of the case and to determine the 

applicability of findings beyond the setting. The 

evidence sources for case studies include questionnaires, 

interviews, documentation, direct observations, 

participant observations, archival records etc. Therefore, 

case studies involve trustworthy information and act as 

a reliable research method since case study research is 

an in-depth and intensive research methodology [15]. 

 

4. Result and discussion  

A questionnaire is conducted to review and understand 

about this study and research objectives. The 

questionnaire results from the respondents are shown in 

the Fig. 1. 

 

 

 

 
Fig. 1 Results from the questionnaire 

 

RPA is the automation technology that strives to 

automate human tasks including business processes by 

utilizing software robots that interact with systems 

through their user interface. It can help to increase 

efficiency, decrease costs and efforts that humans spend 

on repetitive tasks [17]. One of the advantages of RPA 

is that it can automate numerous processes smoothly 

and decrease operational costs significantly due to it can 

handle repetitive tasks and time-saving as well as 

resource-saving. Besides that, prior programming 

knowledge is not a must to set up and implement RPA, 

leading to accessibility to employees who are without 

any programming knowledge and experience. Moreover, 

RPA supports most of the regular business processes 

with error-free automation and reduces the need for 

human intervention. Furthermore, software tools are 

scalable and do not get exhausted [2]. RPA can handle 

tedious and redundant tasks, thus employees can 

concentrate on more complicated and valuable tasks that 

contribute more value to the company. The employees 
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with more meaningful tasks can invest more time to 

develop new skills to be more qualified for their job 

[18]. 

On the other hand, RPA might be limited when it comes 

to reading unstructured documents with various layouts 

and formats. The documents need to be in the same 

format for software bots to read accurately. In addition, 

even minor changes in the automation application also 

require reconfiguration of the RPA software bot [2]. 

Moreover, it can be disruptive and less effective if 

without the appropriate tools although it seems like a 

good idea for a company to shift to a more advanced 

business system [19]. 

Even though it has been proven that a competitive 

advantage can be achieved with the use of advanced 

analytics and ML, enterprises nowadays are still facing 

significant challenges in the adoption of ML due to lack 

of clear strategy for AI, insufficient time and limited 

data available. Soft aspects which include leadership, 

decision making, and company culture are also some of 

the challenges which affect the adoption of ML [4]. 

It is possible to achieve adoption through the creation of 

a tangible business value. However, as part of product 

or process innovation, the main challenge is to find the 

right purpose and to deliver the technology in a 

compliant manner. In these circumstances, for the 

development of business value it is imperative to have 

deep experience in processes and a good understanding 

of commercial requirements. Efficiency can be achieved 

by automation and an increased pace of implementation 

of business processes, saving costs at the same time. 

Effectiveness refers to higher business process quality 

which consists of fewer errors and compliant process 

execution [4]. 

ML is expected to address the clear business needs and 

integrate them into the business process so that it can 

deliver efficiency, preferably in the form of an end-to-

end automation, simplifying the access of business users 

to technology. In this respect, 'everyday AI' which is 

capable of functioning without long data preprocessing 

and training activities is expected. In order to achieve 

this simplification, it is possible to integrate the 

technology into the process where the data is stored and 

improve the user experience [4]. 

In addition, access to data and its quality are two of the 

key elements that contribute to the success of ML. 

Firstly, it is necessary to consider the aspects of data 

gathering, access and transfer, anonymisation, 

annotation, curation, secure storage and deletion. 

Nevertheless, strict observance is required in the areas 

of legal frameworks and general regulations. When 

more data is created or collected, AI must be trained and 

evolved over time. The algorithms are expected to learn 

directly from user behavior, which is then used to 

internalize their knowledge. ML is currently still 

considered as an assistance system which coexists with 

humans, and processes the data provided by humans. 

This is expected to happen automatically, in a way that 

human correction is used to improve algorithms and that 

this knowledge is not forgotten by the machine. This 

can be described as continuous learning. As a result, 

users will be able to anticipate increasing accuracy over 

time, build trust and depend on the results. 

Furthermore, culture also plays an essential role in the 

introduction of machine learning and therefore needs to 

be adequately climate governed by innovation principles, 

resources, time, etc. The leadership's mindset and 

employees' willingness to accept change are the main 

reasons for this. It will have to be derived from and 

integrated with the proper strategy. It seems that 

enterprises with pragmatic and hands on attitudes tend 

to be more agile. They are aware of business needs, 

have well defined use cases, and provide the necessary 

environment for implementation such as fewer 

organizational obstacles, empowerment of staff, no fear 

of losing control or jobs. In fact, there seems to be a 

reluctance and much slower adoption by customers who 

are deeply entrenched in bureaucracy and hierarchies of 

managers without an explicit innovation culture [4]. 

5. Conclusion 

The study focused on the potential and challenges of 

Information Document Processing with Artificial 

Intelligence techniques to manage unstructured data or 

documents. The prior study conducted by the 

researchers on IDP with AI techniques indicated that 

there are numerous benefits and challenges for AI-based 

techniques, but it is still a very popular and trending 

technique that most companies are adapting and 

utilising. According to the findings of this study, AI 

techniques such as RPA and ML have various benefits 

to companies, such as increased efficiency, reduced 

costs, and support for error-free automation of business 

processes. In addition, they are also facing some 

challenges, such as a lack of AI strategy, insufficient 

data, and culture, in the adoption process for the IDP 

with AI techniques. However, it can be overcome 

through value creation, integration, data considerations, 

and fostering an innovation-driven culture. IDP with AI 

techniques has been growing and increasingly important 

in each industry. Therefore, it is vital for companies to 

emphasise, adopt and utilise the current technologies to 

improve their business performance. 
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Abstract 

Over the decades, the forms of cyber-attacks have evolved from disruption level, cybercriminal, followed by cyber 

espionage and lastly threatening level. Digital security has played a significant role in protecting enterprises from 

any form of cyber-attacks, especially in today’s era of digitalization. Aligning with the global effort in emerging the 

concept of Industrial Revolution 4.0 (IR4.0) in organizations, where sensitive data and confidential information can 

be accessed at a fingertip of an employee. This paper discusses the difficulties of implementing digital security 

solutions in an enterprise in terms of external potential cyber threats, internal cyber security roadblocks within the 

organization and how Covid-19 pandemic imposed challenges towards cyber security in the organizations. 

Keywords: digital security, cyber security, cyber-attacks, cybercriminal, cyber espionage, business organizations 

 

1. Introduction 

The Information System has changed our lifestyle over 

the past decades among banking systems, education, 

transportation, business, tourism, shopping. The rise of 

internet consumption has dramatically increased by 

organizations and individuals with massive global 

international trade and changes of human interaction in 

the young generation. Digital economy can refer to 

integration of new business models, goods, services and 

markets established on a basic business infrastructure 

with digital technologies. Digital technologies can be 

defined as consolidation of communication, computing, 

information, and connectivity technologies that are 

driven by storage, software applications, sensors and 

bandwidth to the next generation of digital economy 

through cloud computing [1]. 

The rapid development of science and technology is far 

more than that such as the internet of things (IoT), 

artificial Intelligence (AI), augmented reality (AR), 

drones, additive manufacturing (3D printing), robotics 

and others. These latest technologies work from 

extracting data from sensor conditions of physical 

devices, spreading and storing it rapidly on cloud to 

analyse it in real time by using advanced big data 

analytics for generating useful information of 

integrating services, products and processes, and 

making decisive influence on existing business models. 

Meanwhile, approximately 90% of business managers 

in developed countries like the U.K. and U.S. forecast 

information technology and digital technologies 

contribute strategic values to the entire economy in the 

future. On the other aspect, information technologies 

will uncover a variety of new threats of cyber security 

challenges and risks when more companies foster 

innovation by increasingly popularizing new digital 

technologies, while security information technologies 

are changing and evolving to become a complicated 

threat (cyber security). Furthermore, information 

security cases might have caused a minor technical 

problem 10 or 15 years ago, but today advanced and 

intentional cyber attacks are challenging us that might 

cause large-scale events as a result of direct and indirect 

consequences affecting business’s strategy and 

competitive advantage [2]. 

Browsing the internet, reading digital books, social 

networking, searching content, and online shopping are 

transforming our lives to better, efficient and productive 
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ones. However, most of the netizens and organizations 

lack cyber security awareness and relevant knowledge 

of internet hazards. Individuals and business 

organisations have limited knowledge to protect their 

devices and servers from cyber hazards such as financial 

fraud, sensitive information theft, website spoofing, 

Internet of Things (IoT) hacking, malware, distributed 

denial of service attack (DDoS) as well as ransomware. 

Cyber hazards come from the work of hackers also 

known as “black hats” who committed cyber crime on 

their own or with an organized criminal group. Large-

scale breach of cyber security has been rated by the 

World Economic Forum as one of the five most 

  

critical threats confronting the world today where the 

scope of threat globally is spreading rapidly and cost an 

estimated US$6 trillion by 2021 [2]. Nevertheless, 

studies show that installing protective tools on the 

computers from factories does not maximize cyber 

security generally. Hence, this paper examines the 

challenges faced while implementing cyber security 

solutions into organizations’ systems in various 

different perspectives. 

2. Result and discussion  

According to the Internet Crime Report published 

by the Cyber Division of the Federal Bureau of 

Investigation (FBI) in the year of 2020, losses 

exceeding USD 29 mil resulted from 2,474 ransomware 

attacks registered worldwide has been recorded [3]. The 

fact that cyber crimes against enterprises have increased 

tremendously over the years has shown that the digital 

security systems or practices within the organizations 

still remained susceptible and vulnerable towards cyber 

attacks in any form or even worse, could not keep up 

with the growing pace of these cyber threats. Thus, the 

roadblocks or difficulties to carry out the 

implementation of the cyber protection have to be 

discussed thoroughly in terms of external cyber hazards, 

internal cyber security challenges in organization and 

challenges of digital security during Covid-19 pandemic 

in order to improve, correct and make changes towards 

the current situation of cyber security support in the 

right direction. 

 

2.1. External Potential Cyber Hazards 

 

The Internet has improved the standard of living of 

IoT users, but every pillar has two sides. Everything can 

be done smoothly by one click as the same goes with 

cybercrime. That could so easily invade valuable 

information of individual and business organizations by 

various cyber hazards such as malware, phishing, 

distributed denial-of-services attack (DDoS), man-in-

the-middle attack (MMIT), ransomware and insider 

threats [4]. Every cyber attackers’ intentions are 

different, but mostly demanding for money, financial 

information, personal information and even the business 

infrastructure. Cyber attacks target individuals and 

business organizations that have less cyber security 

awareness and protection tools because they always 

have key assets to be exploited by criminals. According 

to “PricewaterhouseCoopers survey”, organizations that 

undergo cyber attack relevant matter vanished 2.1% of 

its value and lost more than 1.6 billion USD per case on 

average [2]. Understanding the motive of cyber 

attackers and hazards is essential for internet users to 

prevent financial loss and irreversible consequences. 

There are three aspects of motive to be proven as crime 

which are motive, means, and opportunity that can be 

treated as a conventional crime. Means refer to an attack 

tool or technical expertise to execute the attack, motive 

is the aims, intention, purpose or reason of the attacker 

selecting a target, opportunity can be seen as a timing, 

vulnerability and weakness in the network of the target 

[5]. 

Ransomware is a kind of malicious software that 

encrypts files of business organizations by demanding 

ransom in exchange for a decryption key [6]. It is very 

difficult to detect hijacked files and data before a cyber 

attacker initiates the attack. There are only 2 options for 

users to solve the problem which are to pay ransom in 

exchange for a decryption key to retrieve files and data 

or disconnect the internet and format the computer [4]. 

However, it is nearly impossible for internet-based 

business organizations to get rid of ransomware by 

formatting all data in digitized generation because it is 

the foundation and infrastructure of the company. In 

2012, Reveton is one of the recognised ransomware 

trojans that ransom nearly $130,000 fines from victims 

who believed that they have been charged for 

participating in illicit online activities. Business 

organizations weren't too worried about the attack 

because it was affecting mostly individuals. By the end 

of 2016, an estimated $1 Billion was paid to the ransom 

hackers from Cryptorlocker and CryptoWall. It gave a 

huge profit trajectory to the hackers, something big 

known windows exploits were on the way from the 

National Security Agency (NSA). The worst and largest 

ransomware attack that ever happened before in 2017, 

“WannaCry” (Fig. 1) ransomware attacked more than 

230,000 computers of various industries which were 

universities, government organization, hospital, bank, 

logistic, telecommunication companies, railways 

companies and business organizations across 150 

countries [7]. According to research from “SonicWall 

Capture Labs”, ransomware cases have risen by 20%, 
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with up to 121 million attacks recorded around the 

world in the first half of 2020 [8]. 

Working of ransomware (Fig. 2) will be introduced into 

4 steps. First, the ransomware starts with an unsolicited 

email usually designed to trick the victim into clicking 

on an attachment or visiting a webpage. Second, 

ransomware leverages flaws in the computer’s 

command-and-control server and forces it to download 

a public key for running ransomware code. Third, 

important data is encrypted on the system and demands 

a ransom payment using cryptocurrency by providing 

ransom fee instructions. Lastly, the decryption key will 

be given by the attacker once the ransom is paid [4]. 

 
Fig. 1 Activation of “WannaCry” on victim’s 

computer 

 

 

 

 

 

 

 

Fig. 2 Ransomware mechanism 

 

Phishing attacks (Fig. 3) is a social engineering 

technique to bypass computer security and human 

defence by using social networks, emails, mobile apps, 

instant message, business email compromising or search 

engine poisoning to steal user’s data, sensitive 

information, credit card number and code, as well as 

login credentials to make the victim perform an action. 

There are more than 30% of cybercrime caused by 

phishing attacks and cost at least 8 billion USD 

according to Verizon Data Breach Investigation (DBIR). 

There are some technical countermeasures to mitigate 

risk of phishing such as anti-phishing, email malware 

detection, data loss prevention and spamming tools. 

However, it’s not effective because these technical 

countermeasures are unable to analyze and differentiate 

between phishing and general email. Furthermore, 

business organizations provide phishing attack 

awareness training to their employees against phishing 

techniques, tactics, and procedures (TTPs) through 

email security guidelines and standard operating 

procedures to increase cyber awareness [9]. 

 

Fig. 3 Phishing attack mechanism 

 

Distributed Denial of service attack (DDoS) attack is 

one of the most common cyber crimes faced by business 

organizations when a group of botnets, server or 

numerous connected internet devices flood the capacity 

limit and resources of a targeted system as a result in 

service degradation and unavailability by disrupted 

normal traffic. Attacker will control his resources to 

overwhelm the capacity limit of the server by sending 

numerous requests to the targeted IP address of the 

website in a short time that trigger a crash. DDoS 

attacks could stay as long as 24 hours and up to days to 

retain access to the unavailability of the company's 

server that lead to reputation damage and profit 

minimization. There are vulnerabilities in the system 

that are exploited by the hackers although various 

protections and prevention are applied. 

 

DDoS attacks (Fig. 4) are conducted with private 

networks of internet-connected machines and any kinds 

of IoT devices. Attackers can remotely control the 

networks that are constituted by computers and devices 

that are malware infected. These infected devices can be 

called bots (or zombies), and a botnet where a group of 

bots is connected in a network. Attackers are allowed to 

send attack instructions to each bots when the botnet has 

been established. When each bot sends requests to the 

victim's IP address, possibly causing the server of the 

website to be down where limit traffic is triggered 

during a short period as a result of denial-of-service to 

normal traffic. Because the server is difficult to identify 

attack traffic and normal traffic from each bot is 

considered a legitimate internet device [10]. 
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Fig. 4 DDos attack mechanism 

 

Types of DDos Attack 

• Ping of Death (POD) attack 

POD attack exploits the particular 

characteristic based on the maximum size of 

the packet of transmission control protocol 

(TCP)/ internet protocol (IP) can be up to 

65,535 bytes in normal cases. Generally, in the 

case of a large IP packet, it will be splitted into 

numerous fragments and reassembled into a 

complete packet to the recipient host. However, 

POD attack exactly exploits the reassembling 

packet size of 65,535 bytes greater than its 

maximum to maliciously manipulate overflow 

of memory allocated as a result of denial of 

service[11]. 

• Hypertext Transfer Protocol (HTTP) Flood 

Attack 

HTTP flood attack is another method of 

resource consuming by manipulating the HTTP 

GET and HTTP POST requests while 

connecting with the victim’s machine [12]. 

HTTP works as a request-response protocol 

and designs to allow communications between 

servers and clients. HTTP GET and POST are 

the two most common methods where GET 

requests data from a particular resource and 

POST sends data to a server to update or create 

a resource [13]. 

• Domain name system (DNS) Flood Attack 

DNS is the “contact list” of the internet which 

allows devices able to view the content of 

websites. It sends a huge amount of DNS 

requests to the target device in order to 

overload it and reduce the speed of traffic. 

Attack will be done by the botnet to generate a 

large volume of traffic [12]. 

Cloud computing attack (CCA) is a malicious activity 

that involves data breaches, manipulating, account 

hijacking or eavesdropping from a user's virtual 

machine on the physical server by injecting malware 

from the hacker. Once the cloud system is deceived, 

hacker can gain unauthorized access to the user's cloud 

storage without permission and awareness. CCA could 

be conducted by various methods such as structured 

query language (SQL) injection attack, DDoS attack, 

malicious insider, side channel attack, man-in-the-

middle (MITM) attack and abuse of cloud services. 

Cloud computing attack is the most economically 

significant threat in the world of virtualization 

technology, confidential data breach is one of the key 

diminish potential revenue loss and customer trust [11]. 

In fact, a massive cyber attack in Sweden in July 2017, 

a high confidential data stored at cloud system was 

breached, causing irreversible consequences that 

exposed national secrets, national security, international 

wrongdoing, and resignation of ministers. In fact, a 

massive cyber attack in Sweden in July 2017, a high 

confidential data stored at cloud system was breached, 

causing irreversible consequences that exposed national 

secrets, national security, international wrongdoing, and 

resignation of ministers. In June 2017, British Airways 

cloud system was being disrupted by hackers as a result 

of financial loss at 114 million EUR due to over 100 

flights being cancelled from London airports [2]. 

SQL injection (Fig. 5) attacks is a common attack where 

an attacker inserts malicious code to unauthorized 

access to a backend database to gain sensitive 

information that was not intended to be disclosed or 

private company data. Generally, SQL injection attacks 

require an attacker to figure out the vulnerability of a 

webpage or web application to perform unauthorized 

access without an official account. For example, a 

logical user’s account coupled with usernames and 

passwords that are registered at the database, attacker 

could input malicious code like username = '1' or 2>1 -- 

' and password = '111' to bypass source code of the web 

application [14]. 

 

Fig. 5 SQL Injection mechanism 

 

MITM (Fig. 6) occurs when an attacker establishes 

independent connection with separate ongoing 

conversations to different third parties by misleading 

them with the aim to inject, steal or exchange 

information to manipulate the result. Third parties are 

not aware that the attacker has control over the ongoing 

conversation between both parties. All of the message 

sent by one party to another will go through the attacker 

and it allows the attacker to tamper the information to 

mislead both parties [14]. 
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Fig. 6 MITM mechanism 

2.2. Internal Cyber Security Challenges within 

the Organization 

Other than external cyber security challenges in the 

form of various cyber threats, there are seven internal 

challenges in implementing or improving the cyber 

security in an organization where these challenges could 

be grouped into three different categories or foundations 

for the organizations which are the three pillars of 

People, Process and Technology [6]. Indeed, human 

resources or employees are important assets to the 

organization, however, also one of the internal factors 

that drive the organization to the risks of exposing them 

to the emerging and evolving cyber threats when the 

employees are lacking cybersecurity skills, 

demonstrating irresponsibility and conducting human 

error while dealing with sensitive data and processes [6]. 

Firstly, the lacking of cybersecurity skills is said to be 

one of the challenges of cybersecurity in an organization 

and getting worse four years in a row since 2017 where 

this crisis has impacted almost 70% of the organizations 

globally according to the fourth annual global study by 

both the cybersecurity professionals, the Information 

System Security Association (ISSA) and independent 

industry analyst firm, the Enterprise Strategy Group 

(ESG) [15]. In fact, there are numerous factors that lead 

to such cybersecurity expert shortage crisis which could 

impose significant cybersecurity risk to the 

organizations, they are mainly due to global worker 

shortages, limited hands on skills as well as experience 

in handling cyber attacks and threats, the increasing 

workload of employee resulting in lesser time to acquire 

the relevant skill set, the incompetence of the employees 

to learn or utilize the cybersecurity technologies to the 

fullest potential, etc [16]. Thus, it is clearly evident that 

lack of skills in cybersecurity is one of the most 

challenging concerns in implementing cybersecurity 

measures under the pillar of ‘People’ within the 

organizations. Besides cybersecurity talent shortage, the 

irresponsible behaviour of the employees towards 

cybersecurity is also one of the challenges faced by the 

organizations in implementing the relevant measures. 

Most of the employees in an organization would intend 

to push the responsibility of the IT staff only, whereby 

the cybersecurity implementation is not solely IT 

departments responsibility, but all employees from 

operational level to management level within the 

ecosystem of the organization [17]. Thus, with such 

irresponsible behaviour, the employees tend to put 

lesser attention onto the data handling which leads to 

the ignorance attitude towards the basic cyber security 

practices and possibly violating the compliances of 

cyber security. Not only that, employees’ careless work 

behaviour such as inappropriate sharing confidential 

information with third parties without permission, 

inappropriate use of IT resources, losing their own 

devices storing company data, etc. could lead to a 

significant financial loss to the organization [18]. This 

could be evident when the result from the IT Security 

Risks Survey 2017 has indicated that almost 11% of the 

cyber attack incidents are due to careless and 

uninformed employees as shown in Fig. 7 below [18]. 

Hence, proven that the irresponsible act of the 

employees could definitely lead to hard time for the 

organization to implement the cybersecurity measures. 

Fig.7 Most serious cyber attack vectors over the 12 

months in 2017. 

Furthermore, human error has also contributed as an 

obstacle towards the implementation of digital security 

in an organization [6]. This could be proven from a 

survey conducted by IBM in 2018, indicating that the 

misconfiguration of cloud servers due to human error is 

the biggest risk in cyber security in cloud computing 

with 62% of survey participants made up of IT and 

security professionals, while 55% of them noting misuse 

of employee credentials and improper access as one of 

the human error contributing to challenges while 

implementing cyber security measures, followed by 

insecure interfaces at 50% [19]. In fact, 

misconfiguration of systems usually allows cyber 

criminals to access large data platforms consisting of 

usernames, passwords, credit card data, health data, 

national identification numbers, email addresses, etc. 

which could possibly be used to request for ransom 

from the organizations. For example, one of the 

significant cyber attack incidents happened due to 

misconfiguration of system and human error in 2018, 

where a well-known marketing firm in the US, Exactis 

was reported leaking approximately 340 million files to 

the public including sensitive personal details ranged 
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from national identification number to hobbsies by 

making them available through a server accessible to 

anyone [20]. This incident has definitely shown that 

human error within an organization especially involving 

data handling and system configuration will definitely 

lead to big loss to the organizations regardless of 

financial or reputation. 

The processes, which is the second pillar of an 

organization, has played an important role in 

cybersecurity implementation. There are three cyber 

security challenges identified under the pillar of 

‘Process’ in a recent research, which include the lack of 

implementation plans for cyber security measures 

execution, the misplaced human resources and the lack 

of budget allocated for cyber security efforts within the 

organization [6]. The readily compliance and 

regulations governed nationally such as cyber security 

guidelines used in Malaysia including Information 

Technology Instructions 2007, ICT Security Policy 

2010, Electronic Government Act 1987, Public Sector 

Cyber Security Framework 2016, etc., would need a 

good implementation plan within the organization in 

order to apply the guidelines into processes and enforce 

the cyber security strength of the organization [6]. 

However, most of the organizations do not emphasize 

cyber security planning which ultimately leads to a 

higher risk of monetary loss and reputational damage 

[21]. The mentioned phenomenon could be proven by 

the results of the survey conducted by The Department 

for Digital, Culture, Media & Sport (DCMS) in the UK 

on 1,500 businesses from October to December 2017, 

where only 38% of the businesses is aware of the new 

incoming data protection law, while only 27% from 

these businesses have made the changes on the 

organization processes and less than half of these 

businesses made changes to the cyber security practices 

within the organization, leading to a total of 43% of 

these businesses in the UK experienced cyber threats in 

2017 [22]. The lack of implementation plan could 

involve cyber security governance, protection measures, 

hardware maintenance plan, incident response plan, 

evaluation plan, documentation including policies, 

Standard of Procedures (SoP), Work Instruction (WI), 

etc. where the effectiveness of the cyber security 

implementation is directly affected by the quality of 

these elements [21]. Therefore, detailed construction of 

the implementation plan is indeed important to ensure 

the cyber security measures are being implemented and 

executed accordingly in order to reduce the risks of 

exposing the cyber physical asset of the organization 

towards potential cyber hazards. 

The next digital security challenge in an organization 

under the pillar of ‘Process’ is poor human resource 

management. For instance, new arrangements for cyber 

security talents in the workplace due to promotion to 

managerial positions, assignments to new departments 

or even the failure to retain cyber security talent would 

lead to the reduction of trained and experienced talents 

that could counteract cyber threats in an organization [6]. 

Due to talent loss, more time would need to be 

consumed to acquire capable talents, to train and nurture 

the replacement, etc which would cost a knowledge gap 

in terms of cyber security in the organization, leading to 

the risks of cyber invasion [23]. In fact, a survey 

conducted on cyber resilience by IBM Security and the 

Ponemon Institute has shown that 75% of the survey 

respondents found it difficult to hire and retain skilled 

cyber security professionals in respective organizations, 

while 48% of them has also pointed out the complexity 

in operation due to various type of security tools being 

implemented, causing the weakening in cyber resilience 

due to the skill and abilities gap between existing talents 

and tools deployed within the organization [24]. 

The sixth challenge in digital security within an 

organization is the limited budget allocated for the 

implementation and enforcement [6]. A detailed cyber 

security budget allocation should include risk analysis 

cost, technology acquisition or software licensing costs, 

training charges, insider threat reduction cost, etc. to 

reduce the potential risk of cyber internal breach and 

external threats [25]. However, most of the top 

management in the organizations especially small and 

medium enterprises do not prioritize cyber security 

because they would be willing to maximize the 

profitability instead of spending on cyber protection 

measures for incidents that may not happen, but they did 

not consider the possibility of cyber security failures 

which would cost the organizations even more [26]. For 

example, RiskIQ estimated financial loss of $17,700 per 

minute will be imposed on the victims due to phishing 

attack while Accenture estimated Malware rates up to 

$2.6 million at most and Ransomware rates up to 

$646,000 on average [27]. Not only that, organizations 

with improper cyber security could also be fined as it 

would induce insecurity within users, for instance, 

Google was fined at a cost of $57 million in 2019 due to 

the failure in complying with General Data Protection 

Regulation (GDPR) in France [28]. Thus, limited 

budget allocation as a roadblock in cyber security of an 

organization would definitely cause larger amounts of 

financial and reputational losses in the future as the 

risks from organizations internally or cyber threats 

externally are not being mitigated sufficiently. 

Lastly, business organizations are facing cyber security 

challenges when the technology advancement is 

evolving too fast, so does the advancement in cyber 

threat vectors [6]. In fact, the cyber threats are 

characterized as asymmetrical and multi directional, 

making the organizations being reactive instead of 

proactive while facing the new form of cyber attacks[6]. 
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Also, as the world is currently accelerating towards 

IR4.0, the organization especially in manufacturing 

industry which adopting technologies such as Robotics 

and Automation (R&A), Artificial Intelligence (AI) and 

Machine Learning (ML), Big Data Analysis (BDA) and 

Cloud Computing (CC), etc, where these technologies 

adapted are actually associated with the risks of being 

attacked by cyber criminals [29]. For example, Booz 

Allen Hamilton has pointed out the largest potential risk 

of AI and ML algorithms that worry the most is the 

possibility of leaking the training data to cyber criminals 

as this training data is sufficient enough to rebuild the 

original AI model via reverse engineering [30]. Thus, it 

is clearly shown that the benefits from ever evolving 

technologies aligning with IR4.0 are always associated 

with greater risk of cyber hazards invasion. 

 

Recommendations are proposed in terms of the three 

main pillars which are people, process and technology, 

in order to help overcome the internal challenges faced 

by the organizations while implementing cyber security 

measures. 

 

Firstly, human resources (HR) directors should play a 

key role or even a leader to keep the organizations safe 

from internal cyber breaches and employee-imposed 

cyber threat risks. As a HR director, a HR team should 

be formed to work with the IT or cyber security 

department to align the expectations ensuring the digital 

security measures and policies to be implemented is 

practical, ethical and appropriate. Besides, the HR 

director and the team should also take ownership of the 

security risk posed by employees by providing 

sufficient education regarding the impact of the 

employees behaviours towards the cyber security of the 

organizations as well as identifying employees who may 

be insiders allowing risks of external cyber threats to be 

imposed on the company. Overall, the HR team plays a 

vital role in shaping the workplace culture where the 

employees are following the reviewed cyber security 

measures and policies to help reduce the risks of cyber 

attacks. [31] 

 

Secondly, in terms of processes, the management 

systems within the organization are vital in combating 

cyber security breaches. A proper management system 

must be adopted to ensure all the employees are aware 

of their duties and responsibilities as well as to 

adequately manage the level of competence and interest 

of the employees in cyber security. Besides that, a series 

of enterprise cyber security governance activities should 

be conducted from time to time to continuously improve 

the strength of the cyber security, where the activities 

include adopting enterprise risk management (ERM) to 

prevent data loss, and also, conducting threat, 

vulnerability and risk analysis tests within the 

organization to access the sustainment of the cyber 

security governance. Moreover, the policies, SOP and 

WI related to cyber security measures and practices 

should be comprehensive enough and made available to 

every employee to ensure these guidelines or documents 

are clear and easy to understand to avoid 

miscommunication as well as guiding the employees in 

their decision making process when facing issues 

  

like cyber attacks attempts. Vendor management is also 

one of the important processes to be focused on 

regarding cyber security because the vendors may 

potentially serve as a medium for external cyber threats 

invading the organizations, thus, it is important to 

ensure the vendors engaged are equipped with the same 

level of security. [32] 

 

Lastly, in the aspect of technological advancements, 

organizations are suggested to adopt AI-based cyber 

security management systems where the systems allow 

to leverage up-to-date global cyber security knowledge 

and industry specific threats to make significant 

prioritization decisions as well as prompt incident 

response when exposing to cyber threat, keeping track 

of all organizations’ IT assets in a domain to perform 

breach risk prediction and generating comprehensive 

reports on recommendations and analysis of the 

decisions proposed to all the involved stakeholders. [33] 

3. Conclusion 

In this paper, cyber security challenges faced by the 

business organizations have been discussed and 

analyzed in two different perspectives including the 

external potential cyber threats and internal factors 

within the organizations. Notable external cyber hazards 

such as the Ransomware, Phishing Attacks, DDoS 

Attacks as well as Cloud Computing Attacks comprises 

SQL Injection Attacks and Man-in-the-middle have 

been introduced and their mechanism also have been 

discussed in this paper. Seven internal cyber security 

challenges within the organizations have also been 

highlighted in terms of three different elements which 

are people, process and technology, where by the 

challenges discussed include the lack of cyber security 

skills, irresponsible behaviour of employees, human 

error, lack of digital security implementation plan, poor 

human resource management, constraint of budget 

allocation for cyber security implementation and lastly 

technology advancement. Indeed, both the internal and 

external cyber security obstacles faced by the 

organization have allowed many digital security 

breaches and invasions to happen, which leads to 

critical negative impacts to the organizations, corporate 

547



Raenu Kolandaisamy, Heshalini Rajagopal, Indraah Kolandaisamy, Glaret Shirley Sinnappan 

©The 2024 International Conference on Artificial Life and Robotics (ICAROB2024), J:COM HorutoHall, Oita, Japan, 2024 

and national such as breach of trust, data, privacy, 

financial or economical losses as well as the damage of 

reputation and public image. Therefore, further broad 

researches and detailed studies on cyber security 

especially the method of combating cyber threats and 

enhancing the strength of cyber security in 

organizations are recommended so that the readers 

could be provided with useful insights and ideas as well 

as emphasizing the importance of everyone’s role in 

ensuring the success of implementing effective and 

efficient digital security measures in the organizations 

to instill the supportive behaviours and foster the cyber 

security culture within the companies. 
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Abstract 

E-waste is piling up at an alarming rate, which results in our environment's pollution, while only a few are being 

disposed of correctly. This research aims to discover people's awareness of e-waste and how to handle it. An online 

survey was done among 75 respondents, who were asked about their general knowledge of e-waste. Most 

respondents are aware of the effects of e-waste but lack knowledge on how to tackle them, including questions 

concerning e-waste management and its causes. In conclusion, the general public must be educated on e-waste to 

reduce and dispose of e-waste efficiently and effectively. 

Keywords: E-waste, Technology, Online Survey, Environment 

 

1. Introduction 

The 20th century was rich with pivotal technological 

advancement, from the birth of the television to the 

creation of personal computers. Technological 

advancement kickstarted the tech industries towards 

more innovations that are rapidly improving, which led 

to inventions such as the iPhone that paved the way for 

modern-day smartphones. Technology these days has 

become mainstream. Statistics show an uphill trend 

regarding the adoption of technologies in a household. 

For example, colour TV use increased exponentially, 

recording a 10 per cent adoption in 1966 to 96 per cent 

in 1990 and a fairly stable adoption rate moving towards 

the 21st century, staying around 90 per cent. The 

adoption of computers has also shared the same 

prosperity, skyrocketing from 20.70 per cent in 1992 to 

89.30 per cent in 2016. The biggest winner of all this is 

the smartphone. Since its introduction around the 21st 

century, its adoption has rapidly increased, from 35 per 

cent in 2011 to 73 per cent in 2016. Its predecessor, the 

cellular phone, is the only factor stopping the adoption 

of smartphones from growing further since it also has an 

increase of adoption from 10 per cent in 1994 to 93 per 

cent in 2016 [1].  

 

There are a multitude of factors feeding the growth of 

the usage of technology. The role of the government and 

human nature to favour efficiency are the pivot of this 

swift growth of technology usage. The government have 

been emphasizing Vision 2020 lately, which includes an 

objective to establish a scientific and progressive 

society that is not only a consumer of technology but 

also a contributor [2]. Another thing to note is the term 

Industry 4.0, which aims to create a smart factory 

environment. Alternatively, technology is known to ease 

day-to-day tasks. Due to this, technology has infused 

into our lives and become an ongoing trend. To make it 

clear, if the five big tech companies are combined, they 

would have a higher revenue (up to 802 billion) 

compared to Saudi Arabia, which has the 19th highest 

GDP at 684 billion [3].  

 

Unfortunately, there is always a catch. The ever-

increasing demand for technology causes tech 

companies to manufacture more and people to upgrade 

their technologies. All of this causes a domino effect, 

which leads to e-waste. Electronic waste or e-waste 

could be defined as any electrical and electronic 

equipment disposed of without considering it being 

repurposed. The term covers any objects with screens, 

temperature-related equipment like refrigerators, lamps, 

large or small electronic appliances such as a vacuum or 

dishwashers, and portable electronics ranging from 

Global Positioning System (GPS) to calculators [4]. As 

with any production, the manufacturing of technologies 

is not proportionate to its recycling work. As of 2016, 

44.7 million metric tons of e-waste were produced, 
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comparable to 6.1 kilograms per inhabitant (kg/inh), 

which increased compared to the 5.8 kg/inh amount in 

2014 [5]. In other words, the perception of people 

regarding e-waste remains uncertain. Therefore, this 

study aims to investigate the general public's perception 

of e-waste in Klang Valley.  

 

2. Background 

2.1. Overview 

Electronic waste and electronic waste identify 

mechanical and digital products that have been 

discarded. These wastes are also regarded as appliances 

deemed refurbishable, recyclable, disposable and 

saleable. The processes involved when managing e-

waste are burdensome, as they cause pollution and 

negatively impact human conditions, especially in 

developing countries. 

2.2. Definition 

E-waste or digital waste is generated after completing 

its useful life when an electronic item is discarded. The 

rapid expansion of innovation and the economy 

powered by usage contributes to producing a large 

amount of e-waste every minute. The European WEEE 

Directive classifies electronic and electrical equipment 

for waste management purposes into ten categories 

namely large household appliances (e.g., refrigerators, 

washing machines), small household appliances (e.g., 

toasters, coffee makers), IT and telecommunications 

equipment (e.g., computers, phones), consumer 

equipment (e.g., TVs, radios), lighting equipment (e.g., 

lamps, fluorescent tubes), electrical and electronic tools 

(e.g., drills, saws), toys, leisure, and sports equipment 

(e.g., video game consoles), medical devices (e.g., X-

ray machines, pacemakers), monitoring and control 

instruments (e.g., thermostats, smoke detectors), and 

automatic dispensers (e.g. vending machines).   

2.3. Current Situation of E-Waste 

Electronic waste keeps growing. Today, people are 

buying more electronic devices, which are being quieted 

faster. For example, cell phones generally have a short 

lifespan of one to two years. People use most of their 

incomes to buy electronics yearly. According to a study, 

more than 20 million tons of e-waste are produced 

annually.   

 

The environmental impact of e-waste is a growing 

concern in today’s society. With the widespread use of 

electronic devices and rapidly advancing technology, 

people constantly upgrade to more efficient electronics, 

contributing to the ever-increasing e-waste problem.  

The old electronic devices are thrown away without 

considering the toxic materials from the electronic 

devices released into the environment. The groundwater, 

soil and air affect land and sea animals, causing harmful 

substances to seep into groundwater. When e-waste is 

released, toxic chemicals are released into the air, 

damaging the atmosphere.  

 

Numerous electronic devices contain hazardous 

materials like lead and barium. In particular, the release 

of lead into the environment can result in adverse health 

effects, including damage to the human blood, kidneys, 

and peripheral nervous system.  

2.4. Amount of Electronic Waste Worldwide 

Increasing technological changes, media developments 

(tapes, computers, MP3), affordable market prices and 

the deliberate design of short life span technologies 

have culminated in a rapid buildup of accumulation of 

e-waste internationally. An achievable countermeasure 

has been developed, but in most situations, it is 

necessary to implement it to work legally in the real 

world, which is time-consuming even in the most 

advanced nations, especially due to the bureaucracy.  

Different models and versions of TVs, processors, 

storage units, and audio modules have varying lifespans. 

Among these, screen systems and processors are 

commonly affected by electronic waste. Screen systems 

are often discarded without attempts at repair, whereas 

processors see a continuous influx of new and improved 

versions to meet the demands of ever-advancing video 

gaming graphics.   

2.5. Environmental Impact 

The methods used to manage e-waste in developing 

countries are often questionable. It has caused many 

issues that have an unfortunate effect on Mother Nature. 

These range from airborne or liquid-borne material 

leakage into the atmosphere, soils, water and foods, 

affecting animals, humans and plants. 

2.6. Electronic Waste Substances 

Many electronic parts can be recycled in manufacturing 

new computer devices, while others are reduced to 

materials that can be reused for industries as diverse as 

building, flatware, and jewelry. Large-scale materials 

include fiberglass, PVC, fabrics, gold, iron, copper, 

quartz, beryllium and oil. Almost all electronics contain 

lead-tin (as solder) and copper. 
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2.7. Effects 

It is known that 13 percent of e-waste is processed in 

developing countries. Yearly, e-waste is generated at a 

large sum (around 40 million metric tons) worldwide. 

According to the United Nations Environment Program 

(UNEP), the European Union contributed up to 22.5 

percent of the e-waste. Meanwhile, in China, the 

Philippines, Pakistan, India and Vietnam, 

unconventional ways of the procession of e-waste are 

largely practiced, with 50-80 percent of the e-waste 

procession. The processes involve dismantling, burning 

and shredding the items in backyards. These actions 

cause bi-products that have been proven impactful (in a 

bad manner) to mother nature and humans alike. Their 

action, however, is also due to the large amount of e-

waste flowing in since they are handling e-waste 

domestically and internationally. 

2.8. Methods Used to Reduce E-Waste 

The production of devices and the use of the materials 

that go into their manufacturing represent a major way 

of embodied energy. Reducing the e-waste helps protect 

the resources and minimizes the required total energy 

taken from the earth. 

 

• Recycling 

Recycling the highly valuable materials of old 

electronics rather than making or mining new 

materials for new devices. 

• Stem the Spread 

Before buying a new electronic device, think 

twice. We can use the old electronic as an MP3 

player or GPS device. Please do not throw it 

away. 

• Sell and donate old electronics. 

The best and easiest way to minimize the 

electronic waste footprint is to sell or give it 

away to the people who need it. Giving out an 

electronic device to poor people is a good 

example of reducing e-waste; not only that, but 

it also makes us feel good. 

 

• Educate and organize 

We may also educate our neighbors and local 

businesses on recycling. Returning these 

electronics to the recycling flow will lower the 

pressure on the mining, refining, 

manufacturing, and transportation industries 

and reduce pollution. Make a much more 

affordable trip to the local recycling centre to 

organize a group project to clean up old 

electronics. For example, Green Citizen.com 

organizes pickups for those in the San 

Francisco Bay area and provides mail-in 

services to those who cannot make it.  

 

• Recycle and dispose of e-waste properly. 

Inappropriate throwing of e-waste is a more 

hostile problem as we speak, as its volume is 

increasing every year. For this reason, major 

business brands provide their customers with a 

platform to recycle their old electronics. 

 

• Maintain the electronics. 

Effectively taking care of electric gadgets and 

appliances is a way of killing two birds with 

one stone since it could halt the production of 

e-waste and, at the same time, save money 

since it could function longer. 

 

• Store data online 

Cloud services are effective in minimizing 

environmental effects. By keeping data online, 

we can access the data from any place all over 

the globe. There is no need to take other 

storage devices. 

3. Methodology 

This study is based on an online survey. The 

questionnaire was prepared with multiple-choice 

questions that comprised general information about the 

respondents (age and gender) and knowledge in regards 

to the topic, such as the proper e-waste disposal 

technique, country produces the most e-waste, e-waste 

hackable after being thrown away, country hosts the 

biggest digital dumping ground, the main causes of e-

waste, its effect on children within the proximity of the 

dumping ground, environmental pollution and the main 

victim of e-waste. The data obtained from the survey 

was computed in Microsoft Excel for analysis. The 

statistics of each question were presented in the form of 

tables, pie charts and bar charts, as shown in the next 

section. 

4. Result and discussion  

In total, 75 respondents took this survey. 69.3 percent of 

the respondents were male, and 30.7 percent were 

female. Therefore, most of the respondents are males. 

The survey was taken by people ranging from the age of 

19 and below or 20 to 49. None of the respondents over 

50 years old participated in this survey. About 74.7 

percent of people aged 19 and below took this survey, 

while 25.3 percent of respondents aged 20 to 49 took 

this survey. Seventy-six per cent of respondents choose 

to give to a reliable e-waste company. Moreover, 18.7 

percent of respondents choose to throw e-waste in the 
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rubbish bin, while 4 percent throw e-waste by throwing 

it in the streets, and 0.3 percent of respondents choose to 

burn e-waste. The right answer is to give it to an e-waste 

company, as shown in Fig. 1. Based on a study, 

Switzerland and Germany tackled the e-waste problem 

efficiently. All these countries have a specialized 

company that handles it, such as the Public Waste 

Management Authorities (PuWaMa) of Germany or the 

Producer Responsibility Organization (PROs) of 

Switzerland [6]. 

 

 
Fig. 1: Respondents way of disposing E-waste 

 

 

 
Fig. 2: The Country that produces the most E-Waste 

 

Based on Fig. 2, respondents think China produces the 

most E-waste, with 58.7 percent of respondents, USA at 

25.3 percent, and Canada and Ghana, gaining 8 percent 

of respondent choices. Unsurprisingly, China produces 

the most e-waste, amounting to 7.2 tons per annum. 

However, it is also worth noting that Norway tops it all 

in kg per capita, at 28.3 [7].  

 

Fig. 3: Result of respondent regarding the prospect of E-

Waste being hackable 

Fig. 3 represents respondents' view on whether they 

think e-waste are possibly hackable once thrown away. 

As we can see, 72 percent of respondents said yes while 

28 percent of respondents said no. Fig. 4 illustrates the 

percentage of people's predictions on which country 

would have the largest digital dumping ground. Brazil 

was the most chosen, at 41.3 percent, followed by 

Ghana, which had 25.3 percent of the respondents’ 

choices. Mexico came in third, sharing 18.7 percent, 

while Kenya received 14.7 percent. Most respondents 

chose Brazil as the world's biggest digital dumping 

ground.  

Fig. 4: People’s view on who shares the biggest E-

Waste dumping ground 

 

Fig. 4 illustrates the percentage of people’s predictions 

on which country would have the largest digital 

dumping ground. Brazil was the most chosen, at 41.3 

percent, followed by Ghana, which had 25.3 percent of 

the respondents’ choices. Mexico came in third, sharing 

18.7 percent, while Kenya received 14.7 percent. Most 

respondents chose Brazil as the world's biggest digital 

dumping ground. However, statistics showed Ghana is 

the worlds’ largest digital dumping ground [8]. 

Good Way to Dispose E-Waste

E-waste company throw in street

burn it throw it in rubbish bin
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Fig. 5: Main causes of E-Waste 

 

Based on the above Fig. 5, our respondents regarded 

improper disposal as the main cause of e-waste, gaining 

44 percent of the responses. On the other hand, 11 

percent of respondents chose population growth, 8 

percent chose pollution, and 37 percent assumed due to 

technological advancement. In truth, the main 

contributor to e-waste is the failure to dispose of it 

effectively. Countries usually lack appropriate 

infrastructure, legislation, quantification measures and 

funding, resulting in a mass accumulation of e-waste [9].  

 

 

Fig. 6: Effect of E-Waste on children near the digital 

dumping ground 
 

The pie chart in Fig. 6 shows respondents’ views on the 

effect of e-waste on children near digital dumping 

grounds. 29.7 percent of the respondents chose the 

answer of the possibility of the children getting sick. 

51.4 percent chose the answer of children getting 

chronic diseases, 17.6 percent of children would get a 

chance to learn technology, and 1 per cent would get 

money. Children exposed to e-waste are highly likely to 

get a chronic illness or disease. It could harm the 

nervous, immune, reproductive and digestive systems. 

Due to this, they would have permanent, irreversible 

damage to their body (World Health Organization [10]. 

The pie chart in Fig. 7 below shows the possible types 

of pollution e-waste can do to the environment. 50.7 

percent of respondents chose soil pollution,17.3 per cent 

chose water pollution, and 32 per cent chose air 

pollution, concluding that soil pollution is the main 

pollution mostly caused by waste. E-waste produces all 

types of pollution. It affects the air from the open 

burning and dust emitting into the air, while water is 

polluted when chemicals used are improperly treated 

and let out into the normal world. However, soil 

pollution is the most harmful form of pollution caused 

by e-waste [11], [12]. Toxic chemicals would be 

absorbed into the soil, which later would be used for 

farming. This would then grow harmful foods that 

humans would consume. In other words, it slowly and 

silently kills people who ate the food produced. 

 

Fig. 7: Respondents’ view on the possible pollution due 

to E-Waste 

 

 
 

Fig. 8: People affected by E-Waste 

The types of people affected by e-waste are shown in 

Fig. 8. 62.2 percent of respondents chose that workers 

working at digital dumping grounds are affected most 
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27 percent of respondents chose people who dispose of 

their e-waste, and 10.8 percent of respondents chose 

people who recycle e-waste. In conclusion, workers 

working at digital dumping grounds are affected the 

most by e-waste. The people that are most affected are 

those who work near the dumping ground. As stated 

before, e-waste causes air, water and soil pollution. 

Therefore, anything they do has a chance of being 

contaminated, thus harming them, especially in the long 

term. 

5. Conclusion 

E-waste is one of the rapidly growing environmental 

problems around the world. This is because of the lack 

of awareness and appropriate information on disposing 

of these wastes. Another reason for the rapid growth of 

E-waste is technological advancement. As technology 

advances, the old technologies will be left out because 

they are outdated. Furthermore, because of the ever-

growing rate of technological advancement, we are 

creating more waste than ever every day. Most of these 

wastes are hazardous to the environment, and due to the 

growing amount of waste, we are damaging the 

ecosystem more and more every day [13]. Moreover, 

very few authorities are making any necessary moves 

yet. We hope the government can create more 

campaigns and talk about e-waste, its destructive 

properties and what we can do to stop this 

environmental crisis. The school authorities must also 

create awareness in kids and young adults so they would 

not even destroy the future. We hope the government 

and school authorities take immediate action to reduce 

this environmental crisis. 
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Abstract 

The rise of social networking websites has been seen in recent years. Everyone will be spending most of their time 

on social networking websites such as Facebook, Instagram and Whatsapp. The great advantage that this social 

networking website offers benefited many of the users. It can help people to promote themselves or their business 

to gain more popularity and also customers through these social networking websites. There are many cybercrimes 

that can be identified which are identity theft, hacking, fraud and so on. The emergence of cybercrimes has created 

an awareness so that the users will know what the common attacks are and how they can be prevented from being 

lure and being a victim of this attack. This research will discuss about the attacks and how these attacks can be 

prevented by the users. 

Keywords: Social Network, Cybercrimes, Digital World 

 

1. Introduction 

Social network has been growing in the 21st century 

and has become one of the trend that people use to 

communicate everyday. Social network is connecting 

with different individuals using the internet through 

social media websites [1]. It allows many individuals to 

be connected to each other and thus allowing many 

people to have communication with each other around 

the world. Social networking has been so popular 

because of the great ability and the features that it offers. 

The number of social networking sites has been growing 

from time to time. Some of the popular social media 

application and websites are Facebook, Whatsapp, 

WeChat, Instagram, Twitter, Google + and Skype. An 

example will be Facebook that have over 2 billions of 

active users each month based on Fig. 1 as of June 2017 

[2]. 

Each of the social media platform have different 

features and design in it. There are many reasons why 

social networking has gain so much popularity over the 

years. The first reason will be the opportunity to meet 

new people. We live in a world that is full of different 

culture and environment thus meeting new people from 

different countries all over the world is indeed a great 

joy for many of us.  

 

Fig. 1: Monthly users of social media applications 

 

The second reason will social networking sites are user 

friendly and thus is easy to use. Most sites are 

developed with a very user friendly interface and is easy 

to navigate which require a little knowledge to learn. 

The third reason is that it is available to use on many 

platforms such as desktop computers, tablets and also 

smartphones with different operating system. The fourth 

reason is that social networking sites are free of charge 

to use and therefore many users will certainly want to 

try and use it [3]. Through gaining popularity to this 

sites, many also get the opportunity to advertise their 

product and services thus making social networking a 

good place to start and grow your business. The fifth 

reason is that social networking sites create the 

opportunity for graduates, businessmen and also 
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professionals to find their ideal jobs and also to meet the 

people that have the same interest as theirs.  

The rise of social media certainly has a great impact on 

the community and the great benefits it has to offer but 

there also dangers in using social networking because of 

the large community it possesses and thus making user 

vulnerable to security threat and attacks. It can be 

shown that in recent years through social media that 

many have faced attacks such as scam and conned by 

users on social networking sites trying to impersonate 

another person seeking for donation and other personal 

information such as bank details and so on. There are 

very dangerous in the society and unaware users might 

be lured so this studies to help to increase the awareness 

of cybercrime in social network.  

Cybercrime can be any activities that compromise on 

the security of the users and try to exploit another user 

using the internet. It is an illegal activity that involves 

the use of computer and the internet through a platform 

like social networking to gain or to cause destruction to 

another user on the that network. Cybercrime is the 

greatest attack based on the Fig. 2 that shows the 

motivation of the attackers [4]. 

 
Fig. 2 Motivation behind attacks 

 

Cyber criminal can be categorized into many aspect. It 

can be broken down into a few different parts which are  

• A website lure a users to click on an image or a 

link to visit another website that can spread 

malware to the users computer to take control 

and gain information from the users computer.  

• A scammer try to claim to impersonate 

someone to be a bank staff to gain personal 

information such as password or even donation 

by creating a fake account.  

• The hackers hack your social networking 

account to use as a way to get details from 

close people like family.   

 

The danger to the victim here is that, they can lose their 

information in a matter of minutes.  It will be a big 

problem to many society and what's more dangerous is 

that one victim can lead another victim to be a victim. 

For example, a victim receive an email regarding a free 

gift that can be obtained if they follow the steps to 

complete it on a website, but he or she sends it to her 

many friends on Facebook thus making them to be a 

victim as well because of the person doing things 

unknowingly. 

2. Literature Review 

2.1. Detecting Compromised Accounts on Social 

Networks 

Social networking is one of the most used website in 

today’s internet world. Social networking is a website 

that uses the internet to bring people together to share 

information, ideas and also make new friends. This can 

also be known as social media. Everyone loves to use 

social media because it is convenient and free. Social 

media websites such as Facebook, Instagram, Twitter 

and Whatsapp can all be accessed on various platform 

such as smartphones, tablets and computers. This has 

been a great advantage to many users around the world. 

Social networking has been very demanding and 

popular but the ever increasing of cyber criminals 

activities are also increasing as well making it very 

dangerous.  

The study on detecting compromised accounts on social 

networks by Manuel Egele, Gianluca Stringhini, 

Christopher Kruegel and Giovanni Vigna will be 

discussed. The act of compromising on social network 

accounts has been a great and profitable job that has 

benefit the cyber criminals. The reasons here is because 

the speed and reliability of social medias account. By 

targeting a social media account of a famous artist that 

have many followers and by sending out fake messages 

can be able to scam many thousands of users that have 

follow that famous artist. It is very dangerous because 

once an attacker managed to compromise a social 

network account, the person can use it for many 

purposes such as sending out spam messages to people 

or even phishing web sites link. It is a higher benefit for 

attackers to target large and popular company that has 

large amount of followers like news company.  

Fake accounts and legitimated hacked accounts have 

different characteristic so the system is harder to detect 

because it is not the fake accounts that is created by a 

user, it has been a good standing account but it is being 

compromised. This research introduced COMPA which 

is basically a detection system that is designed to 

identify compromised social network accounts. 

COMPA is use to monitor the habits of the user in a 

social network account [5]. A person who uses social 

media like Facebook usually have a fairly stable 

behaviour from the messages that is being send or the 

amount of time that the person is active.  How this 

works that COMPA will actually build a behavioural 
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profile for social network accounts and then it will start 

to monitor and compare the new messages that is being 

sent by the account, if it looks different from what it 

usually is then Compa will flag it as being compromise. 

There are two common use to detect compromise 

account and the first is call suspicious group. Suspicious 

group are those that send and do more than what the 

accounts normally do. For example, account A usually 

send out 50 messages a day and averages about 45 per 

month, but that particular month itself, it exceeded the 

regular threshold by sending over 500 messages a day. 

It can be easily be detected especially if the amount 

raise too significantly.The second is call bulk 

application.   Bulk application are the one that send out 

large amount of messages with the same amount of text 

and words.  

The studies have evaluated both social media websites 

which are Facebook and Twitter. The data collection 

method was to collect real time tweets from Twitter and 

ran Facebook experiments on a large dataset crawled in 

2009. The advantages of COMPA is able to identify 

groups of compromised accounts that are to distribute 

malicious messages on this accounts. 

The limitation of this studies is that if the attacker is 

aware of COMPA, the attacker learn about the victim’s 

behaviour before compromising so that COMPA cannot 

detect the unusual behaviour of the account because of 

the similarity of the action that is being possessed by the 

attacker that imitate the action of the victim. Besides 

that, social networking sites are harder to gather data.    

 

2.2. Cyberbullying detection in the Twitter 

network 

The rise of social networking websites has been such a 

great impact to many users in the world. Many use this 

opportunity to gain new friends, establish new 

relationship and also to connected with family and 

friends. Although it has been seen by many as a benefit 

but the use of social networking websites has been so 

popular that many have use it in the wrong manner to 

abuse it and gain advantages over it but causing harm to 

another. The discussion in this literature review is by 

Mohammed Ali Al-garadi , Kasturi Dewi Varathan and 

Sri Devi Ravana which is about the experimental case 

of cyberbullying detection in the Twitter social 

network[6].  

Firstly cyberbullying can be defined as the use of 

information and communication technology on the 

internet and it can on any social media platform for 

example Facebook, Twitter, Google+ and also 

Instagram to harass another user. This research and 

studies is to focus on how cyberbullying happens on 

Twitter. The study is to improve the detection rate on 

detecting cyberbullying on Twitter that has been done 

by detecting the use of offensive language on Twitter. 

The detection of of abusive language can include the 

use of acronyms and words that can increase the 

cyberbullying classifier. Cyberbullying can be also 

associated with the aggressive behaviour of the users on 

Twitter. As certain words can be harder to detect 

because the words needs to be read as a whole sentence 

to know whether it is offensive or not. In this case, 

plenty of information that needs to be utilized to achieve 

and accurate detection to says that the particular tweet is 

dangerous and abusive. The detection of vulgar words 

can also be used as this also a signal of offensive 

behaviour. The cyberbullies can also use many ways to 

tweet and of way is to use abbreviation or acronyms to 

shorten the sentence.  The studies uses machine learning 

algorithms to detect the words with various method. 

They are four different ways that has been used which 

are NB, LibSVM, random forest and KNN. This are all 

the method that is used the various results and 

conclusions has showed that the study of abusive 

language and cyberbullying will required the machine to 

adapt and new learn words as time goes on because new 

vulgar words with abbreviation may be form and thus 

making it difficult to detect. The studies suggest that 

using other social medias can also improved the 

learning process of the system so that cyberbullying can 

be resolved and reduced in the community of social 

networking users.   

2.3. Organised crime goes online: realities and 

challenges  

The Internet is like a vast galaxy of interconnected 

networks that allows many transactions and events 

taking place virtually from the whole world - including 

cyber crimes and also Internet-facilitated organized 

crime. The study of the realities and challenges of 

organised crime online by the author Anita Lavorgna 

will be discussed. 

Cyber crimes are known as a group of criminals that 

uses ICT infrastructure to commit crimes, such as 

phishing, malware injection, Denial of Service, and so 

more. However, in this world we are living in, 

organized crime groups (OCGs) have existed for long 

time and have conducted crimes offline. This paper 

mostly discussing on how these OCGs make use of 

Internet or online presence to evolve themselves in 

today’s situation where everyone is more Internet-

dependant. 

The data for this paper are from interviews and also data 

collected from law-enforcement officials and experts 

researchers in the United Kingdom, United States, and 

the Netherlands. 120 case studies regarding crime with 
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the usage of Internet are also taken into the analysis of 

this paper. 

This paper focuses on two types of OCGs, one is 

traditional business-style groups, the other is mafia-style 

groups. The type crimes committed by these business-

style OCGs are identified - mostly on trafficking 

activities such as wildlife, human, psychoactive 

substances (drugs), and also fake medicines. These 

criminal activities are more to businesses motive and 

thus using the Internet to facilitate online. With the use 

of online social forums, instant messaging feature for 

example, it is easier for these crime groups to conduct 

and also expand their businesses ties with the client.  

Mafia-style groups, however, were found to be still 

grasping on the use of Internet technologies for their 

criminal activities. Trafficking and gambling activities 

were their main focus. However, mafia-style groups as 

are mostly depend on a territorial and political trust, 

hence face-to-face interactions are needed. The highest 

hierarchy of this group were found to be mostly leaded 

by a leader who are not fancy of the use of the Internet. 

However, as these groups keeps evolving in the future, 

the usage of Internet in their criminal activities are to be 

expected as new generations will lead in the future.  

The previous points discusses the reality of these OGCs. 

The challenges however, observed on legislation and 

policies for these Internet-mediated crimes. It is found 

that the regulatory policies regarding these crime 

activities via the Internet are not enough to control them. 

The instantaneous and universality of the Internet makes 

these inhibits these regulatory policies to fully take 

effect. Other challenges found for legislation and 

policies are such as different approaches applied in 

different countries as some of these countries have 

difference in experience in regards to tackling online 

crimes and carrying out investigations. [7] 

 

2.4. Privacy and Security Issues in Social Online 

Networks 

Social networking has becoming a necessity in today’s 

society as more people in the world are having easier 

access to the Internet. However, this new necessity can 

bring a potential danger especially to new and also 

“naive” users of online social networks, especially 

teenagers. In this paper by Radhika Bhagat, Rajvi Modi, 

Palaumi Patel, and Harshil Joshi discusses about the 

potential privacy and security threats in social online 

networks today. 

Users of online social networks were discussed in this 

paper. Most of the users using social network sites 

(SNS) to get informations and happenings all around 

them instantaneously. Personal information were 

propagated by them using SNS. Users of SNS tend to 

take security lightly and this poses security and privacy 

threat upon their account. 

Among the security issues discussed in this paper are, 

firstly, identity theft. It is defined as an action of 

acquiring someone’s identity without permission and 

misusing it for malicious purposes, such as fraud. The 

author(s) suggested that users of SNS should not simply 

accept unknown friend requests and check the 

requesting account beforehand for safety. 

Secondly, phishing is also a security issue found in SNS. 

Preparators of phishing uses ‘mock-up’ websites to lure 

users into logging in and thus exposing their sensitive 

credentials such as login credentials. Author(s) 

suggested users to always use trusted devices to log in 

to accounts and be wary of unknown websites. Other 

security issues found in SNS are such as brute force 

attack, Sybil attack, and Trojan attack. 

Privacy issues in SNS were also discussed in this paper. 

Privacy settings is said to be always overlooked by most 

SNS users therefore this poses a huge privacy risk to 

them as social networks get to hold users sensitive data. 

It is found that some users even share their sensitive 

data, whether aware or unaware. 

Among privacy threats discussed are such as cyber 

stalking, whereby most SNS has made it easy for these 

lurkers to stalk users’ profiles without adding them as 

friends. Author(s) suggested users to keep their profiles 

privacy mode hidden and only to be shown to trusted 

parties only. Secondly, cyberbullying also a privacy 

threat found in SNS. Cyberbullying example are such as 

commenting illicitly on people’s photos or posts and 

also tarnishes one’s reputation online, mostly 

anonymously. Author(s) suggested users to keep things 

shared on SNS away from third party users and also be 

wary of them. 

Other privacy threat includes profile cloning, whereby 

preparators create another account with similar 

information as the users’, and therefore performing 

malicious actions online to the victim’s friends.[8] 

 

 

2.5. Cybercriminal Networks, Social Ties and 

Online Forums: Social Ties Versus Digital 

Ties Within Phishing And Malware 

Networks 

As we are living in a digital age, everything is adapting 

to it. Not just people, and organizations as a whole, but 

even cyber criminals too. The usage of digital means 

such as Internet, and its platforms such as forums, social 

networking services, has made it easier for individuals 

to get together and communicate anywhere and anytime. 

This paper, authored by E. Rutger Leukfeldt, Edward R. 

Kleemans and Wouter P. Stol, discusses about 
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cybercriminal networks applying social ties and/or 

digital ties for their activities and recruiting. 

A social network usually formed by actor to another 

actor with ties between them that defining their 

connection and relationship. A social tie are usually 

formed via social contact, for example, meeting in a 

specific place such as cafes, to engage social activity. 

Digital tie can be formed virtually online without social 

contact such as using forums. 

Social relationships are crucial in criminal networks. 

However, social relationships are highly clustered with 

existing relationships such as contacts from former 

workplace, friends, family, and these relationships are 

said to yield less opportunity. With Internet, the 

boundaries of traditional social network are blurred and 

“specific offender convergence setting” can take place 

via online forums where these cybercriminals can get 

together and share information online from different 

places and also recruit new members or enablers. 

The origins and growth of cybercriminal groups were 

mostly investigated in this paper. The data for this paper 

is taken from 18 Dutch police files on cybercrimes that 

provides them with knowledge cybercriminal networks 

and its members. 

Four models of growth were developed in this paper. It 

is found that cybercriminal networks’ growth are 

associated with recruitments of enablers - professional 

and/or recruited. These enablers provides services to 

cybercriminals to give them access to useful and 

relevant information such as credit card information and 

postal information details. The four models of growth 

consists of the first stage, that is “entirely through social 

contacts”, second stage “based on social contacts; 

forums for recruiting specialists”, third stage “based on 

forums, with social contacts used to recruit local 

criminals” and fourth stage that is  “entirely through 

forums”. 

It is found that most of the cybercriminal networks uses 

social contacts entirely (first stage) to grow their 

network and does not use online forums. However, in 

future, forums may become a more common place for 

the growth of cybercriminal networks in this digital era. 

[9] 

 

3. Methodology 

The methodology used in this paper are are as follows: 

• Questionnaire 

A set of questionnaire created in Google Forms 

is distributed online for respondents to fill in. 

The respondents sample size is taken among 

students of UCSI University as a representative 

of the public society. The questionnaire would 

help to analyze the approaches and actions 

taken by the society in dealing with online 

social networks, especially in situations that 

may cause cyber crimes to take place. 

• Social network visualization 

A Facebook dataset from Stanford Network 

Analysis Project (SNAP) are used to 

demonstrate and visualize how actors are 

connected in social network such as Facebook. 

[10] Social network analysis visualization tool 

used is Gephi. 

4. Result and discussion  

We have found that the problem with cybercrimes will 

continue to increase as more users increase in the use of 

social media. This is because the great number of users 

can be a good target for the hackers and attackers 

because it can be very lucrative if the hacker is being 

able to compromise millions of users at once. That is 

why online social media has also been a dangerous 

platform to know friends because of the use of a device 

and a face to face conversation has not been done and 

that makes it very difficult to know the real person’s 

identity. The person can be a boy on Facebook talking 

to another person, but in reality she is a girl. That is 

really a very dangerous act and it can cause many 

unwanted things to happen on social media websites. 

Nowadays, because people are also attracted by free 

stuff and gifts only, it can be such an easy way to cheat 

people because of the lack of knowledge the users 

possess and thus it is very dangerous for users to click 

on links that link to malicious website that can harm the 

user’s computers.  

To find out how actors connected to each other in a 

social network, we have used a social network analysis 

tool software Gephi to visualize the network based on a 

dataset collection from Stanford Network Analysis 

Project (SNAP). This dataset is particularly from 

Facebook. As shown in Fig. 3 this is the result of the 

visualization projected from the dataset. The type of the 

dataset is undirected, it has 4039 nodes, and 88234 

edges. 
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Fig. 3 Result of the visualization projected from the 

SNAP dataset 

Fig. 4 shows our simulation on how a group of “rogue 

actors” can affect the social network. These “rogue 

actors” nodes are represented in color red. This shows 

that a small group of them can have quite a spread 

impact on the network. Note that this dataset is not a full 

dataset from Facebook - it is collected from SNAP 

survey participants on Facebook. However, a small 

dataset can be observed quite complex. 

 
Fig. 4 Simulation on how a group of “rogue actors” can 

affect the social network 

 

The questionnaire was distributed online and conducted 

via Google Forms. Over 35 respondents responded to 

the questionnaire. Questions asked were about their 

online social network service they are using, how do 

they use, how many connections they have, how do they 

react with unknown person on social network, and so on. 

The results are shown in the charts and graphs below. 

Based on the chart above in Fig. 5 asking about social 

network that is being used by the respondents and 

Facebook has the highest amount of users based on the 

survey done. It clearly shows that Facebook is still the 

most popular social network website that is use among 

the people. 

 
Fig. 5 Social Media used 

 

The pie chart above in Fig. 6 shows that many people 

have many friend on social networking website and it 

can be clearly seen that many spend time on social 

networking site making new friends.   

 
Fig. 6 Number of friends on social networking site 

 

Fig. 7 shows that most of the respondents accepts friend 

requests even if they don’t know the person well. 

Although the difference between those who answered 

Yes and No is quite minimal, this shows that there are 

people still doing that practice. 

 
Fig. 7 Friend request acceptance 

 

Fig. 8 shows that most of the respondents do get a 

private message from unknown person on online social 

networks. 

 

 
Fig. 8 Receiving private messages from unknown 

person on online social networks 

 

Fig. 9 shows that many messages that is being sent to 

the user are mostly an advertisement with a link 

attached to lure the users to go to another website. The 

next is the attempt to get to know you more which is 

very common in social networking sites because is a 

platform to get to know more new friends. The last is 

just a simple link without any description. 
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Fig. 9 The typical messages 

 

Fig. 10 shows that many users will still click on the link 

even is a banking website. It shows that many users will 

click if the link looks trustworthy. Which the yes has the 

highest user.   

 
Fig. 10 Clicking links on website 

 

Fig. 11 shows that many users are being added into 

unknown groups by other people that they do not even 

know. 

 
Fig. 11 Added to group chat by unknown person 

 

Fig. 12 shows that there are people who are being 

tagged by others into a picture which their faces are not 

even in. This shows that many people are being by 

others as a way of advertising their product. 

 
Fig. 12 Anonymous tagging 

 

Fig. 13 shows that they are many people who use 

Facebook do not set their post to public because and 

prefer to be private. This is a good measure of the users 

to prevent unwanted use for comments by unwanted 

users. 

 
Fig. 13 Privacy settings 

 

Fig. 14 shows that many people do not check and see 

who is the publisher of the content creator before 

allowing others to access their Facebook page and 

content. 

 
Fig. 14 Publisher details and privacy policy 

 

Fig. 15 shows that many have not being cyber bullied 

on social network sites and that is a good thing. 

 
Fig. 15 Cyberbullied 

 

Fig. 16 shows that they are many users who will just 

accept friend request without thinking twice whether the 

person is real or not. This is pretty dangerous as this can 

allow hackers to compromise other users. 
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Fig. 16 Accepting anonymous friend request 

 

Fig. 17 shows that many users are still very unaware 

that cyber crime is dangerous and this users will require 

need to have more knowledge if they want to keep 

themselves safe. 

 
Fig. 17 Awareness on cyber crime 

 

Fig. 18 shows that many are still in the middle and some 

still think that social networking websites is still unsafe 

and is dangerous to many people. 

 
Fig. 18 Safety of social networking sites 

 

5. Conclusion 

Social networking has been really a good way to 

communicate with friends and family and thus make life 

happier and more joyful. This is because of the 

convenience that is offer and many users love using it 

and have spend hours and hours a day just to go through 

social media and looking at post posted by others. The 

security of this social medias websites has improved 

over the years but there are still many loopholes that be 

compromised by the hackers because of the lack of 

knowledge that the users have and thus making users 

more vulnerable to attacks. One common mistakes that 

most users make is to create a password that is similar 

to their birthday date or telephone number and that 

makes easy for many to easily compromise his or her 

account. Besides that, talking to an unknown stranger 

can also be very dangerous especially those who are 

seeking for new friends and are desperate, they tend to 

do things without thinking of the danger. 

From the findings gathered in the previous section, it is 

apparent that because of the way on how online social 

networks users uses the platform, it contributes to the 

emergence of the cyber crime in online social networks. 
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Abstract 

Music is an important part of human life and culture, and it can affect people’ s emotions and moods. However, 

choosing music from a large library can be a challenging and time-consuming task. In this paper, we propose a 

facial expression recognition-based music recommendation system that can recommend suitable music which 

matches the user’ s current mood. The system uses a camera to capture the user’s face and a convolutional neural 

network model which trained facial emotion recognition database to recognize seven basic emotions: anger, disgust, 

fear, happiness, sadness, surprise and neutral. The paper contributes to the research of facial emotion recognition 

and music recommendation and provides a convenient way for people to enjoy music. 

Keywords: Facial Emotion Recognition, Music Recommend Systems, Convolutional Neural Network 

 

1. Introduction 

With the development of the Internet of Things (IoT) 

technology, various smart homes are entering the public 

eye, and AI voice assistants used to unify the 

management of various smart home appliances have 

also emerged. People control the use of various 

electrical appliances and furniture in the same network 

by giving commands to the AI voice assistants with 

their words, while many AI voice assistants have added 

many other functions in addition to the basic home 

control functions in order to increase the diversity of 

functions, such as music recommendations. When 

people are looking for music to listen to, they are often 

confused about the choice of music and are looking for 

some suggestions to help them choose, since it is often 

difficult to choose the most suitable music from a large 

library of thousands of songs, and music 

recommendations are one such feature that can reduce 

the difficulties users have in choosing music [1].  

However, the music recommendation function 

sometimes does not meet the user's needs, and there are 

often situations where the recommended music conflicts 

with the user's current mood, such as recommending sad 

songs when the user is happy, or recommending songs 

with a strong rhythm when the user needs to calm down 

[2]. Therefore, how to make the computer quickly and 

accurately recommend the right song to the user is a 

problem that needs to be solved. It should be noted that 

facial expressions account for two-thirds of human 

communication and are one of the most important 

means of expressing human emotions. In the absence of 

facial expression recognition, AI is sometimes unable to 

give correct and rapid feedback through speech alone. 

For example, the same phrase what's up may have 

different meanings depending on the emotion, it may be 

a greeting between acquaintances, or it may be a 

concern to ask what difficulties you are experiencing, so 

people hope that computers will be able to understand 

human emotions and give correct feedback, bringing 

people a better experience with more intelligent human-

computer interaction [3].  

For this problem, we will use a camera to capture the 

user's image, use python deep learning based facial 

expression recognition technology to identify the user's 

current mood, and select the music that matches the 

user's current mood from the music categories in the 

database that apply to different moods to recommend 

music to the user, thus trying to reduce the user's 

anxiety in choosing music and improve the user's 

experience 

2. Literature Review 

Communication is a bridge to build interpersonal 

relationships, people send or obtain information through 

communication, and facial expressions are an important 

means and factor to help people understand the 

information conveyed by others in communication, 

according to the survey [4] the non-verbal component of 

communication reaches about 55% of interpersonal 

communication, and as an important category of non-

verbal component, the study of human facial 

expressions is not only in medicine and psychology, its 
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wide application prospects have also led to its 

widespread interest in computer science [5]. 

As early as 1971, two American psychologists, Ekman 

and Friesen, had systematically studied facial 

expressions and in 1978 developed and defined the 

Facial Action Coding System (FACS), a system for 

recognizing various human emotions by representing 

different facial expressions in terms of different facial 

muscle changes. The system encodes specific facial 

muscle changes, called Action Units (AUs). Fig. 1 

shows the main types of Aus. 

 

 
Fig. 1. The main types of Aus 

 

It is well-known that human beings have six basic 

emotions (BEs), namely happiness, surprise, anger, 

sadness, fear and disgust, on the basis of which Du et al 

[6] have proposed 22 compound emotions (CEs) made 

up of combinations of basic emotions with each other, 

and different combinations of AU classify these facial 

emotions to facilitate identification, e.g. AU 

combinations 1, 4, 20, 25 can be identified as fear 

emotions. Fig. 2 shows the main types of human facial 

emotions represented by the various AUs combinations. 

 
Fig.2. The AUs combinations that can be observed in 

different human facial emotions [5] 

 

3. Method 

This system implements a music recommendation 

system based on facial expression recognition on the PC. 

Fig. 3 shows the steps for facial recognition. 

 
Fig.3. Steps for facial emotion recognition 

 

The aim of this system is to use the computer's powerful 

computing resources to quickly and accurately 

understand human emotions and recommend more 

appropriate songs to the user, bringing a smarter 

experience to people.  

The system was developed on a PC with Windows 10, 

64-bit operating system, Intel-i7-10510U CPU, 16G 

Byte RAM, PyCharm 2022.2.2, OpenCV-3.4.4.19 

compilation environment and python as the main 

programming language. Tests of the system were also 

carried out on this machine. 

The process of using this system can be simply 

summarized as capturing the user's image using the 

local camera, using deep learning based facial 

expression recognition technology to identify the user's 

current mood, and recommending music that matches 

the user's current mood from the downloaded music that 

has been categorized into different mood folders, thus 

trying to reduce the user's anxiety in choosing music 

and improve the user's experience. Fig.4 shows the 

workflow of this system. 
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Fig. 4. System workflow diagram 

According to the need, the design of this system as 
shown in Fig. 5 is mainly divided into seven modules 
such as Image pre-processing, Face detection, Emotion 
recognition, Music download, Music classification, 
Music recommendation and Music playing: 

1) Image pre-processing module: the image captured 
by the local camera is pre-processed, the pre-processing 
process is mainly to convert the colour image into a grey 
scale image, which is convenient for face detection.  

2) Face detection module: face detection is 
performed on the grayscale image, after the face is 
detected, a rectangular box is drawn on the original 
colour image to frame out the face, in preparation for 
expression recognition.  

3) Emotion recognition module: The detected face 
image is fed into the expression recognition model for 
expression recognition. The recognition model is a 
convolutional neural network model with parameters 
trained to recognize the face expression and return the 
result. 

4) Music download module: The crawler crawls the 
MP3 file of the searched music from the music playing 
website and downloads it to the local area, while 
crawling the corresponding lyrics and saving them in txt 
format, so as to prepare for music classification. 

5) Music classification module: count the emotion 
value of each emotion word in the text according to the 
emotion dictionary, and classify the music files 
corresponding to the lyrics according to the emotion 
value. 

6) Music recommendation module: according to the 
expression recognition result, a song is randomly loaded 
from the local music folder of the corresponding emotion 

7) Music playing module: play or pause the loaded 
song. 

Among them, the core function of the system is 
Emotion recognition, the recognition result will be 
directly related to the quality of the system, the 
appropriateness of the recommended music. 

 

 

 

 

Fig.5. Structure diagram of the system modules 

 

3.1. User Interface Design 

A clean and aesthetically pleasing user interface (UI) 
provides a good user experience and helps users to 
interact easily with the software system. Here the UI is 
designed by using PyQt5, a GUI framework for the 
Python programming language, which makes it easy to 
implement powerful user interfaces using a variety of UI 
controls. The main controls used in this system are Label, 
Button, Line Edit and Timer. 

Fig. 6 show the design blueprint of the UI and 
screenshots of the actual UI interface respectively, with 
the functions of each UI control as follows: 

1) close_btn: Button control, used to close the whole 
system. 

2) title_label: Label control for scrolling the name of 
the currently playing music file. 

3) result_label: Label control, used to display the 
result of face expression recognition. 

4) camera_btn: Button control for turning the local 
camera on and off. 

5) play_btn: Button control to control the playing and 
pausing of the currently loaded music. 

6) next_btn: Button control for randomly loading a 
piece of music from the folder matching the expression 
recognition result. 
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7) detect_btn: Button control that detects the user’s 

current expression, returns the result and displays it in 
the result_label. 

8) searchMusic_LEdit: Line Edit control for entering 
music names in preparation for music downloads. 

9) download_btn: Button control for crawling and 
downloading mp3 files and lyric content of the music 
entered by the user. 

10) camera_label: Label control to display the image 
captured by the camera. 

 

Fig.6. Design of the UI 

3.2. Design of Convolutional Neural Networks 

The design of the network structure affects the 

model performance and the accuracy of the 

classification. A good network structure can extract 

features more efficiently and reduce the training time. 

This system uses the convolutional neural network 

structure designed by Zhou [7] as the basis for 

classification. It achieved good recognition results on 

both the FER-2013 test set and the dataset [8]. The 

structure of this convolutional neural network consists 

of a 48×48 input layer and a 1×1 convolutional layer 

to form the first group of layer sets, and two consecutive 

convolutional layers with filter sizes of 3×3 and 5×5 

followed by a 2×2 maximum pooling layer to form the 

second and third group of layer sets. Each convolutional 

layer uses ReLU as the activation function. The second 

group of layers has one more convolutional layer than 

the first group, which means that further refinement of 

features can be learned based on the first group of layers. 

The detailed structure of the network parameters is 

shown in Fig. 7.   

 

 

 

 

 
Fig.7. Network structure parameters [7] 

3.3. Design and implementation of the main 

functions of the system 

The music recommendation system based on facial 

expression recognition is divided into seven modules, 

and the main functions of each module are briefly 

introduced above. 

Image pre-processing module 

In order to ensure consistency in face size and 

position as well as face image quality in face images 

and to improve the efficiency and accuracy of face 

recognition, the images acquired by the camera need to 

be pre-processed prior to face detection, which can 

significantly reduce the computational effort of the 

device. The main task of pre-processing is image 

greyscale, which means that the image is unified into a 

grey-scale map of a specified size. In actual use will 

meet the image acquisition effect is not good, such as 

lighting and other factors cause image results are not 

good, and ultimately affect the recognition results, and 

the grayscale process can effectively remove these noise 

influence, after the grayscale, the influence of the noise 

is reduced to a minimum.  

The method first normalises the input raw face 

image, scaling the pixel value range from 0-255 to 

between 0-1, then scales the raw face image to a 

specified image size of 48×48 and generates a set of 

face images of different sizes and orientations, 

providing more information for subsequent tasks such 

as face recognition and expression recognition, thus 

improving the accuracy and robustness of the algorithm. 

The greyscale of the images is achieved using the 

COLOR_BGR2GRAY method in OpenCV. 

Face detection module 

The prerequisite for expression recognition is that 

the recognized image contains a face component, so 

face detection is a powerful guarantee for expression 

recognition. This module uses the 

face_detection_front.tflite and 

face_detection_back.tflite models from [8] for face 

detection. 
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The method first initialises the face detector, uses 

the detectFaces() method which from detector to detect 

faces in the input image, and returns a detection result 

containing the bounding box, key points and scores for 

each detected face. Finally, the returned detection 

results are used to obtain and return the absolute 

coordinates of the face bounding boxes. 

Emotion recognition module 

Emotion recognition is the core function of this 

system, image pre-processing, face detection modules 

are all paving the way for the implementation of this 

module.  

In this method we first load a pre-trained facial 

emotion recognition model, read the video frames from 

the local camera using the capture.read() method in the 

OpenCV computer vision library, resize the video 

frames and greyscale them. Next, the faces returned by 

the face detection module are recognized for their 

emotions using the predict() method, and the predicted 

results are annotated in the original image and displayed 

in the control camera_label. 

Music download module 

The music download module mainly uses python's 

powerful crawler function to crawl music from music 

websites. The module consists of three main parts: 

music search, music crawling and music saving. Firstly, 

the searchSong() method is used to send an HTTP GET 

request to the url with the search content, and return a 

list of songs in JSON format to be prepared for the 

music download. 

Then the MusicDownload() method uses the 

returned JSON list of songs to extract the song 

information for the first song in the list, including the 

song name, artist and song ID. Then the downloadSong() 

method is called and passed the extracted song 

information. 

Finally, in the downloadSong() method, a request is 

sent to the url consisting of the song ID and a response 

is received. The music content is found in the JSON 

format response, read and saved as an MP3 file in the 

local download folder, thus completing the download of 

the music and also preparing the music for classification. 

Music classification module 

In the music classification module, we will classify 

the downloaded music according to the corresponding 

emotion and transfer the files to the corresponding 

emotion folder. For this function we rely on a sentiment 

dictionary from [9], which assigns sentiment values to 

each English word and the corresponding Chinese word 

for eight basic emotions (anger, fear, expectation, trust, 

surprise, sadness, joy and disgust) and two emotions 

(negative and positive), and saves them in a csv file for 

easy searching. We used this sentiment dictionary to 

analyse the lyrics of the song to find the emotion with 

the largest sentiment value among all the emotions in 

the text of the lyrics as the final classified emotion, thus 

determining the sentiment classification of the song. 

The code first read the sentiment dictionary and map 

the words to their corresponding sentiment values. Then 

the classify_sentiment() method below counts the 

number of each sentiment word in the input text and the 

total sentiment value based on the sentiment value of 

the word in the dictionary, thus returning the sentiment 

with the highest sentiment value as the result. 

Music recommendation module 

The music recommendation module is mainly based 

on the result of face emotion recognition, the music in 

the emotion folder corresponding to the recognition 

result will be played randomly using the method in the 

random library in python. The next_song() method in 

this module is also bound to the control next_btn, which 

is also a method for randomly switching music.  

The code first opens the path to the folder where the 

emotional music of the category is stored based on the 

results of the face emotion recognition, searches the 

folder for files ending in '.mp3', '.wav', '.ogg ' or '.m4a' 

extension, saves the path to one of the files at random, 

and finally loads and plays the music using the method 

in the pygame library. 

Music playing module 

The Music playing module is used to control the 

playing and pausing of loaded music, and is 

implemented by the methods provided in the pygame 

library.  

This method uses the Boolean variable ‘playing’ 

to determine if the music is playing and to control the 

playing and pausing of the music. When the playing 

variable is false, the music is not playing and can be 

played via the button, when the playing variable is true, 

the music is already playing and can be paused via the 

button. 

 

 

 

4. Result and discussion  

4.1. Under different light conditions 

The tests were first carried out under different 

lighting conditions and the results are shown in Figs. 8 
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and 9. As can be seen from the above diagram, under 

different lighting conditions, Fig. 8 shows the condition 

of insufficient lighting and Fig. 9 shows the condition of 

sufficient lighting, it can be seen from the figures that 

the function of the system expression recognition is not 

affected by the lighting, but the accuracy of expression 

recognition may be affected and reduced as a result. 

 

 

 

 

 

 

 

 

 

 

 

Fig.8. Insufficient light 

 

      

 

 

            

 

 

 

 
 

Fig.9. Sufficient light 

 

4.2. Testing at different distances 

The next test was conducted for different distances, 

with the face being closer to the camera and further 

away. The test results are shown in Figs.10 and 11. 

 

 

 

 
Fig.10. Distance from camera 0.3m 

 

 
Fig.11. Distance from camera 2m 

 

 

Fig. 10 shows the results of the test at a distance of 

0.3m from the camera and Fig. 11 shows the results of 

the test at a distance of 2m from the camera. After 

testing, it was found that the recognition of faces within 

two metres from the camera would not be affected; 

however, once the face is more than two metres away 

from the camera, the recognition will be affected and 

the face may not be detected, so when using this system, 

the user needs to be as close to the camera as possible so 

that the face can be better captured for recognition. 

4.3. Recognition accuracy test 

In this study, the 7 categories of "neutral", "surprise", 

"happy", "angry", "sad", "fear" and "disgust" were made 

in turn as shown in Fig. 12. The first five expressions 

matched the actual expressions, while the last two did 

not match the actual expressions. The highest 

recognition accuracy was achieved for the "happy" and 

"surprise" expressions, with over 90%, and for the 

"neutral", "sad" and "angry" expressions, with over 60%. 

The intended "fear" expression was identified as "sad" 

and the intended "disgust" expression was identified as 

"fear". The reason for this may be, on the one hand, the 

low recognition rate of these two expressions by the 

model, and on the other hand, the ambiguity of these 

two expressions, which could also be identified as "sad" 

and "fear" if judged by the human eye. 
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Fig. 12 (a) Neutral, (b) Surprised, (c) Happy, (d) Sad, 

(e) Anger, (f) Fear, (g) Disgusted expressions 

 

5. Conclusion 

Facial expression recognition has application needs in 

many scenarios, and today more and more fields have 

introduced expression recognition technology, such as 

the education field and the medical field. In order to 

meet the requirements of a facial expression recognition 

based music recommendation system, a convolutional 

neural network model based on the FER-2013, JAFFE, 

CK+ expression datasets was used in this project. A 

music recommendation system based on facial emotion 

recognition was successfully designed and implemented 

in the PyCharm development environment using the 

python programming language. It mainly includes seven 

modules: image pre-processing, face detection, emotion 

recognition, music download, music classification, 

music recommendation and music playing. After the 

design was completed, the system was also tested in 

actual use. The results showed that the system has a 

high accuracy rate of expression recognition and is 

highly practical.  However, the expression recognition 

function in this system is still inadequate for the 

occlusion, side face and distance cases. At a later stage, 

it is considered to add the expression images for the 

occlusion and side face cases to the existing dataset to 

improve the face detection rate and thus the expression 

recognition rate. In addition, the music classification 

function of the system designed in this project is limited 

to classifying music with lyrical content. In the future, 

the authors will consider improving the music 

classification algorithm and adding the classification of 

pure music without lyrics to the music classification 

module of this system. 
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Abstract 

We propose a model of reaction-diffusion phenomena using Abstract Rewriting System on Multisets ARMS, which 

is a model of Multiset Processing. Although proposed model is simple, computer simulations confirm that the Turing 

pattern is generated. 

Keywords: Reaction-Diffusion, Activator-Inhibitor, Multiset Processing , Abstract Rewriting System on Multisets, 

ARMS 

 

1. Introduction 

A reaction-diffusion system is a mathematical model of 

how the concentration of one or more substances 

distributed in space changes under the influence of two 

processes: local chemical reactions, in which substances 

change each other, and diffusion, in which substances 

spread in space. One of the most famous reaction-

diffusion systems is that proposed by Alan Turing. 

Turing showed a system that is locally stable but 

destabilized by diffusion. The spatio-temporal pattern 

that occurs in this system is called the Turing pattern [1]. 

The reaction diffusion model, which Alan Turing 

proposed is one in which two oscillators are coupled by 

diffusion (Eq. 1), where the two oscillators mutually 

activate and inhibit each other. 

𝜕𝑢

𝜕𝑡
= 𝑓(𝑢, 𝑣) + 𝐷𝑢∇

2𝑢, 

 
𝜕𝑣

𝜕𝑡
= 𝑔(𝑢, 𝑣) + 𝐷𝑣∇

2𝑣, 

(1) 

In the equation (1), 𝑢 ≡ 𝑢(𝒓, 𝑡), 𝑣 ≡ 𝑣(𝒓, 𝑡) , 𝑓, 𝑔  are 

reaction terms, 𝐷  is a diffusion coefficient and ∇2  is 

Laplacian.  

2. Methodology 

We model a system that performs activation and 

inhibition by diffusion coupling with two oscillators by a 

multiset rewriting system, Abstract Rewriting System on 

Multisets, ARMS. 

2.1. Abstract Rewriting System on Multisets, ARMS 

Abstract Rewriting System on Multisets, ARMS is a 

multiset rewriting system [2]. A multiset is defined as a 

simple set and a map, which returns the duplication of 

element. We denote the duplication (multiplicity) of an 

element as M (a), for a ∈ A and in case c /∈ A, M (c) = 

0; for example M (a) and M (b) of {a, a, b, b} are 2, and 

M (c) = 0; in the mathematical description, a multiset is 

described as; < sup, M () >, in which sup is a simple set 

of elements, in this paper we describe a multiset by 

denoting the same alphabet in its number of multiplicity 

such as {a, a, b, b} or a vector w =(M (a1) M (a2) . . . M 

(an)). 

The union of two multisets M1, M2 is the same as the 

union of simple set and in vector description, the union 

of multisets is addition of vectors w1 and w2. And 

inclusion of sets is also the same as the simple set, when 

M1(a) ≤ M2(a) for all a ∈ A, the multiset M1 is included 

in M2 and we write M1 ⊆ M2. 

A reaction rule is a pair of multiset, we denote A# as a 

set of all combinations of multisets over A and in the 

combinations, an empty multiset is included. A reaction 

rule l → r, l, r ∈ A# is described as a pair of multiset 

likewise chemical equations or a pair of its vector 

expression; and in some case, we can describe a reaction 
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rule as a vector r, r = −l + r, it is simple and good for 

examining the dynamics of an ARMS, but this 

description can not illustrate when there are the same 

species of element in the left-hand side and right-hand 

side such as a, b → a, c; in this case l = (1, 1, 0) and r = 

(1, 0, 1) and r = −(1, 1, 0) + (1, 0, 1) = (0, −1, 1). 

A reaction is described as the rewriting of a multiset, if 

the left-hand side of a reaction rule is included in a mul- 

tiset, these elements in the multiset are excluded and the 

right-hand side of the rule is merged to the multiset; the 

case when the multiset is a, a, b, b and the reaction rule is 

a, b → c, d, the left-hand side of the rule is included in 

the multiset, {a, b} ⊆ {a, a, b, b} so the {a, b} is excluded 

from the multiset and it is transformed to {a, b} and the 

left-hand side of the rule {c, d} is merged to the set and 

we obtain {a, b, c, d} by this reaction. By using vector 

ex- pression, a reaction is the addition of vectors as w − l 

+ r, 

in which l and r are vector expression of a reaction rule; 

the case when M = {a, a, b, b}, w = (2, 2, 0, 0) and the 

reaction rule is a, b → c, d, ({1, 1, 0, 0}, {0, 0, 1, 1}); and 

the reaction is denoted as {2, 2, 0, 0} − {1, 1, 0, 0} ={1, 

1, 0, 0} and {1, 1, 0, 0} + {0, 0, 1, 1} = {1, 1, 1, 1}. 

2.2. Activator-Inhibitor model 

In the activator-inhibitor model, activator X increases 

themselves by autocatalytic reaction (Eq. 2); X → X, 

X. The reaction of activator X produces inhibitor Y is, X 

-> Y, X. X is put in both reaction equations because X 

does not increase by this reaction, while only Y increases. 

X, Y -> Y describes the inhibition of increasing X by Y, 

where X decreases while Y does not change. Y → ∅ 

denotes the decreases of Y, ∅ illustrates an empty set. We 

give reaction coefficients for each rule. We give reaction 

coefficients for each rule as k_1, k_2, k_3, k4. Each 

coefficient gives the probability of firing of the rule. 

𝑋
𝑘1
→𝑋, 𝑋: r_1, 

 

𝑋
𝑘2
→𝑌, 𝑋: r_2, 

 

𝑋, 𝑌
𝑘3
→𝑌: r_3, 

 

𝑌
𝑘1
→ ∅: r_4. 

(2) 

Modelling diffusion：  

The Eq. 2 above does not include diffusion. So, we need 

to consider diffusion separately. Why does diffusion 

occur? If we put a drop of ink on clean water and watch 

it for a long time, the ink spreading on the water's surface 

will eventually dissolve into the water. No matter how 

long we keep looking at the surface of the water where 

the ink has dissolved, there is no return of the drop of ink 

when the dissolved ink is dropped on the surface of the 

water again. In other words, diffusion is the process of 

homogenizing things. 

If the state quantities of cells i and j are x_i  and x_j, and 

diffusion occurs between these cells, the amount of 

diffusion from cell j to cell i can be expressed as d=(x_j -

x_i)×D. D is called the diffusion coefficient. For example, 

let us consider a sequence of cells [2,3,1,2]. (The 

sequence of cells is indicated by enclosing the amount of 

state in each cell). For the cell with state 1, the state to the 

left of this cell is 3, and the state to the right is 2. The state 

of this cell is less voluminous than the left and right states. 

Therefore, an inflow occurs from the left and right cells 

to this cell, changing its state. The degree of inflow is 

determined by d=(x_j - x_i)×D. If the diffusion 

coefficient D is 0.1, the inflow from the left neighbour 

d_left=(3-1)×0.1=0.2 and the inflow from the right 

neighbour d_right=(2-1)×0.1=0.1. Thus, the sequence of 

cells [2,3,1,2] becomes [2,2.8,1.3,1.9] due to this 

diffusion. (Here, only the cell with state one is shown, but 

in reality, other cells change in parallel as well.) In this 

way, the state of each cell is averaged by diffusion. 

2.3 Diffusion in a two-variable system 

The active/inhibited system of Eq (2) consists of two 

variables, X and Y. Therefore, we will use a one-

dimensional sequence of X-only cells and a one-

dimensional sequence of Y-only cells. For example, if the 

sequence of cells representing the state of X is [2,3,1,2] 

and the sequence of cells representing the state of Y is 

[0,0,1,0], the states of X and Y in the cell located second 

from the leftmost are (1,1). When the diffusion 

coefficient of X is 0.1, and that of Y is 0.3, if diffusion 

occurs in cell (1,1), the state of the cell changes (Again, 

only cell (1,1) change is shown). 

3. Results and Discussion 

We assume that the rightmost cell is connected to the 

leftmost cell; the ten cells are considered to be connected 

in a ring. We show the result of simulation whose initial 

states are; 

X=[0,10,0,10,0,10,0,10,0,10,0,10], 

Y=[0,10,0,10,0,10,0,10,0,10,0,10]. 
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 We set the reaction coefficients are 

k_1=k_2=k_3=k_4=0.01. The state quantity is first 

updated by diffusion, as described in the previous section. 

Next, reaction rules are applied in parallel to update the 

state quantities. The update by diffusion and the update 

by reaction rules are repeated, and this process is repeated. 

When the diffusion coefficients of X and Y are 

D_X=D_y=0.0, when there is no diffusion, there is no 

change from the initial state. Such a state is called an 

equilibrium state (equilibrium means "balanced"). As 

will be explained in detail in the next section, if X=Y (the 

amount of state of X is equal to the amount of state of Y), 

neither the amount of state of X nor the amount of state 

of Y will change in this reaction system. Therefore, since 

X=Y holds in the corresponding cell in the initial state, 

the system would remain in the initial state if there were 

no diffusion. 

What would happen if diffusion were to occur in a state 

where the reaction is in equilibrium (X=Y)? First, 

assuming that X and Y diffusion coefficients are the same 

with D_X=D_y=0.1, X and Y change but always remain 

X=Y. In other words, the reaction is always in 

equilibrium. Eventually, X and Y are homogenized by 

diffusion, and the entire reaction reaches equilibrium. 

This is true even if the diffusion coefficient is changed as 

D_X=D_y=0.2,0.3⋯. 

Next, when X's diffusion coefficient is more significant 

than Y's with D_x=0.3 and D_y=0.1, X and Y become 

homogenized and almost X=Y, and the reaction 

approaches equilibrium. On the other hand, when the 

diffusion coefficient of Y is more significant than X's 

with D_x=0.01 and D_y=0.3, Y becomes homogenized. 

However, a larger or smaller pattern appears in X (Fig. 1) 

shows an example of the results). In this case, X does not 

equal Y, and X and Y continue to change (increase). 

 
Fig.1 Turing Pattern like behavior, where the diffusion 

coefficient of X is 0.01, while Y, 0.1. 

4. Conclusion 

The reaction-diffusion phenomenon has been modelled 

and investigated as a partial differential equation by 

modelling the activator-inhibitor system. We used 

ARMS by modelling the activator-inhibitor system and 

confirmed that the ARMS model shows Turing pattern-

like behavior. 
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Abstract 

We proposed the Tactile Score to describe time-varying tactile sensation by the time variation of vertical force. Tactile 

quality is essential in hardness/softness, roughness, and temperature. Hardness and softness can be extracted from 

the shape of the Tactile Score. Roughness can be extracted from the pattern of hardness and softness. The arbitrary 

time series data can be interpreted as a tactile score by considering the time variation of the vertical force, and the 

hardness and softness are extracted from the time series data interpreted as the tactile score. This method can extract 

different features from conventional data science methods. 

Keywords: Data Science, Time series data, Tactile of Data, Tactile Score 

1. Introduction 

Sensitivity differs from person to person. The same 

greeting of "Good morning" may be perceived as 

cheerful by some and noisy by others. There is no correct 

answer to sensitivity, nor can it be generalized. 

We can generalize if we take the average of many 

people's sensitivities. Sensitivities that deviate from the 

average should not be ignored or directed toward 

sensitivities closer to the average. 

 

A general sensitivity search system is a system in which 

evaluation criteria for content are modelled for each 

individual through instructional learning, and each user's 

evaluation criteria model is used for searching. 

 

The following algorithms have been used in a sensory 

search; color histogram A method to extract features of 

images and videos; impression analysis using the SD 

method A method to quantify the impression received 

from contents by assigning degrees to impression words, 

learning correspondence between impression words and 

contents, extracting correlation coefficients between 

contents, and Extracting correlation coefficients, the 

distance between contents Projecting the quantified 

impression words and features of contents onto the 

feature space and measuring the distance between them. 

2. Tactile Score 

Why do we feel "cheer" from the children's "Good 

morning"? What is the difference between them? The 

difference is "the way you say it. How we say it can be 

characterized by the pitch and volume of our voice, but 

let us look at the volume of our voice. 
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When we think back to the children's "Good Morning," 

their voices gradually became louder and louder. So, let 

us describe the change in "loudness" by using the music 

notation. In musical notation, the higher the note is, the 

lower the note is, and the higher the note is, the lower the 

note is. The middle line (the third line) is the "normal" 

volume, and the lower the volume, the higher the volume, 

and the higher the volume, the lower the volume. The 

"rhythm of speech" is represented by the notes as they are. 

We call this notation to describe tactile sense as the 

Tactile Score [1] (Fig. 1). 

 

2.1. Tactile Quality 

There are several essential factors in the sense of touch, 

the most crucial being "hardness" and the second most 

important being "roughness. These properties are called 

"tactile qualities. Is it possible to describe these tactile 

qualities in tactile notation? 

 

Think of two kinds of "springs": a stiff spring and a soft 

spring. The softer spring will expand and contract more 

when these springs are pushed and pulled with the same 

force (difference in elastic force). Therefore, we call a 

tactile spring with a slight change in size "hard" and a 

tactile spring with a significant change in size "soft". If 

we consider this as a way of saying "good morning," 

"hard" is a way of saying "no intonation," and "soft" is a 

way of saying "full of intonation. 

 

 Now we can describe the most critical tactile quality, 

"hardness," in tactile notation. What remains is 

roughness. Roughness is described as "smooth" when 

there is little change in hardness and "rough" when there 

is a significant change in hardness (Fig. 2). If we are 

walking on the grass in a park and the hardness of the 

grass is constant, we will feel "smooth". 

3. Extract tactile qualities from time series data   

When we press a key, the piano makes a sound as it is. It 

is impossible to adjust the sound later, as with a violin or 

trumpet. So, are all piano performances the same? Of 

course not. Even the same music can sound very different 

depending on the pianist. One crucial element that makes 

a difference in piano playing is the "sense of touch. It is 

often referred to as "the touch of the piano". The word 

"touch" includes the meaning of "tactile sensation". The 

sound of the piano, as this expression suggests, is the 

sound of the sense of touch. 

 

We examine the time series data of piano play and 

compare Arthur Rubinstein [1887 - 1982] and Stanislav 

Stanislavovich Bunin [1966-] playing Chopin's 

Polonaisein A-flat major, Op.53 with WAV format file. 

  

   We split the data by 0.1 seconds each and used the 

mean of the differences in the data as the hardness and 

the standard deviation of the differences in the data as the 

roughness. 

4. Discussion and Conclusion  

Rubinstein is one of the foremost authorities on Chopin. 

On the other hand, Bunin's style of playing is extremely 

unique and different from Rubinstein's (Fig. 3).  

 

 

Fig.3. Tactile qualities of piano play, above) R. Stein, 

bottom) S. S. Bunin, where the vertical axis illustrates 

softness (the graph origin shows the hardest and far more 

upper shows softer and the horizontal axis illustrates 

roughness, the origin is the smoothest and far from origin 

means rougher. 

 

Fig. 1 Tactile Score 

 

 

Fig. 2 Roughness, read from Tactile Score 
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Wojciech Kocyan is a Polish pianist. He is most well 

known for his performances of Chopin, and for his 2001 

album, which was named as one of the 50 best classical 

recordings ever made by Gramophone in 2007. He 

mentioned about the play style of Bunin.  

 

“there are laureates of the First Prize whose 

performance style does not fit easily into what would 

otherwise seem to be a quite clear picture of the stylistic 

preferences of Chopin Competition juries. They are the 

Russian pianists Stanislav Bunin (11th Competition, 

1985) and Yulianna Avdeeva (16th Competition, 2010).” 

(from [2] p32).  

 

Tactile quality analysis of sounds distinguished the 

differences in play style. In original music analysis, for 

example, the power spectrum of sounds cannot clearly 

show the difference (Fig. 4). 

Fig.4. Spectrum distribution of piano play, above) R. 

Stein, bottom) S. S. Bunin, where the vertical axis 

illustrates frequency, and the horizontal axis illustrates 

power. 
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Fig. 4 Tactile Query and result of retrieval; (Top) 

The map of Tactile quality, “20181122-1152” is the  

tactile quality of inputted voice and others are 

references.(Below) Japanese language in the middle, 

inputted language by voice (“it is a fine day and 

very good morning) and the system plays a music 

whose tactile quality is similar to the inputted 

voiceF 

 
 

 
 

 

 

Fig. 4 Tactile Query and result of retrieval; (Top) 

The map of Tactile quality, “20181122-1152” is the  

tactile quality of inputted voice and others are 

references.(Below) Japanese language in the middle, 

inputted language by voice (“it is a fine day and 

very good morning) and the system plays a music 

whose tactile quality is similar to the inputted 

voiceF 

578

Powered by TCPDF (www.tcpdf.org)

http://www.tcpdf.org


 

©The 2024 International Conference on Artificial Life and Robotics (ICAROB2024), J:COM HorutoHall, Oita, Japan, 2024 

Healthcare applications of vibrotactile stimulation developed by Tactile Score 

 

Yasuhiro Suzuki  

Nagoya University, Furocho, Chikusa-ku, Nagoya, 464-8601, Japan 

 

Abstract 

We constructed a system to convert the tactile score into vibratory tactile sensation. We conduct basic biological 

experiments on electronic tactile stimuli and apply the results to medical and healthcare applications. We use two 

types of electronic tactile stimuli. One is direct vibrating tactile stimulation, and the other is airborne vibrating tactile 

stimulation. Verification experiments of this system have confirmed cosmetic effects such as skin collagen 

aggregation, improvement of hypertension and diabetes, and reduction of pain and nerve paralysis. In addition, a 

clinical study was conducted in which patients with dementia were exposed to vibrotactile sensation (low-frequency 

sound) via air vibration and an improvement in cognitive function was confirmed. 

Keywords: Healthcare, vibrotactile, Tactile score 

 

1. Introduction 

Our hands have great power. There is a word in Japanese 

called, "Te-arte [1]". This word is the English term for 

"hand healing," or healing by laying one's hands on 

someone. In Japan, hand healing has been valued since 

ancient times. 

It seems which is not limited in Japan. Dr. Abraham 

Varghese, a physician and professor at Stanford 

University Medical School, gave a TED Talk in 2011 

titled "A doctor's touch," in which he emphasized that, 

the importance of healing through the doctor's touch. He 

addressed that:  

"the most important innovation in medicine, to come in 

the next 10 years,  that is, the power of the human hand -

- to touch, to comfort, to diagnose and to bring about 

treatment [2]”.  

The sense of touch is the earliest of the five senses to 

develop, which is developmentally and biologically fully 

formed at birth. A baby's sense of touch at birth, is said 

to be superior to that of an adult.  

However, the science and technology of the sense of 

touch is, still in its developmental stage compared to the 

other senses. For example, the senses of audiovisual, 

smell and taste have their own "products". What about 

touch? Can you think of some products based solely on 

the sense of touch? There is a product that people have 

used since time immemorial, across cultures and customs, 

that is based solely on the sense of touch. It is the massage. 

The mural paintings on the tombs of doctors from the 

Egypt period, depict a massage that is familiar to us today. 

We may have yet to develop massage techniques for more 

than 4000 years. 

2. Methodology 

We have studied massage and proposed a method for 

describing the sense of touch called the Tactile Score. In 

our previous research, we found that tactile sensation can 

only be expressed by the change in vertical force. So, we 

decided to describe only the change in vertical force over 

time. It is like describing music only in terms of pitch 

changes. 

2.1. Tactile Score 

Why do we feel "cheer" from the children's "Good 

morning"? What is the difference between them? The 

difference is "the way you say it. How we say it can be 

characterized by the pitch and volume of our voice, but 

let us look at the volume of our voice. 

579



Yasuhiro Suzuki 

©The 2024 International Conference on Artificial Life and Robotics (ICAROB2024), J:COM HorutoHall, Oita, Japan, 2024 

When we think back to the children's "Good Morning," 

their voices gradually became louder and louder. So, let 

us describe the change in "loudness" by using the music 

notation. In musical notation, the higher the note is, the 

lower the note is, and the higher the note is, the lower the 

note is. The middle line (the third line) is the "normal" 

volume, and the lower the volume, the higher the volume, 

and the higher the volume, the lower the volume. The 

"rhythm of speech" is represented by the notes as they are. 

We call this notation to describe tactile sense as the 

Tactile Score [3] (Fig. 1) 

2.2. Transform Tactile Score into Vibrotactile 

Tactile score was for mainly hand massages. Hand 

massage has long history, and its effectiveness has been 

confirmed. However, its effectiveness would be affected 

by skill of technician and even if well trained and 

experienced technician, it is impossible to give massage 

to more than two persons at the same time. And also, it is 

also very difficult to confirm that the technician gives 

exactly same tactile stimulations to patient.  

 

To solve the difficulties, we transform the Tactile score 

into vibrotactile. Since the Tactile score denotes the 

strength of force, we transform the force into the 

amplitude of vibration. Hence, we found that applying 

amplitude modification with the Tactile score can 

transform a Tactile score into a vibrotactile. Since a 

vibrotactile is a very low-frequency sound, we can record 

it as a music file in WAV or MP3 format. Hence, we can 

exchange a vibrotactile translated from a Tactile score via 

the Internet of electrical files.  

By this Tactile score - vibrotactile translation, we can 

transform tactile stimulation by human hands into 

electrical data; this technique gives us the way to the 

digital transformation of tactile sense, tactile DX. 

We obtained a Tactile Score, which is converted to 

vibrations. In order to confirm that this transformation 

works correctly, the biological responses of the vibration 

transformed from a Tactile score were compared to a 

hand massage using the same Tactile Score. Then, we 

confirmed that the transformed vibration shows almost 

the same biological response. So, we obtained a method 

which allows a skilled technician's massage to be 

converted to a vibratory massage using the Tactile Score 

(Fig. 2). 

We had a method to convert tactile sensations into 

vibrations but no general-purpose equipment to replay 

the vibrations. Therefore, together with electrical and 

audio equipment manufacturers, we developed a general-

purpose, face-shaped vibration presentation device (Fig. 

3). This device allows users to receive massages by 

distributing tactile sensations online. We are starting a 

pilot service of internet delivery of vibration massage 

around 2019, and more than 1,000 users are already using 

the service. 

With using this equipment, in order to verify the 

effectiveness of the vibrating massage, we compared the 

skin condition before and after the treatment. We 

examined that collagen fibers had agglomerated on the 

skin surface. It has known that the collagen fibers sink 

from the surface of the skin due to ageing and other 

factors, but by applying transformed vibration, they rose 

to the surface of the skin. 

 

Fig. 1 Tactile Score 

  

Fig. 3 General-purpose vibrotactile display players; 

left) for face, right) for body. 
 

 

Fig. 2 Transform Tactile Score into vibrotactile 
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3. Preliminary Results  

We are now analyzing test data from users of our Internet 

massage delivery system who visit hospitals for 

hypertension and diabetes before and after receiving the 

vibration massage service. We have just started the 

analysis and are surprised at the results. One user who 

was taking medication for hypertension, had stopped 

taking the user's hypertension medication. Because the 

user's blood pressure became lower and felt terrible after 

the user started the vibration massage. Now, the user's 

blood pressure has stabilized in the normal range without 

medication. We have confirmed several such cases. Since 

blood pressure is subject to seasonal fluctuations, we will 

continue to monitor it over a long period. 

   In addition, users who had high blood glucose levels 

and were scheduled to apply insulin, have stabilized their 

blood glucose levels at normal levels, after starting 

vibration massage. We have monitored this user's blood 

glucose levels regularly. We have observed that when the 

user skips the use of vibratory massage, the blood glucose 

levels rise again.  

4. Conclusion  

Our survey of past literature shows that when wounded 

soldiers were transported in horse-drawn carriages for 

long periods during the Greek period, their wounds 

healed faster. Also, in the 18th century, it was confirmed 

that patients with Parkinson's disease improved their 

motor functions when transported in a carriage for long 

periods. 

 

From the survey, our findings in preliminary results 

would be a rediscovery of the wheel. Vibrotactiles had 

been utilized in medicine before World War II and were 

once forgotten. However, in the 21st century, vibrotactile 

has been rediscovered and applied in medical treatments; 

at Tronto University, a vibration chair has been used to 

treat patients with dementia and Parkinson's, and also 

vibroacoustic therapy has been used in northern Europe 

or Germany.  

 

The main difference between our method and others is 

the Tactile score. Other methods have focused on sound 

or music, while we have been interested in tactile 

stimulation. Hence, we have focused on how to design 

the tactile stimulations. 
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Abstract 

In recent years, in Japan, with the decline in the working population, there has been a noticeable shortage of labor at 

construction sites and offshore operations. On the other hand, with the aim of realizing a GX society, it is expected 

that offshore wind power generation platforms will rapidly increase and be deployed offshore. Since it is not easy to 

access offshore platforms, it is necessary to automate equipment inspection work, and it is expected that the use of 

AUVs will be particularly desirable for underwater inspection work. The most basic inspection work is assumed to 

be to collect images of underwater structures. Therefore, in this study, we created an AUV and conducted an image 

collection experiment using a pier owned by our university as an example to confirm its functionality. 

Keywords: Offshore wind firm inspection, AUV, Underwater image 

 

1. Introduction 

In recent years, the worldwide development of wind-

power generation has been expanding and the 

development of offshore wind power is booming in some 

areas because the construction site of onshore wind 

power is saturated. For example, in Europe, due to 

saturation of onshore wind power sites, it is expected that 

the installation capacity of offshore wind firms will 

continue to increase, under the condition that the 

European Union aims at reaching about 100 GW of 

offshore wind capacity by 2030 [1].  

In Japan, the goal of either reducing greenhouse gas 

emissions to virtually zero or becoming carbon neutral by 

2050 was set by the Cabinet recently. In 2020, the 

government released its “Green Growth Strategy for 

Carbon Neutrality by 2050”, which sets 14 action plants 

that Japanese industries should start making efforts to 

realize the net zero society. Under this strategy, wind 

power is considered very important and set as one of the 

14 action plans, with the goal of introducing 10 GW of 

offshore wind power by 2030 and 30–45 GW by 2040. 

Since Japan’s topography has few open plains, to achieve 

this ambitious goal, accelerated development of offshore 

wind firm is required [2] and many offshore platforms 

will be installed off the coast of Japanese islands.  

These offshore wind power platforms will be located 

far from the shore and accessing many platforms will not 

be easy. Generally, when maintaining offshore wind 

power facilities, some specialized crews have to be 

transferred to the platform using a CTV (Crew Transfer 

Vessel). If one platform can generate 10MW power, then 

around 4000 platforms must be installed to achieve the 

40GW goal. In that case, it is not hard to imagine that 

maintenance costs will become huge because an operator 

must hire CTVs which goes around those platforms. So 

our concept is such that each platform should be equipped 

with a unmanned inspection robotic system which 

performs base inspection menus like taking images from 

underwater structures to up water windmill structures.  

Image collection is one of the basic inspection menus 

for offshore structures such as harbor structures [3]. 

Underwater structures are damaged by long-term use and 

may be corroded by salty sea water. So, inspection 

process should be performed to check the safety of the 

structures. The regular safety inspection is very important 

to prevent collapse accidents. The conventional 

inspection of harbor structures used to be carried out by 

professional divers. However, recently, the aging of 

professional divers and the lack of successors have 

become a very critical issue in Japan. Also, while port 

structure is shallower than approximately 20m, structure 

of an offshore wind platform like a semi-sub column is 

likely to be deeper than 30m, which makes divers limit 

their activities in both time and space.  

ROVs are widely used for offshore platform inspection 

[4], where it is assumed that an operator will operate the 
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system by monitoring underwater camera images. In out 

concept, the inspection procedure must be performed 

unmanned, so even if the vehicle has a tether cable, the 

system should be developed as autonomous. 

2. AUV System Development 

2.1. System architecture 

An external view of the developed AUV is shown in 

Fig. 1. It has two pressure-tight vessels, one for the 

control system and the other for the battery. A total of 6 

thrusters are installed, 2 each in the Surge, Sway, and 

Heave directions. The camera to capture images of the 

structure is installed inside the acrylic window in front of 

the upper hull and has a tilt mechanism. It is equipped 

with sonar to detect obstacles in front and to the sides. A 

DVL is attached to its bottom to measure altitude above 

the ocean floor and speed over the ground. The battery is 

stored in the lower hull, and buoyancy material is placed 

above to improve self-stability in roll and pitch. This 

AUV is a prototype for developing various control 

programs through experiments at sea, and was designed 

to have an air weight of approximately 120N to make it 

easier to handle on land. The dimensions of the AUV is 

shown in Fig.  2. 

The architecture of the control system is shown in Fig. 

3. This AUV is equipped with two microcomputers. One 

computer was designed to mainly control input and 

output of sensors and actuators, and the other computer 

was designed to control trajectory generation, control 

mode switching, and image acquisition. It has both 

wireless LAN and wired LAN, and when a tether cable is 

attached, it can be used so that it can be connected to a 

USV or land-based computer and operated in ROV mode. 

When surfacing and GNSS is available, it navigates using 

GNSS coordinates, and when it starts diving, it uses dead 

reckoning from the GNSS coordinates just before diving. 

2.2. Control algorithm 

To implement the control algorithm, we assumed that 

the motion in the horizontal plane and the vertical motion 

can be separated because when the velocity is small, the  

 
Fig. 1. External view of the AUV 

 

 
Fig. 2. Dimension of the AUV 

 

 
Fig. 3. Control system architecture 

 

 
Fig. 4. The coordinate system for horizontal motion 

motion in the heave direction has little effect on the 

motion in the horizontal direction. The coordinate system 

is set as shown in Fig.4. The coordinate system is a space-

fixed coordinate system (O-XY) based on latitude and 

longitude, and a vehicle-fixed coordinate system (G-xy). 

G is the vehicle center of gravity. The longitudinal 

direction of the vehicle is the x-axis and the north is the 

x-axis. Let the angle formed by the X-axis and the x-axis 

be the azimuth angle 𝜓 . 𝜓  is positive when clockwise 

from the north. Space fixed Z axis and vehicle fixed z axis 

is set as vertically downward to form the right-handed 

system. 

The AUV's equation of motion includes a second-order 

fluid force term and is nonlinear, but since the speed here 

is slow, the fluid force is linearized by a representative 

speed, and the linearly approximated equation of motion 

is used as the dynamics model. Based on the linearly 

approximated dynamics model, an optimal control 
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system of 1-type servo was designed and implemented. 

Here, the system matrix depends on the coordinate 

transformation matrix which consists of 𝜓 . Since the 

coordinate transformation matrix changes according to 

the motion of the vehicle, it is controlled by solving the 

LQR problem for each step while updating the system 

matrix at each control step[5], [6].  

2.3. Sea experiment result 

To verify all functions we designed and implemented, 

we conducted a sea trial experiment at Tatsugo fishing 

port in Amami Oshima Island. The experiment site is 

shown in Fig.5. We set a trajectory along the quay of 

Tatsugo fishing port as shown in the blue line in Fig.5, 

and conducted an experiment in which we controlled the 

depth and azimuth while following this trajectory. The 

results of this experiment are shown from Figs.6 to Fig.9. 

The following control modes as shown in Table 1 were 

set for the trajectory tracking control, and the control 

mode was changed when the error from the control target 

value became less than the allowable value as shown in 

the column of the transition condition. 

Table 1.  Control modes set for the experiment. 

Mode Target Transition condition 

0 

Azimuth 𝜓= 150 deg 

Depth = 0.5 m 

(X,Y)=(7.5cos 𝜓, 

7.5sin 𝜓) 

Error of 

(X,Y)<=1.0m 

Depth<=0.1m 

Then go to mode1 

1 Azimuth 𝜓= 150 deg 

Depth = 0.5 m 

(X,Y)=(15cos 𝜓, 

15sin 𝜓) 

Error of 

(X,Y)<=1.0m 

Depth<=0.1m 

Then go to mode2 

2 Azimuth 𝜓= -30 deg 

Depth = 0.0 m 

(X,Y)=(15cos 𝜓, 

15sin 𝜓) 

Error of 

(X,Y)<=1.0m 

Azimuth<=10 deg 

Then go to mode3 

3 Azimuth 𝜓= -30 deg 

Depth = 0.5 m 

(X,Y)=(7.5cos 𝜓, 

7.5sin 𝜓) 

Error of 

(X,Y)<=1.0m 

Depth<=0.1m 

Then go to mode4 

4 Azimuth 𝜓= -30 deg 

Depth = 0.5 m 

(X,Y)=(0,0) 

Error of 

(X,Y)<=1.0m 

Depth<=0.1m 

Then go to mode5 

5 Termination Stop all thrusters 

Fig.5. AUV sea experiment site 

 
Fig.6. DVL dead reckoning coordinate result 

 

 
Fig.7. Azimuth angle control result 

 

 
Fig.8. Depth control result (The depth sensor is 

attached in the middle of the hull cylinder and the 

initial depth when the AUV is floating is around 

0.25m) 

 
Fig.9. Altitude from the sea bottom 

Amami Oshima Island 

Tatsugo fishing port 

Trajectory 
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Fig.10 Concrete image captured by the AUV 

 

As shown in those Figures above, despite model 

errors, all functions of the AUV operated smoothly, 

and the control mission set as shown in Table 1 was 

successful. Fig.10 shows an example of captured 

images of the harbor concrete structure. Because the 

sea was highly transparent, we were able to obtain 

relatively clear images. We plan to conduct further 

research and improve AUV functionality. 

3. Conclusion 

In this research, we developed an AUV platform and 

conducted trajectory tracking and image acquisition 

experiments with the goal of unmanned inspection of 

offshore wind power generation platforms. It was 

confirmed that trajectory tracking, azimuth, and depth 

control all functioned smoothly, and image acquisition 

surveys could be carried out by setting a trajectory. 
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Abstract 

Researchers are conducting physical surveys by diving and swimming to study the effects of microplastics and global 

warming on coral reefs. The area, time, and water depth that can be investigated by diving are extremely limited. In 

addition, to collect microplastics, it is necessary to tow the nets, but chartering a ship is expensive. Therefore, the 

authors are developing a system that simultaneously operates a USV and a UUV to simultaneously observe the sea 

surface and underwater. In this paper, we conducted a conceptual design, carried out fluid force measurements, 

trajectory tracking experiments, and image recognition using AI, with the aim of realizing a lightweight USV that can 

be divided during transportation to coral reef areas and reassembled on site for operation. 

Keywords: USV/UUV combined, Disassembly-reassembly type USV, Coral reef monitoring, AI image processing 

 

1. Introduction 

In recent years, marine plastic waste has been widely 

recognized as a global environmental problem. Because 

most plastics undergo very slow chemical or biological 

degradation in the environment, debris can remain in the 

ocean for years, decades, or even longer [1]. The term 

microplastic refers to very small and ubiquitous plastic 

particles less than 5 mm in diameter. They have been 

separated into different fractions: large (1–5 mm) or 

small (1 μm–1 mm) microplastics and the fraction below 

20 μm (20 μm–1 μm) [2], [3]. Microplastics can adsorb 

and carry hydrophobic chemicals that can have biological 

and toxicological effects on the environment [4]. 

Therefore, a clear understanding of the interactions of 

small microplastics with the environment, especially 

living organisms, is essential to assess potential health 

hazards. To this end, it is important to have accurate 

methods to quantify the mount of such particles in natural 

environments. By monitoring the amount and 

characteristics of particles over time, along with the 

coordinates from which they were collected, it will be 

possible to define the extent of the effects they cause. 

Additionally, by collecting small microplastics and 

identifying them at the single particle level, it will be 

possible to create some indicators regarding the potential 

impact of microplastics on marine biodiversity and their 

distribution in the ocean. Currently, there are two 

methods for collecting microplastics in coral reef waters: 

chartering a ship and towing the nets, or having people 

swim and tow the nets. The former requires the ship to be 

routed from the port to the collection site, and costs such 

as chartering fees are incurred. While the latter can be 

accessed directly from the beach, the area in which it can 

be retrieved is very limited.  

With the goal of improving these shortcomings and 

efficiently collecting more microplastics in coral reef 

waters, we are developing a disassembly-reassembly type 

USV, which we will introduce in this paper. The USV 

under development will tow the net while automatically 

following a set trajectory by a biologist to collect 

microplastics. The time and trajectory of microplastic 

collection will be recorded by GNSS data. Since the work 

is intended to be carried out even on remote islands, we 

designed a structure that could be disassembled, 

transported by aircraft, etc., and reassembled on-site. 
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2. USV System Development 

2.1. System architecture 

An external view of the developing USV is shown in 

Fig.1. The dimensions of the USV is shown in Fig.2. As 

shown in Fig.1, this USV consists of four hulls. The size 

of the hull was determined to fit within the typical 

packaging size used in typical Japanese delivery services. 

As shown in Fig.2, the thruster, computer, and GNSS 

antenna are attached to the aluminum frame. The center 

of the hull has a large opening so that the USV can collect 

microplastics while navigating, and a net for collecting 

microplastics is attached to the rear of the USV. The 

hardware components of control system is shown in Fig.3. 

This USV is equipped with two microcomputers. One 

computer is for motion control, and the other is for image 

acquisition and processing. Image processing is supposed 

to be used for collision avoidance when the tide is low 

and the reef is exposed above the sea surface. As for the 

algorithm of trajectory tracking, we hire optimal control 

based 1-type servo [5]. 

2.2. Drag force measurement of a hull 

In order to estimate the maximum speed of the USV and 

construct a nominal model for designing the optimal 

control system, it is necessary to estimate the drag force 

coefficient. Therefore, as shown in Fig. 4, the hull was set 

in a circulating water tank and the drag force was 

measured by varying the flow velocity and angle of attack. 

The flow velocity was increased every 0.2 m/s and was 

measured from 0.4m/s up to 1.0 m/s. The measurement 

results are shown in Fig.5. As the graph shows, it is 

almost parabolic, confirming that the drag force is 

proportional to the square of the flow velocity. The drag 

force coefficient when moving forward is estimated using 

the equation, where 𝐷 is drag force, 𝜌 is water density, 𝐴 

is representative area of the hull, 𝑢 is velocity.  

𝐶𝑑 =
𝐷

1

2
𝜌𝐴𝑢2

         (1) 

 
Fig. 1. External view of the USV 

 

 
Fig. 2. Dimensions of the USV 

 

 
Fig. 3. Control system architecture 

 

 
Fig. 4. Hull drag force measurement. 

 

 
Fig.5 Drag force result 

 

The drag force coefficient became 0.18 in average. 
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3. Image Recognition Experiment Using AI 

Since it is necessary to avoid obstacles during automatic 

navigation, we are considering an image object 

recognition function. We conducted an experiment using 

YOLOv5 using our university's pier column as an 

example. Fig.6 is an example of an image of the "pillar" 

labeling that YOLO is trained to learn. About 100 photos 

were taken to show the different shapes of the pillars on 

the quay and the changes in the exposed parts of the 

pillars due to the ebb and flow of the tide, and were used 

as training data. Fig.7 shows the results of image 

recognition based on the above learning. It can be seen 

that the pillars at the bottom of the quay could be 

recognized, but the probability of recognition was only 

about 60%, and when sailing from an angle, it was often 

not possible to recognize them. Fig.8 shows the results of 

learning by adding additional training data, including 

images from diagonal directions. The recognition rate 

was over 80%, and the pillars could now be recognized 

even in images viewed from an angle. Image recognition 

using AI is extremely important as a function of USV, 

and in addition to detecting obstacles, it may also be 

applied to recognizing coral reefs using underwater 

cameras in coral reef surveys. YOLO is a very powerful 

tool, but it is necessary to prepare various images as 

training data, and how to obtain images for learning at the 

first site is a future issue. One possible solution would be 

to fly a UAV (Unmanned Aerial Vehicle) in the research 

area and use the images captured by the UAV as learning 

data. Floating debris such as large pieces of wood or 

plastic bottles can break the microplastic mesh if the USV 

swims over them, so it must have a function to find them 

ahead and avoid them. 

 
Fig.6 An image example for pillar labeling 

 

 
Fig.7 An example of image recognition results 

 
Fig.8 Improved recognition result after more learning 

4. Trajectory Tracking Experiment 

In order to confirm the resolution of GNSS and confirm 

the trajectory tracking performance, we conducted a 

trajectory tracking experiment using a catamaran-type 

USV that has been developed in our laboratory, rather 

than the USV currently under development. The results 

are shown from Fig. 9 to Fig.11. Fig.9 is a map of the 

trajectory in the actual ocean area. Fig.10 shows the 

results of thrust forces. Fig.11 shows converting the 

latitude and longitude to the XY coordinate system with 

the starting point as the origin. It was set to sail to the (-

10,10) point and then return to the origin. On the day of 

the experiment, the wind was strong and there was some 

deviation from the straight trajectory, but we were able to 

confirm that it had sufficient performance to collect 

microplastics. 

 
Fig.9 Trajectory result 

 

 
Fig.10 Thruster forces 
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Fig.11 XY coordinate of the trajectory 

 

 

Fig.12 The total image of the USV 

5. Summary 

In this study, we designed a USV with the goal of 

automating and reducing the cost of microplastic 

collection in coral reef waters, which is currently done 

manually. A split-assembly type USV was designed to 

facilitate transportation to remote islands. The conceptual 

design drawing is shown in Fig.12. In order to realize the 

obstacle avoidance function through image processing, 

we implemented an object detection system using AI. In 

order to construct a nominal model for control system 

design, the hull's fluid force coefficient was identified 

through experiments using a circulating water tank. 

Through trajectory tracking experiments using existing 

USV, we have confirmed that trajectory tracking is 

possible within an error range of approximately 1m. We 

plan to conduct microplastic collection experiments. 
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Abstract 

Aiming at the problem that the robustness of the classic visual SLAM system is greatly affected by dynamic target 

feature points in the environment, a method is proposed to use a target detection algorithm to identify and eliminate 

dynamic target feature points. First, use the target detection algorithm YOLOv5 to identify the collected 

environmental images, and select the surrounding environment. Objects identified as dynamic targets in the 

environment, and then the target detection results are integrated into the feature extraction of the visual SLAM front-

end, the feature points belonging to the dynamic target part of the extracted image feature points are removed, and 

the remaining static feature points are used to map Construction and positioning, and finally testing on the TUM data 

set. The results show that after using the target detection algorithm to eliminate dynamic feature points, the root mean 

square error of the absolute trajectory error of the visual SLAM system in highly dynamic scenes is reduced by 97.89%, 

effectively improving the positioning accuracy and robustness of the system. 

Keywords: Visual SLAM, Deep learning, Feature detection, Position estimation, YOLOv5 

 

1. Introduction 

With the development of autonomous mobile robot 

platforms, robots are widely used in areas such as search 

and rescue operations or delivery services required at 

industrial sites and hotels. In these scenarios, the robot 

needs to understand the entire area and the precise 

location of the target object in the map based on the map 

to complete autonomous navigation. In order to achieve 

autonomous navigation, mobile robots need to complete 

two tasks: attitude estimation and map construction. 

Therefore, Simultaneous Localization and Mapping 

(SLAM) is one of the research hotspots in the field of 

mobile robots. It is a robot that only relies on its own 

sensors to obtain external information of the unknown 

environment to complete pose estimation and build an 

environment model. Technology. This technology is 

currently widely used in agriculture, disaster relief, 

auxiliary medical and other robotic fields. According to 

the different sensors used, SLAM is divided into visual 

SLAM and laser SLAM. Visual SLAM uses cameras 

mounted on the robot as sensors, including monocular, 

binocular and depth cameras. Compared with lidar, 

cameras are cheaper and more convenient to install and 

debug. Moreover, cameras can collect more semantic 

information in the environment. Therefore, visual SLAM 

has gradually become a major research hotspot in the 

field of autonomous navigation of mobile robots. 

2. Problem Description 

2.1. Overview of visual SLAM technology 

In recent years, various visual SLAM (Simultaneous 

Localization and Mapping) techniques have emerged, 

such as ORB-SLAM, ORB-SLAM2, VINS Mono, 

RTABMap, PTAM, LSD-SLAM, DSO, among others, 

playing a crucial role in the field of autonomous robot 

navigation [1]. The general algorithmic process of visual 

SLAM begins with the acquisition of images using a 

camera to generate a sequence of images. Subsequently, 

features are extracted from adjacent frames, and the 

motion of the camera is estimated by minimizing pixel 

intensity values through feature point matching. Pixel 

matching methods between images include optical flow 

and direct methods. Optical flow involves extracting 

image feature points and estimating camera motion using 

triangulation or Epipolar Geometry. Direct methods, on 

the other hand, directly use pixel blocks or extract image 

corner points to calculate motion estimation based on 

grayscale values.  

Following the motion estimation, noise is filtered from 

the data to obtain the optimal pose estimation. Maximum 

a posteriori probability is then used to estimate the global 

map. Campos et al. [2], building on the research by Artal 

et al., released ORB-SLAM3 in 2020, which is a feature-

based SLAM system and currently represents a notable 

approach in the field.  
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2.2. Impact of Dynamic Points on Visual SLAM 

ORB-SLAM3, as one of the classic algorithms in visual 

SLAM, consists of two main components in its 

algorithmic pipeline: the front end and the back end. The 

front end, also known as visual odometry, processes 

captured images through feature extraction and matching. 

It solves the Epipolar Geometry relationship between 

corresponding feature pixels, thereby estimating the pose 

parameters of camera translation and rotation. The back 

end includes nonlinear optimization, map estimation, and 

loop closure detection. Nonlinear optimization, differing 

from the previous use of Kalman filtering, employs 

Bundle Adjustment (BA) to simultaneously optimize the 

six degrees of freedom of camera pose parameters and the 

poses of landmarks in space.  

The effectiveness of the Bundle Adjustment (BA) 

method in optimizing camera pose results depends on 

whether the extracted matching feature points from the 

captured images exclusively static object features are. 

However, real-world robot operating environments often 

include dynamic objects. In scenarios with dynamic 

targets, both feature-based SLAM algorithms and direct 

methods SLAM algorithms struggle to differentiate 

between feature types in regions with moving objects. 

The matching points of dynamic target feature points can 

lead to misalignments, resulting in reduced accuracy in 

the front-end visual odometry's estimation of camera 

pose. This, in turn, causes a loss of camera pose tracking, 

leading to significant deviations between the robot's 

motion trajectory and the constructed environmental map. 

3. Elimination of the dynamic points 

3.1. Dynamic SLAM based on geometric methods 

Currently, there are two main methods for mitigating 

the impact of dynamic target feature points in detection 

scenes. One approach is the traditional geometric-based 

method. Sun et al. [3] detect moving objects by 

comparing differences between adjacent frames, but this 

method suffers from poor real-time performance. Wang 

et al. [4] filter matching feature points in adjacent frames 

using Epipolar Geometry. They also perform clustering 

on depth images collected by RGB-D cameras to identify 

independent dynamic objects in the scene. The accuracy 

of this algorithm is significantly influenced by the pose 

transformation matrix between adjacent frames. If there 

are many highly dynamic objects in the scene, it can lead 

to substantial algorithmic errors. Lin et al. [5] use a fusion 

of image depth information and visual ranging to detect 

moving objects. While this approach can determine the 

position of moving targets in the scene, the algorithm's 

accuracy is compromised due to the uncertainty of depth 

information and cumulative errors in calculating the 

transformation matrix between adjacent frames. 

The underlying principle of these methods assumes that 

the feature points of dynamic objects deviate from the 

standard constraints obtained in a static scene through 

processes such as triangulation, fundamental matrix 

estimation, epipolar lines, and reprojection error. During 

the pose estimation process, these dynamic feature points 

are treated as outliers. The correctness of feature 

matching can be determined by examining whether the 

extracted feature points violate these constraints, and 

dynamic points are subsequently excluded. However, the 

accuracy of this method depends on the proportion of 

static feature points in the scene. In scenarios with a high 

density of dynamic objects, it can significantly impact the 

reliability of pose estimation and the accuracy of map 

construction. 

3.2. Dynamic SLAM based on deep learning 

With the development of deep learning, many 

researchers have introduced deep learning algorithms 

into visual SLAM to mitigate the impact of dynamic 

targets and improve its accuracy. The DynaSLAM 

(Dynamic SLAM) algorithm proposed by Berta Bescos 

et al. [6] optimizes ORB-SLAM2 using Mask R-CNN 

(Region-based Convolutional Neural Network). By 

combining geometry with deep learning, DynaSLAM 

filters out dynamic feature points in the scene. The 

algorithm has shown excellent results on the TUM 

dataset, but its use of Mask R-CNN for pixel 

segmentation leads to low real-time detection efficiency, 

limiting its practical application in real-world 

environments. DDL-SLAM (Dynamic Deep Learning 

SLAM) [7] uses DUNet (Deformable Unity Networking) 

and semantic masks obtained through multi-view 

geometry to detect dynamic objects. It then employs an 

image restoration strategy to reconstruct the background 

obscured by dynamic objects. Since the calculation of 

dynamic object masks occurs at the pixel level, this 

method also falls short of achieving real-time 

performance. In contrast to Mask R-CNN, another more 

efficient object detection model is YOLOv5 (You Only 

Look Once Version 5) [8]. YOLOv5 achieves detection 

speeds of up to 45-155 frames per second (fps), which is 

9-30 times faster than the maximum 5 fps achieved by 

Mask R-CNN. If the results of YOLOv5's object 

detection can be integrated into dynamic visual SLAM 

algorithms, it can partially compensate for the low 

efficiency of Mask R-CNN. 

To address the issue of reduced localization accuracy 

and robustness of visual SLAM in dynamic environments 

due to the influence of dynamic targets, this paper 

introduces a target detection thread based on the ORB-

SLAM3 algorithm to detect dynamic targets. Using the 

YOLOv5 target detection network to identify objects in 

input images, the semantic information of dynamic target 

objects in the images is determined. Additionally, while 

visual SLAM extracts feature points in the front end, a 

module is added to the tracking thread of visual SLAM to 

eliminate dynamic feature points based on the results of 
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target detection. Finally, only the remaining static feature 

points are used to estimate the pose change matrix 

between adjacent frames, reducing the impact of dynamic 

targets. This ultimately achieves high-precision 

estimation and localization of the environmental 

trajectory. The improved algorithmic flowchart is shown 

in Fig.1. 

4. Experimental verification and result analysis 

4.1. Experimental environment construction and data 

set selection 

his experiment involved testing the optimized visual 

SLAM system proposed in this paper using video 

sequences from the TUM dataset. The experimental 

results were analyzed to evaluate the localization 

accuracy of the SLAM system. The experiments were 

conducted on the Ubuntu 20.04 operating system, with a 

12th Gen Intel(R) Core(TM) i9-12900H 2.50GHz CPU, 

an NVIDIA GeForce RTX 3060 GPU with 12GB of 

VRAM, and the PyTorch deep learning framework. The 

algorithm's performance was tested on the 

fr3_walking_xyz, fr3_walking_half, and 

fr3_walking_static dataset sequences. The 

fr3_walking_xyz dataset depicts two individuals walking 

and conversing in a fixed scene, with both the camera and 

people in motion, representing a high-dynamic scene. 

The fr3_walking_half dataset builds upon this by having 

the camera move along a semi-circular trajectory in the 

air. The fr3_walking_static dataset, on the other hand, 

features relatively stationary objects, representing a low-

dynamic scene. 

4.2. Visual SLAM front-end feature extraction effect 

after integrating YOLOv5 

Capturing a frame for comparison with the original 

ORB-SLAM3 algorithm's front-end feature extraction, 

the results are illustrated in Fig. 2. The lower image 

shows the feature extraction before integrating YOLOv5, 

while the upper image demonstrates the effect after 

fusion. It is evident that the visual SLAM front end, after 

integrating YOLOv5, accurately identifies objects such 

as people and computers. It successfully removes feature 

points on the dynamic target "person" while retaining 

feature points on the static object "computer" within the 

detected bounding box of the dynamic target. This 

refinement enhances the precision of the results.  

 

Fig.1 Algorithm framework 

4.3. Experimental data indicator analysis 

Absolute Trajectory Error (ATE) describes the 

difference between estimated poses and ground truth 

poses, providing an intuitive expression of the algorithm's 

 

a. Fusion algorithm 

 

b. Original algorithm 

Fig.2. Comparison of front-end feature extraction 

results before and after integrating YOLOv5 
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global performance and accuracy. Relative Pose Error 

(RPE) calculates the differences in pose at the same 

timestamps, typically used for estimating odometry 

errors. The Root Mean Square Error (RMSE) is then 

employed to compute the overall value of this error. ATE 

and RPE are two parameters that reflect the robustness 

and stability of a visual SLAM system [9]. A lower 

RMSE value calculated from ATE and RPE indicates a 

better fitting performance.  

Capturing a frame for comparison with the original 

ORB-SLAM3 algorithm's front-end feature extraction, 

the results are illustrated in Fig. 2. The lower image 

shows the feature extraction before integrating YOLOv5, 

while the upper image demonstrates the effect after 

fusion. It is evident that the visual SLAM front end, after 

integrating YOLOv5, accurately identifies objects such 

as people and computers. It successfully removes feature 

points on the dynamic target "person" while retaining 

feature points on the static object "computer" within the 

detected bounding box of the dynamic target. This 

refinement enhances the precision of the results. The 

improvement of the ATE and RPE performance of this 

algorithm compared with the original ORB-SLAM3 

algorithm is shown in Table.1 and Table.2.  

This indicates that the proposed algorithm not only 

enhances the detection capability in dynamic 

environments but also preserves the accuracy of map 

construction and localization in static scenes, as achieved 

by the original ORB-SLAM3 algorithm. 
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Abstract 

Based on the study of the kinematic limitations of the rigid manipulator structure and the characteristics of the existing 

flexible manipulator in different categories, this paper proposes a structure assumption of flexible manipulator based 

on the advantages of high load of rigid joint and high flexibility of flexible manipulator. This paper designed a flexible 

manipulator structure driven by wires. Using the forward kinematics analysis, the sport model of the structure. The 

motion range of the end of the manipulator arm and the length changes of the wires were simulated with the movement 

of the model. 

Keywords: Flexible manipulator, Wires driven, Kinematic model 

 

1. Introduction 

With the development of science and technology, rigid 

robot devices have been widely used in social production 

activities. It is well known that the industrial robot is 

applied in the manufacturing industry. The rigid 

manipulator consists of a rigid connecting rod connected 

by a rigid motion pair, which can quickly and accurately 

complete the corresponding control tasks [1]. However, 

due to the rigid structure of the manipulator, its flexibility 

is poor, and it cannot work properly in the complex and 

changeable environment. Its structural characteristics 

limit its application in dangerous and complex 

environments, such as exploration and disaster relief, 

nuclear power hazard management, space missions and 

other environments. If the manipulator is to be applied to 

the above engineering fields, it needs to meet the 

requirements of safe interaction between the machine and 

the environment, safe human-computer interaction, high 

flexibility and intelligence. The flexible manipulator is 

made of soft materials. Compared with the rigid robot, 

the manipulator has the characteristics of multiple 

redundant degrees of freedom, flexibility and safe 

human-computer interaction. Its characteristics greatly 

make up for the shortcomings of rigid robots, so it has 

been widely concerned and studied by scholars and 

institutions [2]. 

2. Classification of prior research 

The development status of flexible manipulator is 

introduced according to the driving mode classification. 

The flexible manipulator is divided into the following 

driving modes: SMA driven, pneumatic - hydraulic 

driven, and wire driven, etc. 

 

2.1. SMA driven 

SMA, full of Shape Memory Alloys, can be heated 

to eliminate the deformation of alloys at a lower 

temperature, making it revert to the initial state and 

achieving the effect of "memory". It can be driven by 

direct heating of current, and its deformation can be 

controlled by heating and cooling. It has been widely 

used in aerospace and industrial intelligent 

manufacturing. As shown in the Fig.1, the manipulator 

can realize large spatial bending and complete the 

grasping action of different positions. 

 

 
Fig.1 SMA flexible mechanical arm [3] 

 

2.2. Pneumatic-hydraulic driven 

Pneumatic or hydraulic driven respectively use 

compressed air and hydraulic oil as the power source of 

the mechanical arm bending. Pneumatic - hydraulic 

driven manipulator is usually made of elastic material as 

the main body, surrounded by a driving cavity. The 

bending of the manipulator can be realized by changing 

the volume deformation of the driving cavity by changing 

the input of the power source as showed in Fig.2. When 

the inner rubber air bag is filled with compressed air, the 

internal pressure rises, the inner rubber air bag expands 

along the radial direction, and then the force transmission 
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effect of the outer fiber is transformed into the axial 

contraction force to achieve the driving effect. 

 

Fig.2 Pneumatic driven flexible manipulator [4] 

2.3. Wire driven 

Wire driven is a popular driving method for flexible 

manipulator. The bending motion of the flexible arm is 

generally realized by the stretching of the wire driven by 

the motor. The wire driven flexible manipulator is driven 

by the wires embedded in the interior of the flexible 

manipulator to realize the deformation movement of the 

flexible manipulator as showed in Fig.3. Usually, 

mechanical equipment such as motor is used to generate 

traction on the wire. The wire embedded in the flexible 

manipulator with eccentric eccentricity generates axial 

force on the manipulator while generating bending 

moment on the neutral surface, making the flexible 

bending motion of the manipulator. 

 
Fig.3 Wire driven flexible manipulator [5]  

 

3. Model scheme 

The flexible robot arm is composed of three layers 

of single-section robot arm, the height of the single-

section robot arm is 200mm, and the height of the entire 

robot arm is 600mm. The central flexible column is a soft 

plastic material with good flexibility and bearing capacity. 

The hardness and elastic modulus of soft plastics can be 

controlled by additives to adapt to different application 

scenarios. The flexible column is used as the main body 

of the flexible manipulator. The flexible column is non-

stretchable, incompressible and can be twisted arbitrarily. 

Bend the flexible column by tensing and relaxing the 

three driving wires to tilt the support plate. The outer part 

is covered with a spring to protect the flexible 

manipulator. The single-section mechanical arm is shown 

in Fig. 4. Integrated model scheme is showed in Fig.5. 

 
a. A single segment robotic arm in an upright 

position 

 
b. A single segment robotic arm in a bent position 

Fig.4 Single segment robotic arm 
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Fig. 5. Integrated model scheme 

 

4. Kinematic analysis of model 

The spatial mapping relationship of the robot arm is 

shown in Fig.6. This paper analyzes the kinematics model 

of the flexible manipulator through forward kinematics. 

The forward kinematics analysis of the manipulator arm 

is to calculate the end pose of the manipulator arm 

according to the information of the driving space. 

 

 

Fig.6 Spatial mapping of kinematic [6] 

 

4.1. The mapping relationship from driving space 

to configuration space 

According to the length variation of three wires, the 

bending angle θ and the rotating angle α and radius of 

curvature R of the mechanical arm are solved by 

geometric method. The solution method is to establish a 

set of equations by using bending angle θ, rotating angle 

α and curvature radius R to represent the corresponding 

arc length and chord length of the projection of the line 

from the anchor point of the lower support disk to the 

curvature radius of the single-section mechanical arm, so 

as to obtain the array of bending angle θ and rotation 

angle  α and curvature radius R represented by the length 

of the driving wires .The mapping relationship from 

driving space to configure space is Eq.(1). 

  

{
 
 
 

 
 
 𝛼 =  𝑎𝑟𝑐𝑡𝑎𝑛

√3(H1 −H2)
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𝜃 =  𝑎𝑟𝑐𝑠𝑖𝑛
√𝐻1

2 + 𝐻2
2+𝐻3

2 − H1H2 − H2H3 −H3H1
2

6𝑟

R = 
(H1 + H2 − H3)𝑟

2√𝐻1
2 +𝐻2

2+𝐻3
2 −H1H2 − H2H3 − H3H1

             (1)   

4.2. The mapping relationship from 

configuration space to task space 

Solving the mapping relationship between 

configuration space and task space that is the 

homogeneous transformation matrix from local reference 

frame to global reference frame is solved. Matrix 

elements are composed of configuration variables α、θ 

and R. The solution is to use the D-H method, and the 

transformation relationship between the coordinate 

system from the lower support disk to the upper support 

disk is regarded as a series of sequential rotation and 

translation results. 

D-H method (Denavit-Hartenberg method) is a 

matrix general method for establishing the relative 

position and attitude relationship of serial robots. It uses 

four parameters of connecting link length, joint angle, 

link offset and link twist to describe the structure and 

kinematic relationship of the series mechanism. These 

four parameters are collectively referred to as D-H 

parameters. The spatial geometric relation of each link 

relative to the fixed reference coordinate system is 

described by homogeneous transformation, and the 

spatial geometric relation between two adjacent links is 

expressed by homogeneous transformation matrix. The 

equivalent homogeneous coordinate transformation 

matrix of the end actuator coordinate system relative to 

the base coordinate system can be derived by the 

homogeneous transformation, and the kinematics 

equation of the robot can be established [7]. Generation 

steps of homogeneous transformation matrix is showed 

in Fig.7. 
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Fig. 7 Generation steps of homogeneous 

transformation matrix 

 

 

The final homogeneous transformation matrix from 

configuration space to task space is Eq. (2), Eq. (3) is the 

rotation matrix. Eq. (4) is the translation matrix. 

 

𝐻(𝑘) = [
𝛩(𝑘) 𝛹(𝑘)
0 1

]                               (2)                                 

𝛩(𝑘) = [
𝑐𝑜𝑠2𝛼𝑐𝑜𝑠𝜃 + 𝑠𝑖𝑛2𝛼 𝑐𝑜𝑠𝛼𝑠𝑖𝑛𝛼(𝑐𝑜𝑠𝜃 − 1) 𝑐𝑜𝑠𝛼𝑠𝑖𝑛𝜃

𝑐𝑜𝑠𝛼𝑠𝑖𝑛𝛼(𝑐𝑜𝑠𝜃 − 1) 𝑠𝑖𝑛2𝛼𝑐𝑜𝑠𝜃 + 𝑐𝑜𝑠2𝛼 𝑠𝑖𝑛𝛼𝑠𝑖𝑛𝜃
−𝑐𝑜𝑠𝜃𝑠𝑖𝑛𝛼 −𝑠𝑖𝑛𝛼𝑠𝑖𝑛𝜃 𝑐𝑜𝑠Θ

]  (3) 

Ψ(𝑘) = [𝑅𝑐𝑜𝑠𝛼(1 − 𝑐𝑜𝑠𝜃) 𝑅𝑠𝑖𝑛𝛼(1 − 𝑐𝑜𝑠𝜃) 𝑅𝑠𝑖𝑛𝜃]            (4)    

5. Flexible manipulator motion space simulation 

analysis: 

The motion space diagram of the single-section 

flexible manipulator is shown in Fig.8. 

 
Fig. 8 Space analysis diagram of flexible manipulator 

motion 

 

The red part OO1 of the circular arc represents the 

continuous flexible body. The head end point O is the 

fixed point, and the end point O1 is the free moving end. 

Let the length of the continuous flexible body (spring) be 

L. The arc OO1 corresponds to the chord length d. When 

the continuous flexible body is not subjected to external 

forces, its initial state is reconnected with the Z-axis. The 

angle between the projection of arc OO1 on the X-O-Y 

plane and the positive direction of the Y-axis is set as α, 

and the angle between string d and the positive direction 

of the Z-axis is set as θ. 

The free end point O1 of the center line of the 

flexible arm is obtained. The expression in the coordinate 

system is Eq.5. The bending Angle is 0 to 90° and the 

rotation Angle is 0 to 360°. 

 

  

{
 
 

 
 x = 

𝐿

2θ
(1 − 𝑐𝑜𝑠2𝜃)𝑠𝑖𝑛𝛼

𝑦 =
𝐿

2θ
(1 − 𝑐𝑜𝑠2𝜃)𝑐𝑜𝑠𝛼 

z = 
𝐿

2θ
𝑠𝑖𝑛𝜃

    (5)   

 

 

The length L of the prototype single section flexible 

arm in the natural state is set to 200mm, and the end point 

motion relation is obtained by using MATLAB to get the 

end point motion range diagram (Fig.9). 

 

 
Fig. 9 Flexible manipulator motion space simulation 

6. The simulation of length changes of the wires: 

The vectors representation of the driving wires is 

obtained by superposition of the vectors, and then the 

maximum wire length variation of the single flexible arm 

is obtained by solving the modulus of the vector. The 

activity limit of the initial single-section mechanical arm 

is the rotation angle 0°-360° and the bending angle 0°-

90°. Through simulation analysis in Fig.10, when the 

bending angle is 90° and the rotation angle is from 0° to 

360°, the length of the drawstring changes the most. The 

simulation results are shown in the figure below. The 

maximum variation value of wires length of single 

section manipulator is about 95mm-265mm. 
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Fig. 10 The simulation of length changes of the wires 
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Abstract 

Drowsiness driving will pose a serious threat to the lives of drivers and others. Determining the state of the driver 

through face recognition has the advantages of low cost and convenience. Therefore, this study deploys the face 

recognition model to the mobile phone, and finally realizes the recognition of the driver's Drowsiness by the front 

camera of the mobile phone. The whole research is divided into three parts. The first part is to train the face 68-

keypoints recognition model based on the YOLO face algorithm. The second part is to deploy the trained model to 

the mobile phone using ONNX and NCNN. The third part is to calculate EAR and MAR using several facial key 

points, and finally complete the recognition of the driver's drowsiness state using EAR and MAR. 

Keywords: YOLO face, ONNX, NCNN, EAR (Eye Aspect Ratio), MAR (Mouth Aspect Ratio) 

 

1. Introduction 

Nowadays, the car has become an indispensable means 

of transportation, but at the same time, driver drowsiness 

driving this dangerous driving behavior is common, the 

driver himself and others have brought indelible damage. 

Drowsiness driving is due to the driver's high-intensity, 

long time driving, resulting in excessive energy and 

physical exertion, and then the reaction ability and 

control level decreased, affecting the normal driving 

operation of the situation. The probability of a driver 

causing a traffic accident in drowsiness increases 

dramatically. In Canada, more than 20% of traffic 

accidents involve drowsiness driving. Surveys also show 

that 20% of traffic accidents in the United States involve 

drivers who are in drowsiness [1]. Therefore, it is 

important to study driver behavior and state recognition 

methods to alert and intervene when dangerous situations 

occur, to ensure the safety of drivers themselves and other 

people and vehicles on the road. 

The current objective detection methods for drowsiness 

driving are mainly divided into based on driver 

physiological parameters; based on driver operating 

behavior; and based on vehicle driving information. In 

2007, Yamaguchi et al. extracted amylase from the 

driver's saliva and determined whether the driver was in 

a drowsiness state by analyzing the changes in its 

composition [2]. In 2013, Mbouna et al. extracted the 

driver's eye state and pupil movement state as driver 

fatigue features and used SVM to classify the driver's 

drowsiness state, achieving a good recognition effect [3]. 

Mott G E et al. concluded that the angle of the driver's 

steering wheel and the lateral position of the vehicle had 

the highest correlation with drowsiness driving by 

comparing 87 vehicle parameters related to drowsiness 

driving in waking and moderate fatigue states [4]. 

As far as current research is concerned, recognition and 

early warning through physiological parameters is easy 

to interfere with normal driving and affect the drowsiness 

change process; identification through vehicle driving 

information is subject to factors such as driver skills and 

road conditions, and the recognition accuracy is relatively 

low. The drowsiness recognition method based on the 

driver's behavior and state has the characteristics of low 

equipment cost and non-invasiveness. At present, the 

recognition of driver characteristics is mainly 

concentrated in areas such as eyes, mouth and so on. At 

the same time, the use of cameras for face recognition 

also needs to consider the impact of changes in light on 

the recognition ability of the model.  

Methods of drowsiness recognition based on face can be 

divided into two types. One is based on the entire image. 

In this method, the model will infer and recognize the 

entire image, and then crop the different facial feature 

areas. The other is based on facial feature points. The 

model will annotate the specified number of key points 

on the entire image, and then infer facial features based 

on the relationship between key points. Currently, the 

most common key points annotations include 98 key 

points, 68 key points, and 29 key points. This study 

chooses to use the most common 68 key points for model 

modification and dataset building. 
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In summary, this study aims to recognize the facial 

feature points of drivers through computer vision 

methods, establish a driver fatigue recognition method, 

and complete the deployment of the model on the 

smartphone side. 

2. YOLO Face-based Face Recognition Model 

2.1. Yolo Face 

YOLO is a classic one-stage target detection algorithm 

based on CNN (Convolutional Neural Network). The 

original YOLO algorithm does not contain key points 

detection. It can only annotate target objects on images 

with bounding boxes. Later, some authors developed 

YOLO pose for human pose detection based on YOLO. 

YOLO pose adds 17 human body key points detection 

based on YOLO. The YOLO face used in this study is 

based on YOLO pose, changing the 17 key points to five 

key points regression. YOLO face treats face detection as 

a general target detection task. Therefore, its network 

structure is not much different from the overall YOLO 

pose, using only some special network modules to replace 

the modules in the original structure [5]. 

The original YOLO face includes only 5 key points 

detection. This study chooses to use 68 key points for 

extracting face-related features. Therefore, the original 

YOLO face needs to be modified. The modification is 

mainly reflected in the data structure. The data structure 

of each target in the original is a vector of length 16. The 

length of data vector modified is 138. 

2.2. Dataset for training 

This study combines the 300w-3D dataset and the LaPa 

dataset to build training and validation sets for the face 

recognition model [6], [7]. Among them, the 300w-3D 

dataset has the characteristics of large data volume, 

accurate annotation, gender balance, age distribution 

balance, and bright/dark balance. However, the 

open/closed eye data in the 300w-3D dataset is not 

balanced, especially the closed eye data is relatively small. 

This will lead to poor model generalization ability, and 

eventually fail to detect closed eye data. Therefore, this 

study screened out the closed eye data from the LaPa 

dataset and combined it with the 300w-3D dataset to form 

a new dataset. The model is trained and validated using 

this new dataset. 

2.3. Training Result 

YOLO-tiny is selected as the network structure. After 

training for 300 epochs, the model has basically 

converged (Fig. 1). 

 
a. Loss of training 

 
b. Precision of validation 

Fig. 1. Result of training 

 

 The detection performance of the model is evaluated in 

terms of mAP (Mean Average Precision). mAP@0.5 

represents the change of mAP when the IOU threshold is 

0.5, and mAP@0.5:0.95 represents the change of mAP 

when the IOU threshold gradually increases from 0.5 to 

0.95. These two mAPs are both greater than 0.9 after the 

end of training, and the training effect is good (Fig. 2). 

To verify that the model still has good detection 

capabilities under different lighting conditions, several 

images are selected, and new images were obtained by 

decreasing the average brightness of every image by 50 

in turn, and they were sent to the model. The results show 

that the model also has good detection ability in low 

brightness conditions (Fig. 3). 

 

Fig. 3. Face Detection under Different Brightness 

 
Fig. 2. mAP (Mean Average Precision) 
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3. Android Smartphone Model Deployment 

This study uses ONNX and NCNN as "intermediate 

representations" to build an inference engine based on the 

NCNN framework to deploy the trained face recognition 

model on Android phones. 

 In general, deep learning models rely on related 

frameworks and environments, which are not suitable for 

installation in mobile phones and other environments. In 

addition, deep learning models require a lot of computing 

power, which is difficult to run on phones without 

optimization. ONNX and NCNN as "intermediate 

representations" can solve this problem. ONNX (Open 

Neural Network Exchange) was jointly released by 

Facebook and Microsoft in 2017 for standard description 

of model structure and parameter calculation graphs. It 

can optimize network structures and reduce 

environmental dependencies. NCNN is a lightweight 

neural network inference framework developed by 

Tencent for mobile platforms [8], [9]. In short, the trained 

model needs to be converted into ONNX form and then 

into NCNN form before it can be deployed to a smart 

phone. (Fig.4) 

The effect is shown in Fig. 5, the experimental device 

is an Android phone equipped with Snapdragon 888Soc 

(in strong light and low light environments, respectively). 

 
Fig. 5. The effect of the model running on a mobile 

phone 

4. Drowsiness Detection Method by face key points 

4.1. Eye and mouth state recognition based on EAR 

and MAR 

After completing the extraction of facial feature regions 

or feature points, it is necessary to study the relationship 

between the open and closed state of the eyes and mouth 

and drowsiness based on these characteristics. The 

relationship was investigated in this study using EAR 

(Eye Aspect Ratio) and MAR (Mouth Aspect Ratio). 

They are based on the same principle, the value of them 

can reflect the opening and closing status of the eyes and 

mouth visually. Taking eye as an example, among the 68 

facial feature points, each eye occupies 6 feature points, 

distributed as shown in Fig. 6. [10] 

 

Fig. 6. Feature points of eye 

When the eyes are open and closed, the relative position 

of P1~P6 changes greatly, especially the vertical 

coordinate changes between the P2/P6 and P3/P5 point 

pairs are more obvious, and the horizontal coordinate 

distance between the P1/P4 point pairs basically does not 

change when the eye state changes. According to the 

change law of the relative distance between the 6 feature 

points when the eye state changes, the current state of the 

eye can be clearly extracted, and the specific calculation 

is as Eq. (1). 

𝐸𝐴𝑅 =
‖𝑃2 − 𝑃6‖ + ‖𝑃3 − 𝑃5‖

2‖𝑃1 − 𝑃4‖
 (1) 

4.2. Experiment for drowsiness detection based 

on EAR and MAR 

This study uses the dataset from NTHU Computer 

Vision Lab for related experiments and analysis. EAR 

and MAR are computed for each frame of all the videos 

in the training subset of the dataset. To minimize the 

effect of noise on the data, exponential smoothing filter 

and Gaussian filter are applied to the EAR and MAR of 

each sample respectively. The EAR and MAR graphs can 

be obtained as shown in Fig.7 and Fig. 8. The downward 

spike in the graph of EAR is the process of winking, and 

the upward spike with a certain width in the graph of 

MAR is the process of yawning. 

By analyzing 142 video samples (71 drowsiness 

samples and 71 non-drowsiness samples), it can be found 

that the change in the frequency of winking does not 

reflect the drowsiness state, because there are individual 

differences in winking habits, and the frequency of 

winking rises in the drowsiness state of some people and 

decreases in other people. But there is always a longer 

period of eye closing when people are in the drowsiness 

state. Therefore, the presence of significantly longer than 

normal winking time for eye closing time can be used for 

drowsiness detection (Fig. 9). In addition, for MAR, the 

n-sigma rule can be used to distinguish between yawning 

and normal speaking (Fig.7 and Fig. 10). The existence 

of yawning can also be used for drowsiness detection. In 

summary, drowsiness detection methods can be 

constructed based on yawning and longer eye closing 

time. 

 
Fig. 4. Model transformation process 
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5. Conclusion 

In this study, a 68-keypoints face recognition model 

was implemented based on YOLO face, after which the 

model was deployed to Android phones through ONNX 

and NCNN frameworks, and finally EAR and MAR were 

calculated by key points and their relationship with driver 

drowsiness driving was studied. According to the 

experiment, it was concluded that based on yawning and 

longer eye closing time can be used as a standard for 

drowsiness determination. In the future, it is planned to 

add this standard into the Android inference engine, and 

the network structure of the face recognition model is 

adjusted to improve performance. 
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Abstract 

In fields such as logistics, robots are required to have efficient mobility. There are various types of rollers used in 

mobile robots. Among them, omni-rollers have excellent omnidirectional mobility and are easy to control. In this 

study, mechanism kinematics has been proposed that assumes arbitrary changes in the roller arrangement position on 

a circular mechanism and the roller arrangement has been evaluated from the viewpoint of speed efficiency. 

Furthermore, we aim to evaluate the mobility of mobile robots by focusing on their translational components. 

Moreover, we have examined the behavior of the area of the area generated by the end point of the robot velocity 

vector and evaluated the velocity efficiency. 

Keywords: Omni-roller, Translational motion, Motion analysis of mobile robot 

 

1. Introduction 

In recent years, industries such as logistics require 

efficient mobile robots for object transport. Development 

of such mobile robot vehicles has attracted great attention 

among the research community. The degrees of freedom 

for omnidirectional movement (if holonomic properties 

are provided) is three, expressed as the sum of a 

translational component of 2 degrees of freedom and a 

rotational component of 1 degree of freedom. The 

holonomic movement mechanism is easy to control and 

has excellent maneuverability in all directions due to the 

independent drive characteristics of the wheels. 

In particular, there are many moving mechanisms 

equipped with three omni rollers, and the kinematics for 

these mechanisms have been derived [1]. The three-roller 

arrangement of this mechanism has a basic structure of 

an equilateral triangle. 

This basic arrangement is also used in the soccer robots 

of RoboCup Meddle-sized-reague, such as RV-infinity 

[2], Musashi 150 [3], and NuBot [4]. Thus, a regular 

polygon with the highest degree of symmetry among 

triangles was used, and no theoretical research had been 

conducted. However, recently, researchers have started 

focusing on the kinetic energy of drive rollers for moving 

mechanisms [5] and spherical conveyance [6]. 

In a movement mechanism using a sphere as wheels 

(or a mechanism using a sphere as a conveyance object), 

the optimal angle of the sphere rotation axis with respect 

to the movement direction [7] and the placement location 

of the two drive rollers that drive the sphere should be 

determined. The optimal location has been identified to 

be on the equator [8]. In a mechanism using rollers as 

wheels, a transformation matrix is defined that associates 

the input roller speed with the output robot speed 

(translation/rotation), and the “Image volume” and 

“Orthographic area” are used as an evaluation function 

for movement efficiency. The roller arrangement was 

evaluated in a previous study [9]. 

The present study focuses on sectional area by 

considering the kinetic energy of a mobile robot in the 

line-symmetric roller’s arrangement which has one-

dimensional of freedom. Focusing only on the robot’s 

translational motion, we derive a relational expression 

between velocity efficiency and roller arrangement, and 

subsequently analyze the behavior of the end point region 

area of the robot velocity vector. 

The rest of this study is as follows: Chapter 2 discusses 

the kinematics of mobile robots. Chapter 3 derive 

sectional area function. Chapter 4 conducted the 

simulation. Finally, we present the summary and future 

tasks. 

2. Kinematics of Transfer Mechanism in case of 

isosceles triangle three rollers arrangement 

In a previous study, we have defined “Image volume” 

and “Orthographic projection area” as evaluation 

functions analysis roller contact location ([9]). 

Section 2.1 introduces only on the robot translational 

motion and analysis robot motion. 
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Section 2.2 discusses kinematics for a mechanism 

that adapts three omni-rollers in line symmetry 

roller’s arrangement. 

 
2.1.  Liner Transformation mapping for 

correspondence of roller speed and robot speed 

 
As shown in Figure 1(a), the mobile robot that has a 

common radius of all omni-wheels adapted the i-th rollers 

(𝑖 = 1,2,3) contact point 𝑷𝒊 on a circle. 𝑋–𝑌 is the global 

coordinate system (origin 𝑶). The robot translation speed 

is 𝑽 = [𝑉𝑥 , 𝑉𝑦]
𝑻

 and 𝜑  denotes robot direction. Robot 

rational speed 𝐿�̇�  ( �̇� : robot angular velocity) roller 

peripheral speed 𝑣𝑖  are decomposed as translation and 

rotational components. Contact point 𝑷𝒊  are adapted 

angle 𝜃𝑖  on the circle that has a radius 𝐿 . Thus, the 

correspondence of [𝑣1, 𝑣2, 𝑣3] and [𝑉𝑥 , 𝑉𝑦 ,  𝜙𝐿̇ ]  is 

represented in Figure 1(a). 

As shown in Figure 1(b), linear transformation 

mapping 𝑓𝐴 : [𝑉𝑥 , 𝑉𝑦 ,  𝜙𝐿̇ ]
𝑻

 → [𝑣1, 𝑣2, 𝑣3]
𝑻 and 

𝑓𝐴(𝑊) =Image𝑓𝐴 ∈ 𝐑3 is a parallelepiped domain from 

cubic domain 𝑊. 

In this study, we represented a sectional area of 

𝑓𝐴−1(𝑊) for a horizontal plane as follow: 

 

𝑓𝐴−1(𝑊) ∩ {𝑉𝑥𝑉𝑦 − plane} 

= {(𝑉𝑥 , 𝑉𝑦 , 0)| |𝑣1|, |𝑣2|, |𝑣3| ≤ 1} (1)  

 

Where 

 

𝑓𝐴−1(𝑊) = {(𝑉𝑥 , 𝑉𝑦 , 𝐿�̇�)| |𝑣1|, |𝑣2|, |𝑣3| ≤ 1} (2)  

𝑊 = {(𝜈1, 𝜈2, 𝜈3)||𝑣1|, |𝑣2|, |𝑣3| ≤ 1} (3)  

 

2.2 Kinematics for isosceles triangle three rollers 

arrangement 

 

In our previous work [9], we derived kinematics for 

arbitrary roller arrangement position as (𝜃1, 𝜃2, 𝜃3). In 

this study, we restrain an isosceles triangular roller 

arrangement (line symmetry roller’s arrangement) in 

Eq. (6) of the previous study [9] 

Substituting 𝜃1 = 𝜃, 𝜃2 = 360° − 𝜃 and 𝜃3 = 0° with 

(𝜃1, 𝜃2, 𝜃3) in Eq. (6) of [9]. 

Inverse kinematics ([𝑣1, 𝑣2, 𝑣3]
𝑻  is determined from 

[𝑉𝑥 , 𝑉𝑦 , 𝐿�̇�]
𝑻
) is represented as follows: 

 

  [

𝑣1

𝑣2

𝑣3

] = [
− sin 𝜃 cos 𝜃 1
sin 𝜃 cos 𝜃 1

0 1 1
] [

𝑉𝑥
𝑉𝑦

𝐿�̇�

] (4)  

 

Forward kinematics ([𝑉𝑥, 𝑉𝑦 , 𝐿�̇�]
𝑻
 is determined from 

[𝑣1, 𝑣2, 𝑣3]
𝑻) is represented as follows: 

[

𝑉𝑥
𝑉𝑦

𝐿�̇�

] =

[
 
 
 
 
 −

1

2sin 𝜃

1

2sin 𝜃
0

−
1

2 − 2cos 𝜃
−

1

2 − 2cos 𝜃

1

1 − cos 𝜃
1

2 − 2cos 𝜃

1

2 − 2cos 𝜃
−

cos 𝜃

1 − cos 𝜃]
 
 
 
 
 

 

[

𝑣1

𝑣2

𝑣3

] 

 (5)  

3. Derive sectional area function 

In this section, we calculate area using Eq. (1). Section 

3.1 shows analysis of roller’s speed space, while Section 

3.2 shows analysis of robot speed space. 

3.1. Analysis of roller’s speed space 

(A) Setup for Cubic domain 

 

As shown in Figure 2(a), the cubic domain is 

composed of the following eight apexes: 𝑩𝟏 = (1, 1, 1), 

𝑩𝟐 = (−1 , 1 , 1) , 𝑩𝟑 = (−1 , −1 , 1) , 𝑩𝟒 = (1 , −1 , 

1) ,𝑩𝟓 = (1, 1, −1), 𝑩𝟔 = (−1, 1, −1),𝑩𝟕 = (−1, −1, 

−1), 𝑩𝟖 = (1, −1, −1). Additionally, sectional domain 

denoted by 𝜋 is symmetrical with respect to the origin 𝑶. 

For the sectional shape to be hexagonal like Figure 2(a), 

six dots 𝑷 (𝑝 , − ,,,), 𝑸  (− ,,𝑞 ,,), 𝑹 (− ,,,,𝑟 ), 𝑺 (𝑠 ,,, − ,), 

 

Figure 1 Correspondence between three omni-rollers speed 

[𝑣1, 𝑣2, 𝑣3]
𝑻  and [𝑉𝑥, 𝑉𝑦 ,  𝜙𝐿̇ ]

𝑻
(robot mobile speed (𝑉𝑥 , 𝑉𝑦)  

rotational speed  �̇� ). (a) mobile robot and (b) translation 

mapping. 
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𝑻 (,, 𝑡 ,  − ,), 𝑼 (,, − ,, 𝑢 ) (real parameter   − , ≤

𝑝, 𝑞, 𝑟, 𝑠, 𝑡, 𝑢 ≤ 1) should satisfy the following condition. 

𝑝 = 𝑠, 𝑞 = 𝑡, 𝑟 = 𝑢 (6)  

As the two faces, 𝑩𝟏𝑩𝟐𝑩𝟑𝑩𝟒  and 𝑩𝟓𝑩𝟔𝑩𝟕𝑩𝟖  (face to 

face), are parallel, side 𝑷𝑸 and 𝑻𝑺 are parallel and have 

same length. 

 

(B) Plane representation as roller speed existent set 

 

Focusing on 𝐿�̇� -component of Eq. (5), only 

transrational motion is equivalent to �̇� = 0. 

𝑣1 sin 𝜃 + 𝑣2 sin 𝜃 − 2 𝑣3 sin 2𝜃 = 0 (7)  

Eq. (8) represents a plane equation including origin by 

three-dimensional combinate [𝜈1, 𝜈2, 𝜈3]
𝑻. 

 𝜋 =
{(𝑣1, 𝑣2, 𝑣3)|𝑣1 sin 𝜃 + 𝑣2 sin 𝜃 − 2 𝑣3 sin 2𝜃 = 0} 

 (8)  

 

(C) Normal vector of plane 

 

Eq. (7) is equivalent to following expression. 

sin 𝜃 〈[
1
1

−2 cos 𝜃
] , [

𝑣1

𝑣2

𝑣3

]〉 = 0 (9)  

Thus. [1,1, −2 cos 𝜃]𝑻 is normal vector of plane 𝜋. Also, 

sin 𝜃 > 0 and −2 cos 𝜃 > 0 for all 90° ≤ 𝜃 < 180°. 

Figure 2(b) shows a section of the cubic domain with 

respect to rectangle (𝑩𝟏𝑩𝟑𝑩𝟕𝑩𝟓). It can be observed that 

normal vectors shift counterclockwise direction from 𝜈3-

axis (when 𝜃 = 90° ) to line 𝑩𝟑𝑶  (when 𝜃 = 180° ). 

Thus. 𝜋 ∩ 𝑊 satisfies the following property. 

 

Property  

(i) Sectional shape is symmetrical with respect to origin 

(a) 𝜃1 = 90°   ⇔   Rhomb 

(b) 90°＜ 𝜃1 ＜180°   ⇔   Hexagon 

(ii) When 𝜃1 = 120°  it has minimal area. 

3.2. Analysis of robot speed space 

Using Eq. (5), image of 𝜋 ∩ 𝑊  by transformation 

mapping 𝑓𝑨−1 can be represented as follows  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2 Sectional shape of roller’s speed space 𝜋 ∩ 𝑊 in case 

of an isosceles triangle roller arrangement. (a) Isometric view. 

(b) Sectional view. 

 

𝑓𝐴−1(𝑊) ∩ {𝑉𝑥𝑉𝑦 − plane} = (10)  

{(𝑉𝑥 , 𝑉𝑦)| 𝑣1𝑨𝟏
́ + 𝑣2𝑨𝟐

́ + 𝑣3𝑨𝟑
́ , |𝑣1|, |𝑣2|, |𝑣3| ≤ 1} 

where 

𝑨𝟏
́ =

[
 
 
 
 −

1

2sin𝜃

−
1

2−2cos 𝜃
1

2−2cos 𝜃 ]
 
 
 
 

  ,  𝑨𝟐
́ =

[
 
 
 
 

1

2sin𝜃

−
1

2−2cos 𝜃
1

2−2cos 𝜃 ]
 
 
 
 

, 𝑨𝟑
́ = [

0
1

1−cos 𝜃

−
1

1−cos 𝜃

] 

 (11)  
From Eq. (6) and property of transformation mapping  

𝑓𝐴−1 , 𝑓𝐴−1(𝜋 ∩ 𝑊) is decomposed as three parts. 

𝑓𝐴−1(𝜋 ∩ 𝑊) = 2𝑓𝐴−1(△ 𝑶𝑷𝑸) (12)  

+2𝑓𝐴−1(△ 𝑶𝑸𝑹) + 2𝑓𝐴−1(△ 𝑶𝑹𝑷) 

Where 

𝜋 ∩ 𝑊 =  2(△ 𝑶𝑷𝑸 + △ 𝑶𝑸𝑹 + △ 𝑶𝑹𝑷) (13)  

Thus. Sectional area of 𝑓𝐴−1(𝑊) ∩ {𝑉𝑥𝑉𝑦 − plane}  is 

represented as following. 

𝐷𝑆𝑒𝑐(𝜃) = ‖𝑓𝑨−1(𝑷) × 𝑓𝑨−1(𝑸)‖ 

+‖𝑓𝑨−1(𝑸) × 𝑓𝑨−1(𝑹)‖ + ‖𝑓𝑨−1(𝑹) × −𝑓𝑨−1(𝑷)‖ 

 (14)  

Where  𝑷(𝑝,−,,,), 𝑸 (−,,𝑞,,), 𝑹(−,,,,0) 
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𝑝 =
sin 𝜃 − sin 2𝜃

sin 𝜃
, 𝑞 =

− sin 𝜃 − sin 2𝜃

sin 𝜃
 (14) 

4. Simulation 

This section presents the simulation findings, 

including the evaluation values of “horizontal cross-

sectional area: 𝐷𝑆𝑒𝑐” 

Simulations were performed at the various symmetric 

roller arrangement (Eq. (14) in 90° ≤ 𝜃 < 180°). 

As shown in Figure 3, 𝐷𝑆𝑒𝑐(90°) = 4.05[𝑚/𝑠]2  and 

𝐷𝑆𝑒𝑐(180°) = ∞ [𝑚/𝑠]2 .  minimum value is 

𝐷𝑆𝑒𝑐(120°) =3.85[𝑚/𝑠]2 . Thus. The worst efficiency 

roller arrangement in only translational motion is the 

equilateral triangular shape. 

5. Conclusion 

In this research, we focused on the translational motion 

of mobile robots. Furthermore, we derived the area of the 

region where the end point of the robot’s velocity vector 

exists as an evaluation function, investigated its behavior, 

and determined the minimum value. We get fact that 

worst efficiency roller arrangement is the equilateral 

triangular shape.  

This is a one-parameter problem because the roller 

arrangement is given as an isosceles triangle. 
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Abstract 

With the extensive use of robots in recent years, an age of co-existence between humans and robots is expected to 

arrive in the future. Therefore, providing robot education in the early stages of elementary and junior high school is 

necessary to stimulate students’ interest in robots. Furthermore, educational institutions are becoming more active in 

robot education as a part of their contribution to the local community. For elementary school students, a Beauto 

Racer (Vstone) has been adopted as a teaching material for robot education, and teaching materials have been 

developed for teaching line tracing. In this study, we will develop educational materials for junior high school 

students on maze exploration using a Beauto Rover (Vstone). The students of Matsue National College of 

Technology took the initiative in this activity. The purpose is to improve their teaching skills.  

Keywords: Robot education, Programing, Maze search, Student-based educational activities 

 

1. Introduction 

AI robotic research is being promoted at an 

accelerated pace, as obvious from RoboCup’s goal of 

"building an autonomous robot team that can beat the 

world champion soccer team in 2050" [1]. Thus, an era 

in which humans and robots will live together in 

harmony is expected in the near future; therefore, 

providing a strong awareness regarding robots to future 

children at an early age is critical. As shown in Table 1, 

many lesson designs use commercially available 

microcomputers. 

As an example of robotic education using Lego 

Mindstorms NXT, the company offers numerous 

courses in robotic education for students belonging to 

first to sixth grades. This includes student-centered 

robotic contests centered on line tracing [2]. 

Furthermore, robotic education using Beauto Racer 

(Vstone) is being developed as a curriculum for 

elementary school students to learn programing on the 

theme of line tracing [3]. 

In a junior robotic contest, participants used Lego 

Mindstorms EV3 to perform line tracing for simulating 

tomato harvesting [4]. 

Moreover, embedded programing using Lego 

Mindstorms NXT was employed to teach maze 

exploration programing [5]. 

 

 

Table 1 Commercial microcontrollers for robotic education 

 

Commercially available 

microcontrollers 

Lesson content Literature 

Lego Mindstorms NXT Line trace  

Maze Search 

[2][5] 

Beauto Racer (Vstone) Line trace [3] 

Lego Mindstorms EV3 Line trace [4] 

 

 

While most of these efforts are faculty-led, there are 

also student-led collaboration activities in the 

community that are aimed at improving the basic skills 

of students and other members of society ([6]). 

A student-led working group was organized in this 

study to produce educational materials that will enable 

students to quickly and easily learn maze search 

programming. 

The rest of this study is as follows: Chapter 2 

introduce  information on lesson design and 

microcontrollers to be used for maze exploration 

programming . Finally, we present the summary and 

future tasks. 
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2. Planning and Preparation 

2.1. View trovers and educational equipment 

A Beauto Rover (Vstone) was used as the 

microcontroller for robotic education. To organize 

multiple wiring, a body is designed for it, as shown in 

Figure 1. It was designed using Slid Works (Figure 1(a)), 

prepared for processing by SPACEGEAR-U44 

(MAZAK) (Figure 1(b)), and laser was processed using 

an acrylic plate (Figure 1(c)). This plane has a 

rectangular shape with dimensions of 90 [mm] × 125 

[mm], and an image of the microcontroller after 

attaching the protective cover is provided in Figure 1(d). 

As shown in Figure 2, a single infrared sensor ( ① ) 

was mounted on the head of the mechanism. First, the 

power switch of the microcontroller ( ② ) was turned on, 

and then a program created by an application on a PC 

was sent to the CPU board ( ③ ) by connecting it to a 

USB connector (④ ). Finally, the program proceed 

button ( ⑤ ) to execute the program is turned on, and 

the front tires (⑥ ) rotate to perform the motion on 

execution. 

 

 

 

 

 

 

(a)                                                (b) 

 

 

 

 

 

 

(c)               (d) 

Figure 1 Process of creating a protective cover for the 

microcontroller: (a). designing using SolidWorks, (b). 

preparation for laser machining, and (c). laser processing. (d). 

Microcontroller with a protective cover mounted 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2  Function of each part of the robot  

 

 

 

2.2. Lesson design for maze exploration programing 

 

Assuming that we have lectured on how to transfer a 

program to the microcontroller and execute it, we will 

prepare problems 1–5, which are the key problems to be 

solved in a maze search. Table 2 shows the maze search 

programing materials (powerpoint-slide) prepared for 

the lecture.  

The first problem is "1 second forward" and "turn right 

(90-degree rotation).” Participants were asked to think 

about the number of rotations and how much they have 

rotated with respect to time (Figure 3(a)). 

For problem 2, the exercise is to repeat problem 1 

four times, where the useful "loop" function is taught 

and guidance is provided (Figure 3(b)). For problem 3, 

students are taught about conditional branching by 

helping them understand the relationship between 

senders and the IF function (Figure 3(c)). 

A driving program is given as a mission in problem 4 

to avoid obstacles when they are placed in 

predetermined positions (this would use the knowledge 

from problems 1-3) (Figure 3(d)). 

Problem 5 is implementing a program that will work 

with different placements of obstacles (note the 

difference from problem 4) (Figure 3(e)). 

 

 

Table 2 Class design 

 (data) item Notes on the Guidance 

Question 1 Actions for 
going straight 
and turning 
right. 

 

Understand the 
relationship between 
the number of 
revolutions and time 
required to make a 90° 
turn (relationship 
between the number of 
revolutions and angle of 
the turn) 

Question 2 Iterative 

operation 

Ability to use the loop 

function. 

Question 3 IF Function Ability to use the role 
of sensors and IF syntax 

Question 4 Traveling along 
an approximate 
known route 

Summary of stationary, 
straight ahead, right/left 
turn (basic driving) 

Question 5 Unknown Maze 
Running 

Understand the 
difference between 
driving on an 
approximate known 
pathway 
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(a) 
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(b) 

 

 

 

 

 

 

 

 

 

 

 

(c) 

 

 

 

 

 

 

 

 

 

 

 

(d) 

 

 

 

 

 

 

 

 

 

 

 

(e)  

 

Figure 3 Maze search programming materials (powerpoint-
slide for lecture) and five Processes. (a). Basic driving, such as 
going straight, turning right, and turning left. (b). Iterative 
operations, (c). IF syntax, (d). multiple obstacle avoidance, 
and (e). maze search. 

 

 

2.3. Maze selection 

 

Obstacles were selected to create a maze, and three 

materials used for creating a maze are listed in Table 3. 

First one is recycling boxes, which are all around us and 

have a flat surface. They are relatively responsive to 

sensors, but their nonuniform size makes it difficult to 

freely change the maze path (Figure 4(a)). Further, in 

the case of paper cups, the size is uniform and its unit 

price is low. However, its shape resembles a part of a 

cone, and the infrared sensor light reflects irregularly 

and penetrates the gap between neighboring paper cups 

(Figure 4(b)). Finally, the sensors responded well in the 

cubic box case dimensions: 100 mm × 100 mm × 100 

mm). This is because they have flat surface, and the 

infrared sensor responded relatively well because of its 

uniform size. Furthermore, with cubic box, it is easy to 

freely change the maze path (Figure 4(c)). Based on the 

above, cubic boxes were adopted as the obstacle for 

preparing maze. 

The maze corridor’s width should be set at 200 mm, 

which is equivalent to the width of two cubes. This 

allows the robot to turn right and left in the passageway. 

 

 

 

 

 

 

 

 

 

 

 

 

(a) 
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                                                (b) 

 

 

 

 

 

 

 

 

 

(c) 

 

Figure 4 Maze production choice: (a). recycled box, (b). paper 

cup, and (c). cube box 

 

Table 3 Three candidates for maze production 

Candidate 
obstacles 

Advantage Disadvantage 

Recycling bin Gather easily Uneven size 

Paper cup Low unit price 

Uniform size 

Sensor 
recognition is 
unstable 

Cube box [100 
mm per side] 
(commercially 
available) 

High degree of 
freedom for 
placement 

Uniform size 

High cost 

3. Conclusion 

In this study, a Beauto Rover (Vstone) was used as 

the microcontroller for robot programing. With only one 

infrared sensor attached to the back of its head, this 

microcontroller can be easily operated by junior high 

school students. To make robot programing learning 

feasible, we produced programing materials that 

provided steps for realizing a successful maze 

exploration. 

We plan to conduct several workshops at our 

university using the developed robot programming 

material for future research projects. In addition, we 

plan to conduct pre- and postlecture questionnaires to 

investigate changes in interest and awareness on maze 

exploration and to evaluate the educational materials we 

have developed. 
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Abstract 

The Ministry of Education, Culture, Sports, Science and Technology (MEXT) has been promoting cross-curricular 

learning including STEAM education in its educational policy for 2021. The purpose of this study is to have students 

experience not only control engineering but also basic programming techniques, and to have them become interested 

in mathematical subjects in general, which are the basis for control engineering. The educational design and 

accompanying software were designed using Beauto Balancer2 (Vstone) educational robot and Scratch, a visual 

programming editor developed by the Scratch Foundation. In addition, workshops were conducted, and the lesson 

design was evaluated by a questionnaire. 

Keywords: Robot education, Control engineering, Visual Programming, Beauto Balancer 

 

1. Introduction. 

 The Ministry of Education, Culture, Sports, Science and 

Technology (MEXT) has made programming education 

mandatory for elementary and junior high schools 

starting in 2021. The purpose is to develop children's 

programming abilities, discover their hidden potential, 

and create opportunities for them to play an active role in 

society in the future [1]. 

In addition, the Ministry of Education, Culture, Sports, 

Science and Technology (MEXT) promotes STEAM 

education and other cross-curricular learning to apply 

learning in each subject and other areas to discovering 

and solving problems in the real world. This is aimed at 

fostering problem-solving skills that transcend subject 

boundaries [2]. 

Hirata developed an experimental teaching material 

that enables students to identify control objects in both 

the time and frequency domains and to design control 

systems while considering the relationship between them 

[3]. This teaching material is intended for beginning 

students of control engineering. 

Kato conducted an objective verification of educational 

effectiveness through robot building and robot contests. 

Here, as an objective method of measuring effectiveness, 

criteria for behavior evaluation were established and 

implemented, and the behavior of the subjects was 

evaluated by TAs [4]. This study cites education in the 

setting of a robotics class for elementary and junior high 

school students. 

In recent years, it has become necessary to use some 

form of programming in controlling robots. However, 

there are few educational materials for elementary and 

middle school students that can help them understand and 

become interested in programming and control 

engineering concepts. There have been no control 

engineering-related studies targeting elementary and 

middle school students or aiming to educate them about 

new concepts through robotics. 

In this study, we will develop extensions to existing 

educational robots and plan lessons that will enable 

elementary and junior high school students to become 

interested in a wide range of fields and challenge 

themselves to learn. The robot used in this study, "Beauto 

Balancer2 (Vstone)," is a teaching material aimed at 

learning control. Therefore, it is necessary to develop 

new software to use it as a teaching material for 

programming classes. 

 

2. Creation of home-grown software 

2.1. Examination of specifications for home-grown 

software 

In this study, Beauto Balancer 2 (Vstone) will be used. 

Beauto Balancer 2 comes with the factory software 

(Balancer 2 Programmer). 
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The objectives sought for the home-made application 

used in this study are as follows. 

 

 To have the robot embody the behavior envisioned by 

the subject. 

 The difficulty level of the application should be such 

that elementary and junior high school students can 

operate it without difficulty. 

 Use of libraries (written in C) provided by Vstone 

 

To achieve these goals, we have defined the functions 

to include or coexist with the functions of the original 

software (Balancer 2 programmer) and to introduce the 

concept of visual programming so that elementary and 

junior high school students can easily operate the 

software. 

To achieve this, the following three compositions and 

description methods were considered. 

 

A Desktop application only (written in Python) 

B Console application (written in C) 

C Scratch script + console application. 

  + Genuine software (written in C) 

 

Table 1  Study table for the software specification 

 advantage disadvantage 

A 

Use of external 

libraries facilitates UI 

tuning 

The stock library needs 

to be re-written in 

advance. Even if the 

library is ported to 

Python, there is no 

guarantee that the serial 

communication system 

will work properly. 

B 

User operation unit 

(so-called front end) 

and the language of the 

internal processing part 

(i.e., the bag-end) 

Uniformity is possible, 

allowing for flexible 

design and description. 

The nature of console 

applications limits UI 

tuning. 

High degree of 

difficulty in 

introducing visual 

programming concepts. 

C 

Troubleshooting is 

easier because 

software is created or 

diverted by dividing 

functionality. 

Software tends to be 

somewhat cumbersome 

to configure, as 

software is divided by 

function, which is less 

consistent than other 

proposals 

 

 

Table 1 shows the results of the study and review of the 

specifications (A, B, and C). Initially, we adopted 

proposal A, giving priority to the user interface (UI). 

However, the communication problems could not be 

solved, and the development process would have been too 

large, so we gave up on it. Next, they decided to adopt 

proposal C and develop it in earnest, as it was judged to 

be more effective in terms of man-hours among the three 

proposals. 

2.2. Software Development 

As a result of the study in section 2.1, we adopted C 

and produced two applications. The overall system 

configuration and process flow are shown in Figure 1. 

The first is a visual programming editor produced using 

Scratch 3.6. The second is a communication software 

written in C. 

The flow of the entire system, its usage, and its 

structure are described. First, a txt file was generated 

from the visual programming editor, and using Scratch's 

original block definition function, a block was created to 

add a string to the list according to the contents of the 

action (e.g., forward, stop). After the participants created 

their own actions, we had them generate them using 

Scratch's txt file output function for the list contents. 

Next, we asked participants to start up the 

communication software. To reduce the burden on the 

participants, we implemented the software so that it could 

be automatically loaded and executed by simply clicking 

on the application to open it. 

When the communication software is opened, it 

automatically establishes USB HID communication and 

reads the txt file. At this time, we designed the software 

to read the txt file sequentially and issue communication 

commands according to the contents of each line. 

Figure 1  Overall system design 

  

612



Design and Software Production 

©The 2024 International Conference on Artificial Life and Robotics (ICAROB2024), J:COM HorutoHall, Oita, Japan, 2024 

3. Mock Class for Experiments 

3.1. Design of mock class 

A mock class was conducted for elementary and junior 

high school students (hereinafter referred to as 

participants). The evaluation was based on the results of 

the participants questionnaires. The dates of the 

experiments were as follows Table 2. 

 

Table 2  Planning mock classes 

Date participant 

December 

16, 2023 

4 persons 

(Breakdown: 

Fourth grade. 2 students, 

(one each in sixth grade and eighth 

grade)) 

Title. 

Student-centered lectures and hands-on practice ♪ 

 〜Let's feel mathematics, physics, and control by 

using butte balancer! 〜 

 

The author was the instructor and one teaching 

assistant (TA), and the maximum number of participants 

was set at five. Each mock class was held as a part of a 

craft class hosted by the school, and participants were 

recruited from the public through posters distributed to 

elementary and junior high schools in Shimane 

Prefecture. The aim of the classes was to encourage 

students to become interested in mathematics, physics, 

and all other fields by experiencing the mechanisms that 

make objects move as desired. The mock class consisted 

of three steps (Step.1-3). 

 

Step.1  "Let's get used to the robot! " 

After giving the students the course materials and 

explaining how to use the robot and its software, we ask 

them to touch the robot. Since this is the first time for the 

participants to touch the machine, we ask them to touch 

it for the time being to familiarize themselves with it. At 

this point, we ask them the question, "What is gain? and 

asked them to answer the question while touching the 

genuine software. Figure 2 is a slide showing how to use 

Beauto Balancer 2. 

 

Figure 2 Slide of Class Step 1 

Step.2  "Let's feel physics and mathematics! " 

Next, mathematics, physics, and control engineering 

were explained to elementary school students in an easy-

to-understand manner using specific examples. At first, 

basic knowledge and concepts of mathematics and 

arithmetic (functions, derivatives, and integrals) were 

explained as necessary knowledge to explain physics 

concepts. Figure 3 shows a slide explaining integration. 

Figure 3  Slide of Class Step 2 

 

Step.3  "Move the robot as you wish! " 

We defined the movements we wanted the subjects to 

perform with the robot and asked them to perform them 

in sequence. This was done using special software. The 

explanation was given while displaying the Scratch 

screen Figure 4.  

 

Figure 4 Demonstration of Class Step 3 

3.2. Evaluation of mock class 

To test the effectiveness of the program, a pre-class 

questionnaire and post-class questionnaire are 

administered to the subjects. Subjects were asked 5 

questions before and after each class. The questionnaire 

was given on a 5-point scale, with the higher the number, 

the more positive the evaluation. Table 3 shows the 

contents of the pre-lesson questionnaire and Table 4 

shows the post-lesson questionnaire. 

 

Table 3 Pre-Class Questionnaire 

Q1: Do you like mathematics? 

Q2: Do you like science? 

Q3: Can you visualize the control? 

Q4: Are you concerned about what math and arithmetic. 

learned in school is used for? 

Q5: Wha science is used for in school. Are you curious? 
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Table 4 Post-Class Questionnaire 

Q1: Have you developed an interest in mathematics? 

Q2: Were you interested in science? 

Q3: Did you have an interest in control engineering? 

Q4: Did you want to know more about what math and. 

arithmetic is used for in school? 

Q5: What is the science you learn in school used for? 

      Do you want to know more about it? 

 

 Figure 5 shows the results of the questionnaire. The 

horizontal axis represents each question 1-5 in the 

questionnaire and the vertical axis represents the average 

of the response results. 

 

Figure 5 Questionnaire results 

3.3. Discussion of Verification Results 

 From Figure 5, the percentage increase in the survey 

results was calculated and is shown in Table 5. As a result, 

there is a large increase in some areas. However, Q4 can 

be taken as showing a decrease. 

 

Table 5  Percentage increase in survey results 

 Q1. Q2. Q3. Q4. Q5. 

Rate of increase [%] 29 29 39 - 6 7 

 

Due to the nature of the mock classes held this time, it 

is difficult to conduct a long-term survey such as a 

follow-up survey, and the shortcoming is that it is 

inevitably a short-term survey. In addition, because the 

recruitment method was open-ended, the results were 

likely to be influenced by the characteristics of the subject 

population. For example, if the subjects were junior high 

school students planning to take entrance exams to 

difficult-to-enter private high schools, the results of the 

survey would have changed significantly. Therefore, it is 

necessary to gather subjects with similar characteristics 

and ages, and to conduct long-term observation using 

their parents' and academic records. 

 

4. Conclusion. 

In this study, we developed software for robot 

education for elementary and junior high school students 

and planned and verified mock classes. The results of the 

verification showed that the level of interest and concern 

increased.  

In the future, we plan to conduct mock classes with 

subjects with similar characteristics. In addition, we plan 

to conduct a long-term post-lesson survey. 
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Abstract 

Visual inspection of products in manufacturing plant is usually conducted by workers. However, that inspection 

process by workers occasionally happen oversight due to careless check, so that automatic visual inspection system 

is needed from manufacturer. Products made of low-reflective material are difficult to inspect by light reflection 

because contours of defect areas are got blurred. To solve this problem, we propose to inspect products utilizing of a 

string shadow. Form our research, a string shadow was different between contours of defect area and its of non-defect. 

On the other hand, former research did not success to detect defect area due to determination algorithm for defect. In 

this paper, we apply linear approximation of a string shadow to defect detection. From the experimental results, we 

succeed in detecting defects. 

Keywords: Visual inspection system, low-reflective material, string shadow 

 

1. Introduction 

In the manufacturing industry, visual inspection in 

manufacturing plants is used to ensure the quality of 

products and parts. Most of the current visual inspections 

are performed by workers. However, visual inspection 

process by workers occasionally causes human errors 

such as variation in pass/fail criteria for defective parts or 

overlooking defective parts due to individual differences. 

For those reasons, demand for development of visual 

inspection system by image processing has been 

increased [1]. A template matching inspection method 

based on image recognition is an automated method of 

visual inspection [2], [3]. In inspection by template 

matching, the shape and location of the inspection target 

must be fixed. That method is an effective method if 

inspection items are simple and will not change 

significantly in the future. However, it is not suitable for 

the visual inspection system because it requires large cost 

when there are complex decisions, multiple types of 

inspection items or flexible responses to market trends.  

In recent years, many studies has been conducted on 

product inspection systems that apply image recognition 

based on artificial intelligence(AI) [4]. In fact, we have 

been conducting research on image recognizers using 

artificial intelligence in our research [5]. However, AI-

based product inspection systems cannot explain the 

reasons for wrong decisions due to the problem of the AI 

being a black box [6], [7]. So, this research does not apply 

AI for visual inspection system. 

This research aims to construct a visual inspection 

system that can detect defects whose position is not fixed 

and whose shape is unknown. In general, such visual 

inspections detect defects based on the reflection of linear 

light such as fluorescent lights. On the other hand, this 

study targets the products made of low-reflective 

materials which do not reflect lights; so that, our visual 

inspection system is not able to use reflection of lights. 

To overcome this difficulty, we propose to utilize a string 

shadow to detect defective area. The shadow of string has 

the property of changing shape based on distortion of the 

material when projected onto low-reflective materials. 

Our method uses this property to detect distortion of low-

reflective materials based on the shadow shape of string. 

In this research, our method can flexibly detect by 

characterizing the defective area utilizing a string shadow 

and determination the defective area not by pattern 

matching but by the distance to the approximate linear 

line of a string shadow. From the experimental results, we 

succeed in detecting defects on material. 

2. Method for defective detection 

We introduce the method of defective detection utilizing 

a string shadow in this section.  

2.1. Characterization from a string shadow 

Out method for visual inspection is to light on a string 

that placed horizontally to the inspection target and to 

form a string shadow on it, then that judges defective or 

non-defective from form of a string shadow. Fig. 1(a) 
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shows the shadow of a non-defective material and (b) the 

shadow of a defective material.  

For preprocessing, the shadow image from the camera 

is denoised by Gaussian filter, binarized, and then edge-

smoothed again by Gaussian filter by OpenCV [8] as 

shown in Fig. 2. 

(a)  

(b)  

Fig.1 String shadow. (a)non-defective. (b)defective. 

 
Fig.2 Example of after preprocessing. 

2.2. Environment for inspection 

The string shadow is affected by positions for light, 

camera, string and material as follows. 

1. The closer the distance between light and a string, 

the more the light diffuses and a shadow becomes 

more fading. 

2. The closer the distance between a string and the 

material, the darker the shadow of a string. 

3. When the distance between light and a string is 

about 45 cm, light is not diffused and shadow is 

clearly projected. 

4. The smaller the angle between the camera and the 

material, larger the change in the shape of the 

shadow of the defective area. 

From these features for a string shadow, the positional 

relationship is chosen to have the largest change in the 

shape of shadow of defective area, as shown in Fig. 3. 

2.3. Linear approximation of a string shadow and 

judgement based on sum of distance between line and 

shadow 

Fig. 4 shows that area of non-defective shadow has an 

almost constant gradient, whereas one part of gradient 

changes for the defective one. When the contour on the 

upper side of shadow is approximated by linear line,  

 
Fig.3 Positional relationship. 

defect detection is based on the sum of relative distances 

between shadow and approximated linear line. 

 
Fig.4 Defective shadow after preprocessing. 

When width of linear approximation is 𝛥𝑦 , the 

examples of linear approximated line by start point 𝑦 and 

end point 𝑦 + 𝛥𝑦 are shown in Fig. 5. A wide black area 

is created between approximated linear line and shadow 

contour in defective case as Fig. 5(b). 

(a)  (b)  

Fig.5 Differences of shadow. (a)non-defective. 

(b)defective 

When the approximated linear line is 𝑓(𝑦)  and the 

shadow curve is 𝑔(𝑦), gradient a of the approximated 

linear line is Eq. (1). Thus, linear line, 𝑓(𝑦) , 

approximated equation is Eq. (2). 

𝑎 =
𝑔(𝑦0+∆𝑦)−𝑔(𝑦0)

∆𝑦
      (1) 

𝑓(𝑦) = 𝑦0 + 𝑎(𝑦 − 𝑦0)      (2) 

where, 𝑦0 is start point of linear line. The sum of relative 

distances between shadow and approximated linear line 

is defined as, 

𝑆 = ∫ |𝑓(𝑦) − 𝑔(𝑦)|𝑑𝑦
𝑦+∆𝑦

𝑦
         (3) 

𝑆  in Eq. (3) in defective case is larger than non-

defective case from Fig. 5. 𝑆 is obtained by shifting the 

starting point, then the sum of 𝑆 is used to determine non-

defective and defective. Since this method makes relative 

Defective area 

Defective area 
Non-Defective area 
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judgments rather than absolute judgments, it is expected 

to have a high degree of flexibility to suit a wide variety 

of shapes. On the other hand, a problem with this method 

is the possibility of successfully approximating the defect 

area as a linear line depending on the value of 𝛥𝑦. To 

solve this problem, starting point 𝑦  for approximated 

linear line is shifted several times to vary the sum of the 

relative distances, then determination of non-defects and 

defects is based on comprehensive results. This will avoid 

inspection errors by considering approximations which 

are not coincidental successes of linear line 

approximations. 

3. Experiments 

We first examine the variation of shadow contour with 

and without defects, and then examine the difference in 

the sum of relative distances between approximated 

linear line and a shadow contour with and without defects. 

3.1. Sample of visual inspection 

Fig. 6 shows the non-defective and defective samples 

used to be inspected. The defective sample has two kinds 

of defectives with different concavities, i.e., dent and 

depression. 

(a)  (b)  

Fig.6 Samples. (a)non-defective. (b)defective 

3.2. Comparison of shadow contour 

Fig. 7 shows the variations in shadow contour 

coordinates with and without a dent defect. The figure 

shows that gradient varies linearly without dent, while 

gradient with dent varies significantly around y at 500 to 

700, which is the defective area, in the case of dent defect. 

 

Fig.7 Comparison results of shadow contour(dent) 

The same variations are also observed in case of 

depression. From these results, it can be said that the 

shadow contours are characterized by a large gradient 

variation in the defective area. 

The product to be inspected in this study does not have 

a horizontal surface when viewed from the side. In 

addition, because the height varies depending on the 

inspection location, the shape of shadow and the location 

where it is formed are continuously altered. A method of 

determining by the rate of change of gradient could be 

considered, but it is difficult to define determination 

sections because gradient varies depending on the 

inspection location and the shape of the product and size 

of defect.  

3.3. Defect detection based on the sum of relative 

distances between a string shadow and linear line 

approximation 

In this experiment, two non-defective shadow images 

are utilized for each defect, shown as Fig. 8(a), to also 

verify the sum of the relative distances of non-defective 

shadows, shown as red and green area in Fig. 8(b). 

(a)  (b)  

Fig.8 Example of viewpoint. (a)dent defective. (b)non-

defective 

The results of linear line approximation of dent defect 

and non-defect are shown in Fig. 9 with the starting point 

of approximation set to 0 and  𝛥𝑦  set to 200. Fig. 10 

shows the actual coordinates of a string shadow. 

 
Fig.9 Liner line approx. for “Dent defect” 

From figures, there is a large deviation between the 

approximated linear line and the actual coordinates for 

defect and non-defects with y-axis between 500 and 600. 

The same deviation is also happened in case of depression. 
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Table 1 shows the results of comparison for the sum of 

relative distances between a string shadow and linear line 

approximation in case of dent and depression defects. 

 
Fig.10 Before liner line approx. for “Dent defect” 

Table 1.  Comparison of the sum of relative dist. 

 Kind of 

defect 

Non-

defect1 

Non-

defect2 

defect 

Sum of 

relative dist. 
dent 340 344 668 

depression 458 394 576 

Table 1 shows that the sum of relative distance with 

dent is about 300 larger than without, and about 150 

larger for depression. It can be said that the sum of 

relative distances is smaller because of the gradual 

change in shadow in case of depression defect. For this, 

it is shown that linear line approximation successfully for 

slowly varying defects and might fail to detect defects. 

To solve this, starting point 𝑦  for approximated linear 

line is shifted, mentioned in Section 2.3. Let 𝑑  be the 

distance of the start point 𝑦 from the image origin and 

shift 𝑦 19 times in total by +10 in the range of 𝑑 = 0 to 

190, then obtain the sum of relative distances for 20 times. 

Table 2 shows the results of shifting of starting point. 

Table 2.  Results of shifting. ND1, ND2 and Df 

correspond to “Non-defective 1”, “Non-defective 

2” and “defective”, respectively. 

 dent depression 

 ND1 ND2 Df ND1 ND2 Df 
Avg. 448.5 459.4 582.3 406.0 399.3 565.4 

Max 653 696 881 662 546 828 
Min 304 271 435 234 252 341 

Table 2 shows that the mean, maximum, and minimum 

values differ by about 100 or more between the 

undistorted and the distorted samples. In particular, it can 

be said that defects in products can be detected by using 

the maximum value as a criterion for determination 

because the maximum value differs by about 200 

depending on occurrence of defects. From these results, 

defect detection can be performed flexibly for defect 

detection problems that cannot be solved by template 

matching. 

4. Discussions 

Real-time processing is required in the production 

environment, and the camera frame rate is 30 fps, so 

processing must be completed within 33[ms] before the 

next image is received. The frame rate at 200[kpx] is 

20[ms], on the other hand, at 900[kpx] of it is 55[ms]; 
consequently, a frame rate drop occurred. So, it can be 

expected that current PC can support up to about 

500[kpx], otherwise stronger PC is needed. 

5. Conclusions 

In this study, defect images are characterized by the 

shadow of a string to develop a defect detection method 

for low-reflective materials, and defect features are 

detected not by pattern matching but by the sum of 

relative distances to an approximated linear line. From 

the experiment, it is effective to shift the starting position 

multiple times because the sum of relative distance varies 

greatly depending on the starting position of the 

approximated linear line. It can also be said that defect 

detection is possible by using the maximum value as a 

defect determination criterion. We aim to further improve 

the system by conducting experiments in actual 

environments and trying out various kinds of samples. 
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Abstract 

As the shortage of agricultural population is becoming an issue, services that remotely monitor the agricultural 

environment using IoT are being offered in the market. However, small- and medium-scale private farmers are unable 

to purchase or rent IoT equipment and monitoring tools because they have to spend their budgets on maintenance and 

utilities in greenhouses to support environmental management, and the construction of data infrastructure has not 

been widely adopted. Therefore, in this experiment, we developed an agricultural IoT that can be provided to medium 

and small farmers, and a module that enables collection, accumulation, and visualization of time-series data acquired 

from sensors. The module provides an architecture that includes multiple sensing, networking, processing, and 

visualization applications to keep deployment and management costs low. To demonstrate its feasibility, the proposed 

IoT system was built, experimentally tested, and verified in a greenhouse in Yatsushiro, Kumamoto, Japan, by 

intermittently monitoring temperature, humidity, carbon dioxide concentration, solar radiation, and soil moisture 

content in the greenhouse for two years. The results obtained confirm that the proposed IoT remote monitoring module 

facilitates farmers to monitor the growing environment of their crops and enables them to improve their productivity 

by progressively increasing their technology level. 

Keywords: IoT，Agricultural,  Monitoring System, visualization 

 

1. Introduction 

Smart Agri and Agri Tech are attracting attention as 

new forms of agriculture that utilize advanced 

technologies such as robotics, ICT to enable labor-saving, 

high-quality production [1]. One of the technologies that 

support this Smart Agri is the spread of the Internet of 

Things (IoT), whereby various "things" are now 

connected to the internet IoT refers to a system whereby 

sensors are built into various "things", which are then 

connected to the internet, and a large amount of data 

acquired via the internet It is a mechanism whereby large 

amounts of data acquired via the internet are stored in the 

cloud. This accumulated large amount of data is known 

as 'big data' (BD), and although BD cannot create value 

simply by accumulating it, new value can be created by 

analyzing the accumulated data [2].  

In agriculture, where declining productivity due to an 

ageing population and a lack of bearers is a problem, 

there are high hopes for this IoT as a way to improve 

productivity with fewer people. It is desired to acquire 

environmental information on farms, which is a factor 

that changes the quality and quantity of agricultural 

products, and to visualize this information. In addition, 

one of the challenges for future development is to analyze 

the acquired data and weather data and utilize them as 

time-series data for forecasting, thereby improving 

productivity and ensuring the production of high-quality 

and stable agricultural products [3]. Here, an example of 

a farmer growing banana and coffee in Yatsushiro, 

Kumamoto Prefecture, Japan, is presented. Banana and 

coffee are mainly grown in tropical regions. Japan 

belongs to the temperate zone, and farmers across the 

country are searching for new cultivation methods to 

enable the cultivation of tropical plants such as banana 

and coffee in temperate Japan. Farmers in Yatsushiro 

City, the site of this experiment, also grow bananas and 

coffee and maintain a tropical environment in vast plastic 

greenhouses. However, in Japan, which has four seasons, 

temperatures vary throughout the year and it is difficult 

to maintain a constant environment inside the 

greenhouses. 
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However, in Japan, which has four seasons, the 

temperature varies throughout the year and it is difficult 

to maintain a constant environment in the vast 

greenhouses, which affects the growth and production of 

the plants. For this reason, many companies are 

introducing agricultural IoT, collecting environmental 

data in greenhouses and providing visualization services. 

However, small- and medium-scale individual farmers 

have to spend their budgets on the maintenance of their 

greenhouses, utility costs and other costs to support 

environmental management, and are unable to purchase 

or rent IoT equipment and monitoring tools, which means 

that the construction of data infrastructures has not 

become widespread. Therefore, in this experiment, we 

developed an agricultural IoT device that can be provided 

to medium and small farmers, and built a system for 

collecting, storing and visualizing time-series data 

acquired from sensors. 

2. Development concept 

The concept was set up as follows.  

• To collect on temperature, humidity, carbon, 

dioxide concentration, moisture content and solar 

radiation in order to investigate environmental 

information in greenhouse from all perspectives. 

• Designed to continue to operate even under severe 

environmental conditions and to ensure that data 

acquisition is not interrupted. 

• Programmed to be able to be used universally at 

other sites, and designed so that sensors can be 

connected using connectors. 

• Collect agricultural IoT devices that meet the 

above conditions using inexpensive and highly 

accurate sensors. 

 

A system of IoT modules configured according to the 

concept is shown in Fig. 1. All sensor values are regularly 

collected by microcomputer and stored in storage in the 

cloud. The user can view the values of these sensors 

numerically and graphically at any time and from 

anywhere. 

 

The developed IoT device is shown in Fig. 2 and the 

specifications are given in Table 1. As an Micro 

Controller Unit (MCU), the Arduino, which is also used 

in other smart farming systems [4], [5], was used. The 

developed IoT device was equipped with several types of 

sensors to collect data in order to investigate the 

environmental information inside the greenhouse from all 

perspectives.  

In order to develop an IoT device that can continue to 

operate even in a harsh environment, a temperature and 

humidity sensor was also attached to the inside of the 

greenhouse, and a durability test was conducted to 

investigate at what temperature range the device would 

break down. The results showed that failures occurred at 

around 50 °C, so a fan was installed inside the chamber 

to prevent failures due to overheating of the IoT device. 

In addition, a Watch Dog Timer (WDT) was incorporated 

into the software to monitor whether the MCU program 

stopped or communication was interrupted, and if so, 

measures were taken to restart the program. By taking 

countermeasures in terms of hardware and software, we 

were able to develop an IoT device that could continue to 

operate even in a harsh environment. 

 

Table 1 Specification of agriculture IoT module 

Size 

(Length x width x depth) 
280.5 × 170 × 130 

MCU Arduino Uno 

Supply voltage 12[𝑉] 

Line 
Long Term Evolution 

(LTE) 

Temperature sensor 

BME280 Humidity Sensor 

Barometric pressure sensor 

Carbon dioxide sensor S-300-3V 

Soil moisture censer WD-3-W-5Y 

Sunlight sensor PVSS-03 

 
Fig. 1  System image of the IoT module 

 
Fig. 2 IoT devices developed (being implemented in a 

green house in Yashiro). 

Case with heat 
dissipation

Dig up & bury

Sunlight 
sensor

MCU &
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Soil 
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3. System configuration diagram 

The system configuration is shown in Fig. 3. The data 

acquired from each sensor connected to the MCU was 

A/D converted and the time-series data was stored in the 

data server via the LET module. The data server used 

SORACOM Harvest provided by SORACOM, and 

SORACOM Lagoon (Fig. 4) was used as the 

visualization tool. 

 
4. Field experiments and time series data obtained 

The developed agricultural IoT equipment was actually 

installed in a plastic greenhouse in Yatsushiro to monitor 

the growing environment of banana and coffee as shown 

in Fig. 5. The monitoring period started intermittently in 

2021 and lasted for two years until 2023. The data 

interval was 15 minutes. An example of the data collected 

is shown in Fig. 6. This is temperature data, where 

temperatures inside and outside the developed 

agricultural IoT module were collected for one month. As 

can be seen from Fig. 6, sensor values were successfully 

retrieved and stored in cloud storage at 15-minute 

intervals. The sensor values also show that the internal 

temperature tends to be 1-5  ℃  higher than the 

temperature outside the IoT module, but is kept almost 

the same due to heat dissipation. 

However, as a problem, the phenomenon of system 

stoppages could appear. When the system is restarted, it 

returns to a state where data can be continuously retrieved 

again. The data in which this phenomenon appears is 

shown in Fig. 7. The period during which the sensor 

values are not updated is the period during which the 

system is stopped. This has not yet been resolved. As a 

countermeasure, the system was monitored and improved 

so that it can be restarted remotely in the event of a 

stoppage. After the improvements, the system stoppages 

have not been reproduced, but the program is being 

logged so that the cause of the reproduction can be 

clarified. 

 
Fig.  3  System configuration diagram 

 
Fig. 4 Visualization using SORACOM Lagoon   

( Only some data on coffee was extracted) 

  

  
Fig. 5 Installation of the developed IoT modules 

  (Right: coffee field, Left: banana field,  

Top: before growth, Bottom: after growth) 
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5. Conclusion 

In this study, an IoT device for agriculture was 

developed and actual field observation experiments were 

conducted in greenhouses. As a result, a device with the 

following functions was developed. 

• To continue to operate normally in greenhouses 

where the humidity is above 90% and the 

temperature exceeds 30°C. 

• Data is uploaded to the cloud every 15 minutes and 

can be immediately visualized. 

• The device can observe multiple parameters 

(temperature, humidity, barometric pressure, 

Sunlight, soil moisture and carbon dioxide 

concentration in the air). 

• Robust against communication errors. 

In the future, the durability of the system will be 

increased by improving the modules so that the system 

can run without stoppages for a long period of time. 
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Abstract 

Currently, the decrease in the working population is a significant problem in agriculture in Japan. In addition, the 

prices of imported vegetables and fruits have been rising due to international trade problems such as the weak yen. 

This study has developed an environmental data storage system using IoT to assist the labor force and to understand 

the cultivation data of crops that have not been cultivated in Japan. Using this big data, we have constructed and 

evaluated a forecasting system. In this study, we focus on the domestic cultivation of bananas grown in the tropics as 

the subject to obtain data and make predictions. For learning, a system was constructed to infer the next day's 

temperature by time-series analysis, using as input data obtained from the IoT. In this paper, we report a comparison 

of two time series analysis algorithms.  

Keywords:  Time-series data analysis, ARIMA model, prophet model, IoT, agriculture  

 

 

1. Introduction 

  For In recent years, the Internet of Things (IoT) has 

become increasingly popular, and various " devices" are 

now connected to the Internet. The IoT is a system in 

which sensors are embedded in various " products," 

connected to the Internet, and a large amount of data 

acquired via the Internet is stored in the cloud. This 

accumulated large amount of data is called "Big Data 

(BD)," and today there are tens of billions of IoT devices 

in the world, all of which continue to generate new data. 

BD cannot create value simply by accumulating it, but it 

can create new value by analyzing the accumulated data. 

In addition, with the development of computer 

technology, the computation time of AI (Artificial 

Intelligence) has been shortened, and many companies 

have developed home appliances and automobiles that 

incorporate AI, making the IoT and AI a familiar 

presence. As evidence of this, the number of IoT devices 

is on an increasing trend with respect to transition data, 

and is expected to exceed 32.33 billion units by 2022 [1] . 

In Japan, the government and companies are actively 

working toward the realization of Society 5.0, and it is 

expected that a society that uses information in a wide 

variety of ways will expand in the future [2]. 

For example, the utilization of IoT databases is expected 

in various fields. One example is in the field of 

agriculture, where the number of farmers is decreasing 

year by year due to the problem of declining productivity 

caused by the aging of the farming population and the 

lack of farmers to take on the workforce. Therefore, as a 

solution, it is expected to improve productivity with a 

small number of people, and a necessary method to 

acquire environmental information on farms, which is a 

factor that changes the quality and quantity of agricultural 

products [3]. As a solution to this problem, visualization 

and prediction functions of environmental information 

using IoT are expected. One of the challenges in future 

development is to analyze the acquired IoT data and 

weather data and utilize them as time-series data in 

forecasting algorithms in order to improve productivity 

and realize high-quality and stable crop production [4]. 

 

The purpose of this research is to build an AI using time-

series data with IoT technology, and to generate and 

validate prediction data using time-series data. The 

experiment involves time-series prediction of 

environmental data in a plastic greenhouse in Yatsushiro 

City, Kumamoto Prefecture, where tropical crops are 

harvested. The time-series forecasting algorithms were 

compared using the ARIMA model [5] and Prophet [6], 

because of their ability to consider the effects of 

periodicity and external factors. 

2. Methodology 

2.1. ARIMA (Auto Regressive Integrated Moving 

Average) model 
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The ARIMA model [5], derived by Box & Jenkins, is a 

model consisting of three components: AR (Auto 

Regressive) model, MA (Moving Average) model, and 

summed components (integrated). Time series data may 

have non-stationary time series processes when a trend 

analysis is performed, which cannot be handled by the 

ARMA model. Therefore, non-stationary time series 

must be converted to stationary time series and then fit 

into the ARMA model. The ARIMA model, which adds 

a summation component to the ARMA model, is then 

applied to the non-stationary time series and aims to make 

them stationary by taking the “d” th-order difference. The 

general equation is shown in Equation (1) below. 

𝒚𝒕 − 𝒚𝒕−𝒅 = 𝒄 + 𝒆𝒕 + ∑ ∅𝒊𝒚𝒕−𝒊 +

𝒑

𝒊=𝟏

∑ 𝜽𝒋𝒆𝒕−𝒋

𝒒

𝒋=𝟏

 (1) 

 

In the equation, t denotes time, d, i and j denote the time 

at the regression point in time.  e indicates the error height, 

y is the output, and c,  and   are constants. In recent 

years, it has been used as a forecasting system for 

COVID-19 [7] , and has also been used in research such 

as stock price forecasting [8].  

2.2. Prophet model 

  Prophet is a library for time series analysis developed by 

Meta in 2017. The advantages of this model are that it can 

be built without statistical knowledge, it can be trained 

even with missing values, and it is easy to interpret the 

prediction results. Prophet is based on the Generalized 

Additive Model (GAM) [9], which is a model that uses a 

It predicts future values by modeling and combining four 

terms: the trend term (growth: g(t)), the seasonality term 

(seasonality: s(t)), the holidays effect term (holidays: h(t)), 

and the error term ε(t)). The model equation is shown in 

Equation (2) below. 

𝒚 = 𝒈(𝒕) + 𝒔(𝒕) + 𝒉(𝒕) + 𝜺(𝒕) (2) 

3. Evaluation Methodology 

3.1. Correlation coefficient 

  The correlation coefficient expresses the strength of the 

relationship and correlation between two items as a 

positive or negative value, and can be objectively 

analyzed in the range of 1 to -1. 1 is closer to a positive 

correlation and -1 to a negative correlation. Equation (3) 

below shows the formula for obtaining the correlation 

coefficient. In this research, we aim to use data obtained 

from IoT data and weather data as explanatory variables 

in the algorithm in order to increase the accuracy of data 

prediction, and to select data by examining the correlation 

coefficient with the output values. 

𝒓𝒙𝒚 =
∑ (𝒙𝒊 − �̅�)(𝒚𝒊 − �̅�)𝒏

𝒊=𝟏

√∑ (𝒙𝒊 − �̅�)𝟐𝒏
𝒊=𝟏 √∑ (𝒚𝒊 − �̅�)𝟐𝒏

𝒊=𝟏

 (3) 

3.2. Akaike’s Information Criterion (AIC) [10] 

  It is a statistic that evaluates the predictability of a 

statistical model using the residuals between observed 

and theoretical values, with a smaller value indicating a 

better fit. If the log likelihood of the model is L and the 

number of parameters in the model is p, the AIC is 

calculated by the following Equation (4). In this paper, 

the AIC is used as an evaluation criterion when selecting 

parameters for the ARIMA model. L is the maximum 

likelihood and p is the number of free parameters. In the 

present model, we adopted a low value of AIC to avoid a 

complex model in determining the AR and MA 

coefficients in the ARIMA model. 

𝐴𝐼𝐶 =  −2ln (𝐿) + 2𝑝 (4) 

3.3. Coefficient of determination R2 

  The coefficient of determination, also known as the 

contribution ratio, is a measure of the explanatory power 

of the predicted value of the target variable relative to the 

observed value of the target variable in a regression 

analysis. The coefficient of determination is generally 

expressed as R^2. R^2 takes values between 0 and 1, and 

the closer to 1, the more valid the regression equation is. 

When the actual data are (xi,yi), the data estimated from 

the regression equation are (𝑦𝑖 , 𝑦�̂�), and the mean value 

obtained from the entire data is ( �̅�, �̅� ), the following 

Equation (5) is shown. 

𝑅2 = 1 −
∑ (𝑦𝑖 − 𝑦�̂�)

2𝑛
𝑖=1

∑ (𝑦𝑖 − �̅�)2𝑛
𝑖=1

 (5) 

4. Data set and Experiment Environment 

4.1. Experiment Environment 

The field for this experiment was a farmer in Yatsushiro 

City, Kumamoto Prefecture, who grows bananas and 

coffee. Since Japan belongs to the temperate zone, 

farmers across the country are searching for new 

cultivation methods to make the cultivation of tropical 

plants such as bananas and coffee possible in temperate 

Japan. The farmers in Yatsushiro City, which is the focus 

of this experiment, also grow bananas and coffee in a vast 

plastic greenhouse, maintaining a tropical environment. 

However, in Japan, which has four distinct seasons, 

temperatures vary throughout the year, making it difficult 

to maintain a constant environment in the vast 

greenhouses, which affects the growth and production of 

the plants. For this reason, many companies are 

introducing agricultural IoT, collecting environmental 
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data in greenhouses and providing visualization services. 

However, small- and medium-scale private farmers have 

to spend their budgets on environmental management, 

such as maintenance and utility costs in greenhouses, and 

are unable to purchase or rent IoT equipment and 

monitoring tools, which has hindered the diffusion of 

data infrastructure construction. Therefore, in this 

experiment, we developed an agricultural IoT system that 

can be provided to small and medium farmers, and 

collected, stored, visualized, and analyzed time-series 

data acquired from sensors, with the goal of predicting 

environmental information for the next day based on 

time-series data. 

4.2. IoT Device and Data set 

Figure 1 shows the IoT device developed. The 

developed IoT devices were equipped with multiple types 

of sensors to collect data in order to investigate 

environmental information in greenhouses from various 

perspectives. In addition, we conducted a durability test 

to determine the temperature range at which the device 

malfunctions, aiming to develop an IoT device that can 

continue to operate even under harsh environmental 

conditions. The results showed that the IoT devices failed 

at temperatures around 50 degrees Celsius, so a fan was 

installed inside the chamber to prevent failures due to 

overheating of the IoT devices. In addition, a Watch Dog 

Timer (WDT) was incorporated into the software to 

monitor the microcontroller for program stoppages and 

communication interruptions, and to restart the program 

in the event of a stoppage. We developed IoT devices that 

can continue to operate even in harsh environments by 

implementing countermeasures on both the hardware and 

software sides. 

From this device, temperature, humidity, air pressure, 

carbon dioxide, solar radiation, and soil moisture in the 

greenhouse can be obtained. In addition, we also obtained 

meteorological data supplied by the Japan 

Meteorological Agency as necessary data for forecasting, 

such as altar instantaneous wind speed, precipitation, 

sunshine duration, maximum wind speed, and average 

wind speed, and examined whether these data could be 

utilized as explanatory variables for the model. 

  

a. Device b. Setting Environment 

Fig. 1. IoT Device 

Table 1.  The planning and control components. 

Item Correlation 

Coefficent 

Temperature in plastic 

greenhouses 1 day ago 

0.886252 

Average temperature 1 day 

before [JMA]. 

0.578104 

Lowest temperature 1 day 

ago [JMA]. 

0.567764 

Highest temperature 1 day 

ago [JMA]. 

0.546740 

Solar radiation 1 day ago 0.438165 

Moisture content 1 day ago 

(outside) 

0.365323 

Maximum instantaneous 

wind speed 1 day ago 

[JMA]. 

0.109610 

Precipitation 1 day ago 

[JMA]. 

0.086130 

Sunshine hours 1 day ago 

[JMA]. 

0.077532 

Moisture content 1 day ago 

(inside) 

0.015999 

Maximum wind speed 1 day 

ago [JMA]. 

-0.195937 

Average wind speed 1 day 

ago [JMA]. 

-0.198114 

Air pressure 1 day ago -0.284419 

Humidity 1 day before -0.467905 

Carbon dioxide 

concentration 1 day ago 

-0.680186 

The correlation coefficients between the output target, 

temperature in the plastic greenhouse, and the other data 

sets are shown in Table 1, and the explanatory variables 

needed to predict the temperature in the greenhouse were 

extracted from the threshold values. As a result, five 

items were extracted as positively correlated: the 

temperature in the greenhouse one day before, the 

average temperature one day before, the minimum 

temperature one day before, the maximum temperature 

one day before, and the amount of solar radiation one day 

before. Two items, carbon dioxide concentration one day 

before and humidity one day before, were selected as 

negatively correlated items, and the temperature in the 

greenhouse one day before had a high correlation 

coefficient with the objective variable to be predicted.   

Therefore, the high correlations were adopted as 

explanatory variables in the model. As a pre-processing 

step for time series forecasting, the data set is divided into 

two types of data sets: training data and validation data. 

In this experiment, in order to predict the temperature in 

the greenhouse on the next day, the validation data was 

set as the last three days, and the other data was used as 

the training data. The other data were used as training 

data. Data for training The training data are For the 

training data, we used 14464 data sets from January 18 to 

December 25, 2022. We used the temperature inside the 

greenhouses as input and the temperature, carbon dioxide 

level, average temperature, humidity, and solar radiation 

of the previous day with high correlation coefficient as 
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explanatory variables. In addition, 145 pieces of data 

from December 26 to 28 were utilized as test data for 

accuracy verification. 

5. Experiment Result 

Analysis of the ARIMA model chorreogram shows that 

the data has a period of one year, and the candidate 

parameters for AR(p) are in the range of 0 to 4, and the 

candidate parameters for MA(q) should be designed in 

the range of 0 to 2. Figure 2 and 3 show the prediction 

results when good parameters are set based on these 

results. Figure 2 shows the forecasting results without 

explanatory variables. The black dots indicate the values 

that are the correct answers, the orange line shows the 

predictions of the ARIMA model, and the blue line shows 

the Prophet predictions. The value of R2 is 0.98 for the 

ARIMA model, and 0.83 for Prophet's model. The values 

of R2 for the test data are 0.32 for the ARIMA model and 

0.74 for the Prophet model. This indicates that the 

Prophet model gives better predictions when there are no 

explanatory variables. Next, Figure 3 shows the results of 

the model with additional explanatory variables. The 

black dots indicate the values that are the correct answers, 

the orange line shows the predictions of the ARIMA 

model, and the blue line shows the Prophet predictions. 

The ARIMA model, the value of R2 in the training data is 

0.80, and for the Prophet model, the value is 0.85. The 

predicted values for the test data were 0.88 for the 

ARIMA model and 0.85 for the Prophet model. These 

results indicate that the accuracy improves with the 

addition of explanatory variables, and that the ARIMA 

model is more accurate when explanatory variables are 

added. 

 
Fig. 2 The experiment data using ARIMA and 

Prophet model (No explanatory variables)  

 

 

 

Fig. 3 The experiment data using ARIMA and 

Prophet model (No explanatory variables) 

6. Conclusion 

Then paper, we developed a model that acquires data in 

agriculture using IoT devices and utilizes the acquired 

data to make predictions. The ARIMA model and the 

Prophet model were used for development and 

comparison. In the experiment, we examined the 

correlation between the output temperature and the data 

acquired to use the explanatory variables, and compared 

the models with and without the variables with high 

correlation values added as explanatory variables. The 

results showed that the models with explanatory variables 

were more accurate and the ARIMA model had the best 

performance. Future issues include repeated experiments 

to improve accuracy and evaluation through long-term 

operation of the forecasting system. 
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Abstract 

In the process of collecting drifted debris along a coastal area, it has been required to quantify the collection results. 

This study introduced a Software as a Service (SaaS) equipped with image processing capabilities for the detection 

and identification of debris in photographs. The SaaS was developed to facilitate the automated weighing of the 

collected debris. In the beach cleanup event in June 2023, 317 images capturing debris found during the coastal 

cleanup were gathered on a cloud server from 90 participants via this SaaS. These images were subsequently analyzed 

by object recognition AI executed on a cloud server, leading to the detection and identification of 954 instances of 

debris. This result represents the actual amount of debris collected during this cleanup event, and indicates that the 

achievements of the event were quantified via the SaaS. 

Keywords: Coastal environment, Cloud edge, SaaS, AWS 

 

1. Introduction 

The impact of marine debris is a global issue [1]. The 

familiar scenery of the beach can be destroyed by a large 

amount of debris drifting to the coast after being carried 

from urban areas through rivers. In Japan, an island 

nation surrounded by the sea, this is a significant problem 

that needs to be addressed as soon as possible. In recent 

years, much research has been conducted on quantifying 

the amount of beach-drifted debris. Especially, methods 

based on high-resolution images acquired from UAVs or 

satellites have been developed [2], [3], [4]. In both 

proposed methods, deep learning has been actively 

utilized, and certain results have been achieved for a local 

region of the beach. These methods can quantify the 

physical situation of the debris spread on the beach 

compared to human-powered methods. However, these 

image processing-based methods have not been 

implemented in an actual field. It is estimated that people 

engaged in cleanup tasks may not consider utilizing such 

technologies to improve the effectiveness of cleanup. 

Additionally, these latest technologies have not been 

widely disseminated to the public. 

In this study, considering this situation, it is estimated 

that a system that can be used with already familiar 

devices is needed for non-engineers or general consumers 

participating in the quantifying work of debris. In other 

words, a method that can be completed with only a 

smartphone and its operation method is important to 

promote a quantitative understanding of waste. The 

performance of smartphones equipped with high-

resolution cameras has been increasing year by year. 

Furthermore, the advancement of AI through cloud 

computing, which is a core technology in Digital 

Transformation (DX), has created a social situation 

where high-performance PCs are not needed for 

individuals. In this study, while utilizing image 

processing-based litter detection and identification 

methods similar to previous studies, an attempt has been 

made to widely establish the work of quantifying debris 

by developing a Software as a Service (SaaS) to provide 

users with functions related to image analysis and 

information collection on the cloud. Users are required to 

take a photo containing the debris found on the beach 

during the beach cleanup, and the identification process 

of the debris category and the quantification process for 
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each category are completed on the cloud. The SaaS 

implemented with such functions has been developed. In 

this paper, to socially implement the proposed method, 

the verification results are reported. 

2. Proposed method  

2.1. Beach debris quantifying though cloud 

service 

In this study, an application integrating AI and cloud 

services has been developed to facilitate the quantitative 

assessment of beach-drifted debris. Fig. 1 represents a use 

case of the application. Users of this application are 

participants in a beach cleanup event. Typically, they 

explore the beach, find debris, and pick it up. In the 

proposed method, users are expected to take a photo 

capturing the found debris. After finishing the cleanup 

work (or during the cleanup), these photos will be 

uploaded to cloud storage via the internet. Subsequently, 

the photos will be analyzed by AI upon upload. Finally, 

the information needed to quantify the debris, such as the 

type of debris and the quantity of each type, will be 

gathered as a database on the cloud. As for the 

expectation of this proposed method, the event that 

originally gathered labor to collect debris would 

transform into an initiative constructing a large-scale 

database focusing on the physical situation of the drifted 

debris. This database will be provided to the participants 

or organizers of the event, and it can be used for 

evaluating the results of the executed event or planning 

the schedule for the next event. 

2.2. Design of the application 

To achieve the usecase as shown in Fig. 1, the 

application has been designed as follows: 

• Users can upload images without depending on a 

specific location. 

• The images will be uploaded to cloud storage and 

automatically analyzed by AI upon upload. 

• AI detects all debris in the image, classifies them, 

and quantifies the number of each debris type. These 

results are then gathered in cloud storage for easy 

access. 

• Users can review the data analyzed by AI through the 

application. 

In this study, a web application with a graphical user 

interface (GUI) has been selected and developed to meet 

the previously specified requirements. Cloud storage and 

CPU resources on the cloud have been utilized to 

automate image processing. By leveraging cloud 

computing, a large amount of information about the 

debris can be collected through smartphones owned by 

individuals. 

3. Developed web application 

3.1. Amazon Web Service (AWS) 

In developing the web application, Amazon Web 

Services (AWS) was chosen as the platform for 

constructing its network infrastructure. AWS, the cloud 

computing service provided by Amazon Web Services 

Inc., has been offering services, including network 

infrastructure. By integrating various services within 

AWS, the web application developer can rapidly create 

an application with extensibility and robustness. 

3.2. The system structure 

Fig. 2 shows the structure of the system (as the web 

application). As mentioned above, resources such as 

storage for data or image processing have been 

implemented by integrating services provided by AWS 

(e.g., AWS Amplify, S3, AWS Lambda, etc.). The 

system can be divided into two subsystems: a frontend 

and a backend. The frontend is software that can be 

executed on a web browser, essentially a web page 

including a GUI. The resources required to implement the 

functions of the application are referred to as the backend, 

and they exist on the cloud. 

In this study, the frontend was designed as a web page 

with a file browser UI, allowing users to choose images 

and buttons to initiate the upload of the selected image. 

On the backend side, the implementation included (1) 

User identification and management functions, (2) The 

 

Fig. 1 Usecase of the application in the proposed method 

 

Fig. 2 The system structure and network resources 
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storage region on the cloud, and (3) Virtual CPU 

executing inferencing process. Particularly, the details of 

the inference processing are explained in the next section 

in this paper. 

3.3. Inference process based on DNN 

In this study, a DNN-based inference is used to detect 

captured debris in an uploaded image and classify its 

category. In this process, mmdetection [5] was used as the 

DNN framework, and Mask-RCNN [6] was employed as 

the neural network architecture for detection of debris. 

And, TACO dataset [7], it is large dataset for garbage was 

utilized as the annotated data. In this study, the dataset 

was classified by eleven categories as below: 

• Plastic bottle 

• Can 

• Glass 

• Metal 

• Tabaco 

• Rubber 

• Rope & String 

• Styrofoam 

• Paper 

• Other plastics 

• Others 

Fig. 3 shows an example of input image including the 

actual beach-drifted debris, and Fig. 4 shows example of 

inference result of Fig. 3 image.  

4. Experiment in actual environment 

The developed system has been implemented in an 

actual beach cleanup event and verified. The event, held 

in June 2023 at Hokuto-mizukumi Park (Munakata, 

Fukuoka, Japan), aimed to have participants use the 

system. In this cleanup activity, approximately 70 

individuals from 30 families participated, spending one 

hour cleaning up the beach. It is estimated that 30 to 40 

smartphones were used to utilize the system. The 

participants were instructed to upload images capturing 

the found debris after finished the cleanup activity. The 

total number of gathered images was 317, and AI's 

identification processing detected 954 beach-drifted 

debris. Fig. 5 represents the numbers for each category of 

debris, with the majority falling under "Other plastics," 

including plastic fragments and buoys used in fisheries. 

As shown in Fig. 5, plastics were detected significantly 

more than other categories. Fig. 6 shows examples of 

results where debris identified as "Other plastics.". From 

these results, it was confirmed that: 

• There were instances of misidentifying shells or 

colored natural objects as plastics. 

• Single plastic objects were occasionally detected as 

multiple plastic objects. 

So it will suggest (1) participants could easily spot 

plastics on the beach, leading to intensive collection, and 

 

Fig. 3 Captured debris by user 

 

Fig. 4 Example of detection and identification debris by the 

SaaS: Right side was identified “Styrofoam”. Left side was 

identified “Other plastics”. 

 

Fig. 5 The result of number of each category of detected 

debris 
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(2) to enhance object detection accuracy, reconstruction 

of the learning dataset for debris is necessary.  

5. Conclusion 

In this study, a cloud service-based web application was 

developed to promote the quantification of beach-drifted 

debris. This web application, which can be used from a 

smartphone, aims to gather a large-scale beach debris 

dataset through beach cleanup events. One advantage of 

this proposal is that many people can easily participate in 

debris quantification work. In the case of experimental 

verification, the system successfully collected over 300 

images capturing debris and detected over 900 debris 

with the participation of about 70 cleanup event 

participants. In the future, efforts will be made to enhance 

the usability of the application, making it less stressful for 

users. Additionally, long-term verification, spanning 

months or even years, will be conducted to address and 

improve the physical situation of beach-drifted debris. 
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Abstract 

The advancement of digital transformation in manufacturing is expected to demand novel tasks for industrial 

machinery unlike before. When adding mechanisms or actuators to enhance machine functionality, concerns arise 

about potential system enlargement and increased complexity. The design concept of integrating multiple functions 

into mechanisms using a few actuators and components serves as one means to address these issues. We aim to 

elucidate the structural arrangement capable of achieving three functions, including normal motion, rapid motion, 

and variable stiffness, using two electric actuators. In this paper, we introduce a newly devised antagonistic wire-

driven joint mechanism aimed at improving the variable stiffness function within the articulated mechanism we have 

developed, enabling three functionalities. 

 Keywords: Rapid motion, Variable stiffness, Link mechanism 

1. Introduction 

Digital transformation is being promoted through the 

use of robots and digital technologies, such as the Internet 

of Things and artificial intelligence, with the aim of 

increasing productivity and manpower saving. In 

response, robots will be required to perform tasks that 

have not been done before, and it will be necessary to 

promote research and development of robots that can 

perform movements and functions that have not yet been 

generalized. One area is soft robotics, which can perform 

rapid motion and variable stiffness. For example, in the 

food industry, in order to realize the automation of the 

serving operation of prepared food, it is necessary for the 

robot to grasp the hardness of the food and to pick and 

place it according to the hardness of the food so that the 

soft food does not fall apart. Mochizuki et al. are 

conducting research on non-contact acoustic impedance 

estimation using ultrasonic waves before picking to 

optimize the gripping rigidity in order to reduce damage 

caused by food picking operations using robot hands [1]. 

To achieve automation, this system needs to be 

supplemented with a hand that can change the stiffness 

of the fingertips. In addition, percussion testing is being 

researched to predict the firmness of tomatoes to 

determine their expiration date, to estimate the sugar 

content of fruit, and to determine whether canned goods 

are defective [2], [3]. To automate percussion testing, an 

appropriate hammering mechanism is required in 

addition to a sensing system. 

Adding additional mechanisms and actuators to 

integrate multiple functions into a robot can increase 

system complexity and size. Therefore, a design concept 

that allows mechanisms to have multiple functions with 

fewer actuators and parts is one way to address these 

issues. 
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Aiming to realize three functions with a small number 

of actuators, we developed a joint mechanism that 

realizes normal motion, rapid motion, and variable 

stiffness with two motors [4], [5]. Our research results 

have shown that these functions can be realized. 

However, in the variable stiffness function, an end-

effector does not rotate unless the load torque applied to 

the end-effector exceeds the torque applied to the end-

effector by the pre-compressed spring to increase 

stiffness. In this paper, we propose a new antagonistic 

wire-driven joint mechanism that can rotate the end-

effector at the moment load torque is applied to the end-

effector, even in a stiff state, in order to improve the 

functionality related to variable stiffness of joint 

mechanisms that can realize the three functions. 

2. Antagonistic wire-driven joint mechanism 

Fig. 1 shows the proposed mechanism. The proposed 

mechanism consists of the end-effector, a main joint, two 

wires, two springs, two linear guides, and two cam units. 

Assume that the positions of the linear guide and main 

joint are fixed in space. Additionally, the linear guide and 

slider are a prismatic pair. The internal structure of the 

cam unit consists of a slider, a passive pulley, an input 

pulley, a cam follower, a cam, a worm wheel, a worm, 

and a motor.The function of the cam unit is to extend and 

retract the wire and release the energy stored in the spring. 

Rotation of the motor causes the cam to rotate through 

the worm gear mechanism. Since the cam follower and 

the input pulley are connected, when the input pulley 

rotates, the cam follower performs an orbital motion. 

Therefore, the input pulley rotates driven by the rotation 

of the cam. For ease of understanding, we will now 

discuss the structure using the simplified proposed 

mechanism shown in Fig. 2.  

The main difference between Fig. 1 and Fig. 2 is that 

the cam unit is represented by an electric actuator. As 

shown in Fig. 3, during normal motion, the end-effector 

rotates counterclockwise with actuator 1 in the active 

state and actuator 2 in the passive state. For rapid motion, 

as shown in Fig. 4, when the two actuators are active, the 

two sliders move toward the main joint and energy is 

stored in the two compression springs. Now, when 

actuator 1 is in the braking state and actuator 2 is in the 

passive state, the forces on the wires are out of balance 

and the two sliders are moving away from the main joint. 

Since actuator 1 is in the braking state, the compression 

spring force acting on the sliders acts on the end-effector 

through the wires, and the end-effector performs a rapid 

motion. Next, consider the variable stiffness function. As 

shown in Fig. 5, first assume a state in which the two 

springs are compressed by 𝜀𝑠𝑝 and the two actuators are 

braked. Then assume a state in which a load torque is 

applied to the end effector and the end effector is rotated 

counterclockwise to 𝜃𝑜. At this time, wire 2 is wrapped 

around the end effector and slider 2 makes a translational 

movement toward the main joint, increasing the 

  
Fig. 1 Conceptual model 

 

  
Fig. 2 Simple model 

 

 
Fig. 3 Normal motion 

 

 
Fig. 4 Rapid motion 

 

 
Fig. 5 Variable-stiffness function  
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compressive force acting on spring 2. Therefore, the 

torque due to the compression force of spring 2 acts on 

the end-effector in the direction of resisting the load 

torque. On the other hand, since the wire 1 originally 

wound around the end-effector is unwound, the slider 1 

makes a translational movement in the direction away 

from the main joint, and the compression force originally 

acting on the spring 1 decreases. In other words, the 

torque due to the compression force of spring 1 acts on 

the end effector in the direction to assist against the load 

torque. By using this load torque support mechanism, the 

end-effector can be rotated at the moment when a load 

torque is applied to the end-effector. In addition, by 

adjusting the value of 𝜀𝑠𝑝, the compression force of the 

spring can be changed, and thus the rotational rigidity of 

the joint can be varied. The relation between the load 

torque 𝑇𝑞  and the internal force acting inside the 

mechanism is expressed as follows based on their 

geometric relation: 

𝑇𝑞 = 𝑘𝑠𝑝𝑅𝑜(
𝛿𝑠𝑝1

𝑠𝑖𝑛 𝛼1
−

𝛿𝑠𝑝2

𝑠𝑖𝑛 𝛼2
) (1) 

In Eq. (1), 𝛼∗ is expressed as follows: 

𝛼∗ = 𝑡𝑎𝑛−1
𝑙𝑠𝑝∗𝑙𝑤∗ + 𝑙𝑠𝑅𝑜

𝑙𝑠𝑙𝑤∗ − 𝑙𝑠𝑝∗𝑅𝑜
 (2) 

The rotational stiffness 𝐾 of the end-effector is expressed 

using the following equation by differentiating the load 

torque 𝑇𝑞 exerted on the end-effector by the angle 𝜃𝑜 of 

the output link: 

𝐾 =
𝑑𝑇𝑞

𝑑𝜃𝑜
= 𝐾𝑏2 − 𝐾𝑏1 (3) 

In Eq. (3), 𝐾𝑏∗ is expressed as follows: 

𝐾𝑏∗ =
𝑅𝑜
2𝑘𝑠𝑝𝑙𝑤∗ 

𝑙𝑠𝑝∗ 𝑠𝑖𝑛 𝛼∗
+

[
𝑅𝑜

2𝑘𝑠𝑝𝛿𝑠𝑝∗𝑙𝑤∗𝑙𝑠
𝑙𝑠𝑝∗(𝑙𝑠𝑝∗

2 + 𝑙𝑠
2)

−
𝑅𝑜
3𝑘𝑠𝑝𝛿𝑠𝑝∗

(𝑅𝑜
2 + 𝑙𝑤∗

2 )]

𝑠𝑖𝑛 𝛼∗ 𝑡𝑎𝑛 𝛼∗
 

(4) 

In Eq. (4), with 𝜀𝑠𝑝 = 0, 𝐾𝑏1 = 0 for counterclockwise 

rotation of the output link and 𝐾𝑏2 =  0 for clockwise 

rotation. 

3. Analysis of output characteristics 

Using the equations derived in Chapter 2, we analyzed 

the output characteristics with respect to variable 

stiffness. Fig. 6 shows the profile of the load torque 𝑇𝑞 

and angle 𝜃𝑜  of the end-effector at initial spring 

displacements 𝜀𝑠𝑝  of 0, 5, 10, and 15 mm (Eq. (1)). 

Further, Table 1 shows the values of each parameter used 

in the analysis. The analysis was performed assuming 

that a load torque was applied to the end-effector and the 

angle 𝜃𝑜  was rotated from 0[deg] (initial posture) to 

+40[deg] and then from 0[deg] to -40[deg]. The analysis 

results confirm that the load torque increases as the angle 

𝜃𝑜 increases. Furthermore, as the value of 𝜀𝑠𝑝 increases, 

the load torque required to rotate the joint increases. Even 

when 𝜀𝑠𝑝  was set, the load torque applied to the end-

effector did not have to exceed the torque applied to the 

end-effector by the pre-compressed spring. On the other 

hand, it can be observed that the maximum displacement 

angle decreases as the value of 𝜀𝑠𝑝  increases. This is 

because as 𝜀𝑠𝑝 increases, the distance between the slider 

and the main joint becomes shorter and the range of 

motion of the slider becomes smaller. Fig. 7 shows the 

profile of the rotational stiffness 𝐾 and angle 𝜃𝑜  of the 

end-effector when the initial spring displacement 𝜀𝑠𝑝 is 0, 

5, 10, and 15 mm (Eq. (3)). It can be observed that as 𝜀𝑠𝑝 

increases, the rotational stiffness of the main joint 

increases. It can also be observed that the value of each 

stiffness increases rapidly near the end point of the 

motion. This is because as the angle 𝜃𝑜  increases, the 

distance between the slider and the main joint becomes 

shorter, and the tension generated in the wire increases as 

𝛼∗ becomes smaller. 

 

 

 

 

 

 

Table 1. Design parameters 

 
Fig. 6 Relationship between the rotational angle of 

end effector and load torque 
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4. Conclusion 

In this study, we describes the structure of the new 

mechanism and demonstrated a method for realizing 

normal motion, rapid motion, and variable stiffness. 

Additionally, we derived expressions for variable 

stiffness and analyzed. In the previously developed joint 

mechanism, the end-effector does not rotate unless the 

load torque exceeds the torque applied to the end-effector 

by the spring preloaded to increase the rigidity. As a 

result of the analysis, it was theoretically clarified that the 

newly proposed joint mechanism can solve this problem 

and rotate the end-effector at the moment the load torque 

is applied. Future issues include the search for a more 

optimal link ratio and the need to verify the effectiveness 

of the system by fabricating an actual machine and 

evaluating its performance. 
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Abstract 

The number of robots exiting in human living spaces has increased, and interaction between humans and robots has 

become an important issue. The purpose of this study is to propose a future society where humans, animals, and 

robots coexist. We organize relay race, or ekiden in Japanese, where they compete together as runners. The 

competition rules have been established to ensure that each runner can compete fairly. This paper explains the 

competition rules and discuss the fairness of the rules 

Keywords: Robotics competition, Ekiden, Human-Robot Interaction, Robot coexistence society 

1. Introduction 

Various robotics competitions [1], [2] have been held 

for social implementation with the development of 

robotics and artificial intelligence. In these competitions, 

robots mainly compete about functional performance. 

On the other hand, the content of robotics competitions 

changes to more challenging tasks aimed at coexistence 

between humans and robots [3].  

Traditionally, robots have been introduced into 

industrial environments where safety has been ensured 

by cages. However, in recent years, the environment in 

which robots work has been changed to match the daily 

lives of humans. Research on human-agent interaction 

[4] and human-robot interaction [5] have aimed to the 

future society in which humans and robots coexist in 

harmony. On the other hand, in the universal situation 

of human society, there are many types of mobile 

objects: humans, animals, and vehicles. There are few 

examples of demonstration experiments or discussions 

about the role of robots in such environments. 

We have held “Gakken Hills Interdisciplinary Ekiden” 

as the opportunity to think about the future society in 

which humans and robots coexist in harmony [6]. This 

ekiden is the relay race which humans, animals, and 

robots compete together on the same field. We held the 

8th race on May 13, 2023. This paper describes the 

competition rules, introduces the characteristics and 

transition of participants from the 1st to the 8th races, 

and discusses the fairness of the rules.  

2. Gakken Hills Interdisciplinary Ekiden 
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2.1. Overview 

We organize this ekiden with the aim of making it a 

starting point for thinking about the future society in 

which humans and robots coexist and discussing the 

directions and challenges of such a society. The 1st race 

was held in 2014 and the 8th in 2023. Various runners 

have participated so far: humans regardless of age or 

gender, animals (mainly dogs) and robots with various 

movement and operation methods. To ensure fairness 

for the runners in this ekiden, where a wide variety of 

runners coexist, we have set our own competition rules. 

The competition rules have been adjusted every year 

based on law revision, developments in science and 

technology, and past competition results. In the 

following, the current competition rules are described. 

2.2. Rules for all runners 

Runners are divided into categories [P] (Person), [A] 

(Animal) and [R] (Robot). Category [P] is humans aged 

18 years or older, [A] is dogs, cats, and other animals 

(excluding horses, cows, and other light vehicles) and 

[R] is robots and electric wheelchairs (excluding flying 

robots). One of the rules for the [R] sets the use of an 

electric motor as a prime mover, and electric 

wheelchairs are classified as the [R]. 

One team consists of four runners, and, in principle, 

the four runners are two males and two females. 

However, the [A] and [R] can be classified as either 

male or female. Note that within one team, the [A] and 

[R] can each have up to one runner participating. The 

race distance differs depending on the category: about 

1.6km for the [P] and [A], and about 0.8km for the [R]. 

For details of the course, see the ekiden website [7]. 

This ekiden sets advantages so that humans, animals, 

and robots can compete fairly. The rank in the 

competition are determined based on the results of 

applying advantages to the race results. Details of the 

advantages are stated in 2.4. 

2.3. Rules for robots 

The rules for robot participation are as follows. We 

set these rules based on Japanese road traffic act. 

- The max size is 120cm, 70cm, and 120cm in length, 

width, and height, respectively. 

- An electric motor is used as a prime mover. 

- Traveling speed is 6 km/h or less. 

- No sharp protruding parts or devices that may cause 

harm to others. 

- The robot has a function that enables it to be stopped 

quickly in an emergency.  

The advantages are applied to different categories of 

runners in this ekiden, and robots have different 

advantages depending on their movement and operating 

methods. Runners in the [R] are classified into the 

following three classes. 

- Direct operation class:  

requires human intervention (e.g. electric wheelchairs, 

electric kickboards) 

- Remote operation class: 

no requires human intervention 

- Automatic operation class:  

applicable to three or more of the following five items 

- Do not require a remote controller or other 

operating device (e.g. human following). 

- Do not require real-time operation by humans (e.g. 

driving using satellite positioning systems). 

- Make action selections based on environmental 

recognition (e.g. obstacle avoidance). 

- Have originality (e.g. does not use existing 

products as a base, or not wheel-based type). 

- Submit a technical poster 

Note that in this ekiden, the human intervention is 

defined as pushing, carrying, or directly touching the 

robot to adjust its traveling direction by humans. 

2.4. Advantages 

The advantages are determined by the age of the [P], 

the participation of animals, the robot specifications. 

The results which are applied the advantages are used to 

determine the final competition results and the rank. 

Three types of advantages are defined: age advantage, 

animal advantage and robot advantage. For the age 

advantage, let 𝑁𝑝  and 𝐴𝑔𝑒𝑡𝑜𝑡𝑎𝑙  be the number of 

participants in category [P] and their total age, 

respectively. If Eq. (1) is satisfied, 𝐴𝑑𝑣𝑝  seconds (Eq.  

(2)) is subtracted from the race result. 

𝐴𝑔𝑒𝑡𝑜𝑡𝑎𝑙 > 25 × 𝑁𝑝 (1) 

𝐴𝑑𝑣𝑝 = 𝐴𝑔𝑒𝑡𝑜𝑡𝑎𝑙 × 2 (2) 

For the animal advantage, let 𝑇𝐴 be the race time in 

the [A]. The unit is seconds. The result 𝑅𝐴  seconds 

which applying the animal advantage is calculated from 

Eq. (3). Note that the method of calculating 𝑅𝐴 depends 

on the value of 𝑇𝐴． 
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𝑅𝐴 = {

1

2
𝑇𝐴 + 120 (𝑇𝐴 ≤ 600)              

1

10
𝑇𝐴 + 360 (600 < 𝑇𝐴 ≤ 2400)

 (3) 

For the robot advantage, let 𝑅𝐴 be the race time in the 

[R]. The unit is seconds. The result 𝑅𝑅 seconds which 

applying the robot advantage is calculated using one of 

Eqs. (4) to (6). Eq. (4) is for the direct operation class 

( 𝑅𝑅(𝐷𝑖𝑟𝑒𝑐𝑡) ), Eq. (5) for the remote operation class 

(𝑅𝑅(𝑅𝑒𝑚𝑜𝑡𝑒) ) and Eq. (6) for the automatic operation 

class 𝑅𝑅(𝐴𝑢𝑡𝑜)). Note that 𝑇𝑅 is between 480 seconds (8 

minutes) and 2400 seconds (40 minutes).  

𝑅𝑅(𝐷𝑖𝑟𝑒𝑐𝑡) =
1

10
𝑇𝑅 + 390  (4) 

𝑅𝑅(𝑅𝑒𝑚𝑜𝑡𝑒) =
1

10
𝑇𝑅 + 270   (5) 

𝑅𝑅(𝐴𝑢𝑡𝑜) =
1

10
𝑇𝑅 + 150 (6) 

The constant number of these equations for the 

advantages was determined based on the results of 

previous competitions results to ensure that all runners 

can compete fairly.  

3. Results and discussion 

Table 1 shows the transitions in the number of 

participants from the 1st to the 8th races. The number of 

runners per team was six from the 1st to the 5th races, 

and from the 6th race, it was four due to a change in the 

rules. Regarding the proportion in each race, the 

category [P] accounts for 70-90%, the [A] was just 

under 10%, and the [R] was just over 10%. The number 

of participants in the [A] so far has been 15, all of them 

dogs. All runners in the [P] and [A] completed the race. 

The number of participants in the [R] so far has been 45. 

For the traveling method of the [R], two of the 45 robots 

were multi-legged or bipedal walking types rather than 

wheel-based type. For the operating method, six out 45 

robots were semi- or full-automatic. Examples of its  

 

Table 1 Transitions in the number of participants 

 

Times Team [P] [A] [R] 

1 13 70 1 7 

2 10 52 1 7 

3 7 31 3 8 

4 6 30 2 4 

5 8 43 1 4 

6 10 34 3 3 

7 12 40 2 6 

8 12 40 2 6 

 
Table 2 Average and standard deviation (S.D.) of 8th race 

results in each category (m: minutes, s: seconds) 

 

Category Average S.D. 

[P]: male 8m21s 1m33s 

[P]: female 10m19s 1m36s 

[A] 7m04s 16s 

[R] 6m50s 54s 

 

 
Fig. 1: Average and standard deviation of each race 

result in each category 

 

operation methods were as follows: human tracking 

using image processing, driving using waypoints, route 

tracking using the global navigation satellite system, 

simultaneous localization and mapping (SLAM) using a 

laser sensor and an inertial measurement unit. Runners 

who completed the race within the time limit was 35 

robots. The multi-legged and bipedal walking types 

mentioned above were unable to complete the race. Of 

the six autonomous robots, two were able to complete 

the race within the time, one using waypoints and the 

other using SLAM.  

Table 2 shows the average and standard deviation of 

the results for each category in the 8th race. The results 

of the [A] and [R] were equal to or higher than those of 

the [P]. Therefore, rules regarding advantages works, 

and runners could compete regardless of their 

characteristics. The details are on the ekiden website [7]. 

This paper discusses the validity of rules regarding 

advantages. Fig. 1 shows the average and standard 

deviation of the competition results for each category 

since the 6th race. The results for the [A] and [R] are the 

results of applying the advantages. Note that the race 

distance for the [R] has been changed since the 6th race, 

so only the results from then on are shown. The results 

of the [P] have little variation each race. On the other 

hand, the [A] was at a slow compared to the [P] in the 

6th race, and furthermore, the standard deviation was 

large in the 7th race. The [R] is also at a slow compared 

to the [P] in the 6th race. However, in the 7th race, the 
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robot advantage was revised based on the previous race 

results of the [P], so the results of the 7th and 8th races 

of [R] and [P] are fair. Based on this result, the animal 

advantage was similarly revised for the 8th race. In the 

8th race, the results of the [A] and [R] were equal to or 

better than those in the [P]. Therefore, these results 

show that for each runner to compete fairly, it is 

appropriate to set an advantage based on a certain 

standard. 

4. Conclusions 

We have held the ekiden for thinking about a future 

society in which humans and robots coexist in harmony. 

The 1st race was held in 2014, and the 8th in 2023. The 

rules have been revised for each race based on previous 

race results and law revision. With the spread of robots, 

laws regarding robots were established, and the rules for 

the 8th race were determined based on the laws. This 

paper showed validity of the rules from race results. We 

have continued to discuss how robots coexist with 

humans in future society through this ekiden. 
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Abstract 

Underwater robots are utilized for underwater observation. Generally, the development of underwater robots 

demands a significant amount of funds, posing a high barrier for research, development, and education. The aim of 

this study is to reduce these barriers, facilitating broader implementation of research, development, and education in 

the field of underwater robotics. This paper describes the development policy and cost of a low-cost underwater 

robot and discusses considerations based on the results in the robotics competition. 

Keywords: Underwater robot, Underwater drone, Remotely operated vehicle, Low-cost, Robotics competition 

1. Introduction 

Underwater robots are used as a means of underwater 

observation. Research and development of underwater 

robots has been studied since the 1960s [1]. Recently, 

underwater robots are called as underwater drones and 

become spread to society. When using underwater 

robots as tools for underwater geological and biological 

surveys etc., it is beneficial to use commercially 

available underwater robots. However, when 

underwater robots are the subject of research and 

development or education, the specifications required 

for the robot vary depending on the purpose. Therefore, 

it is necessary to develop the robot independently. 

Underwater robots come in a variety of sizes, from large 

to small, and research and development has been carried 

out depending on the purpose [2], [3]. There are also 

underwater robots developed for education [4]. 

Generally, the development of underwater robots 

demands a significant amount of funds, posing a high 

barrier for research, development, and education. 

Although some underwater robots have been developed 

for low-cost, the development cost still ranges from 

$4,000 to $15,000 [5], [6], [7]. Underwater robots differ 

from robots that move on land or in the air, and the 

following are the minimum requirements for their 

development: watertightness, pressure resistance, and 

adjusting buoyancy etc. There are also various types of 

tacit knowledge.  

The aim of this study is to reduce barrier of the 

development cost, facilitating broader implementation 

of research, development, and education in the field of 

underwater robotics. This paper describes the 

development policy and cost of a low-cost underwater 

robot and discusses considerations based on the results 

of the robotics competition. 

2. Method 

2.1. Development policy 

Underwater robots are mainly classified into five 

types: glider, cruise, hovering, biomimetic, and vehicle. 

The selection of each type is determined by the target 

work and research policy. The glider-type generally 

does not have propulsion devices and can adjust their 

own buoyancy and center of gravity, enabling long-term 

observation. The cruise-type has a long and slender 

structure, so it has high propulsion efficiency and can 

conduct wide-ranging surveys. The hovering-type can 

perform more complex movements than the above-
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mentioned types by attaching multiple propulsors, 

making detailed observations possible. The biomimetic-

type imitates the characteristics of fish and other 

animals, can be propelled by fish fins rather than 

propellers, and are superior to the above types in terms 

of energy efficiency and consideration for marine life.  

The vehicle-type can move on the seabed or on the hull 

of a ship and perform work on those surfaces, such as 

digging and cleaning. This study adopts the hovering-

type for the purpose of detailed underwater observation. 

The underwater robot developed in this study is 

designed to operate underwater for about 30 minutes to 

1 hour, targeting shallow part of the ocean with an 

observation depth of 10m or less. 

The main components of the hovering-type 

underwater robot that performs underwater observation 

are as follows: computers, sensors, thrusters, energy 

sources. The computers control the underwater robot by 

controlling the propeller, acquiring sensor information, 

and selecting the actions. There are various types of 

sensors depending on the purpose of observation, such 

as cameras and acoustic devices. Underwater robots also 

require positioning and navigation equipment and sonar 

sensor to measure their own posture, position, speed, 

and surrounding environment. In some cases, sensors 

account for a large portion of the development cost. 

Electric thrusters are generally used as propulsion 

devices, and a high degree of freedom in movement 

performance is achieved by attaching multiple thrusters. 

The energy sources need to be selected appropriately to 

operate the above-mentioned components at the desired 

operating time. In addition to the above components, 

communication equipment, work equipment, ballast, etc. 

are added as necessary. 

The low-cost underwater robot in this study also 

consists of computers, sensors, thrusters, and energy 

sources. The sensors are equipped with a camera, depth 

sensor, and inertial measurement unit (IMU). As an 

option, add underwater lights to conduct underwater 

observations. In order to control this robot from the 

ground and check the data acquired by the robot, the 

external computer on the ground and the internal 

computer on the underwater robot are connected with an 

optical fiber cable, and this robot is moored from the 

ground using this cable. Therefore, this robot becomes a 

remotely operated vehicle (ROV). However, the 

development policy is to make it easy to expand the 

sensor so that it can be changed to an autonomous 

underwater vehicle (AUV). 

The functional requirements for the low-cost 

underwater robot are described above. As non-

functional requirements, this robot is considered 

portability and parts availability. For the portability, the 

design is based on the weight and ease of carrying by 

one person. To ensure the ease of obtaining the parts, 

use parts that can be easily purchased at online shopping 

or home centers. Note that some parts are manufactured 

using 3D printer and laser beam machining. Regarding 

the development cost, previous studies has proposed a 

cost of $4,000 to $15,000 for a low-cost underwater 

robot. In this study, the development cost is less than 

$2,000. 

2.2. Low-cost underwater robot 

The design drawing of the low-cos underwater robot 

is shown in Fig. 1, and the components are shown in 

Table 1. Although, there is a certain distance offset 

between each component to show the components in Fig. 

1, each component is connected as shown in the actual 

appearance in Fig. 2. This robot mainly consists of the 

following. 

- Frame (No. 1 and 2 in Fig. 1) 

- Main box (No. 8) that stores the computers, depth 

sensor, IMU, etc. 

- Battery box (No. 9) that stores the batteries and 

circuits 

- Thrusters (No. 21 and 22) 

- Camera unit (No. 4) 

- Underwater lights (No. 5) 

- Acrylic plates and joints to connect the above 

components (No. 16-19) 

The energy from the battery box is supplied to the main 

box via cable gland. A total of six thrusters are installed, 

total of four ones in the front and rear for movement in 

the xy-plane, and two in the center for movement in the 

z-axis direction. The camera unit is independent from 

the main box, and the data is acquired by connecting its 

power and signal lines to the main box. Each box has 

holes for cable glands, and the number of holes can be 

increased or decreased as the number of sensors or 

thrusters changes, ensuring expandability. Additionally, 

when this robot adjusts its buoyancy, it fills the poly 

vinyl chloride (PVC) pipe of the frame with fresh water 

to maintain neutral buoyancy. A cap (No. 3) is provided 

to make it easy to put in and take out the water. 
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The specifications of this robot are shown in Table 2, 

and the system architecture is shown in Fig. 3. This 

robot is a size and weight that can be carried by one 

person. In terms of watertightness and pressure 

resistance, it can withstand water depths of 1.5m for 30 

minutes. Testing at deeper water depths is a future task. 

To access the internal computer from the external 

computer, the ethernet connection is converted to an 

optic fiber connection inside the main box, and the 

signal is transmitted to the external computer through 

the optical fiber cable. The external computer is paired 

with the joystick device via Bluetooth, and the operator 

can remotely control the underwater robot by operating 

the joystick device. The internal computer is connected 

to each sensor and a micro controller unit (MCU). The 

MCU sends signals to the electronic speed controllers 

(ESCs), which controls the thruster speed, and to the 

underwater lights and indicator LEDs. The LEDs are 

installed to check the on/off status of the internal 

computer and the operating status of this robot. Fig. 4 

shows the circuit architecture inside the battery and 

main boxes. The battery box has two power supplies: 

11.1V for the thrusters and underwater lights, and 5V 

for the computer and optical media converter. Note that 

5V is converted from 7.4V batteries. For the software, 

this robot distributes processing between the internal 

computer and MCU and the external computer (Fig. 5). 

The former acquires data from each sensor and controls 

the thrusters, underwater lights, and indicator LEDs, 

while the latter sends commands to the underwater robot 

and analyzes the acquired data. This robot realizes 

distributed processing using robot operating system 

(ROS). 

The development cost for this robot is approximately 

$1,800 (250,000 yen). The proportions of parts by 

categories are as follows: 6.0% for the frame, 9.6% for 

cable-related parts, 30.4% for the main box including 

internal computer, MCU, and ESCs, etc., and 6.8% for 

the battery box including batteries, converters, and  

 
(a) Front view 

 
(b) Rear view 

 
(c) Side view 

 
(d) Top view 

Fig. 1 Design of a low-cost underwater robot (see Table 

1 for legend) 

 

Table 1 Components of a low-cost underwater robot 

No. Component No. Component 

1 Lower frame 12 Indicator LDEs 

2 Upper frame 13 
Cable gland for 

thrusters 

3 Cap 14 
Cable gland for the 

underwater lights 

4 Camera unit 15 Depth sensor 

5 Underwater Lights 16 
Plate for fixing the 

main box 

6 
Cable gland for the 

camera unit 
17 

Plate for connecting 

the two boxes 

7 
Cable gland for a 

signal line 
18 

Plate for fixing the 

battery box 

8 Main box 19 
Joint for fixing the 

two boxes  

9 Battery box 20 Thruster guards 

10 
Cable gland for a 

power line 
21 

Thrusters for 

clockwise propellers 

11 Switches 22 

Thrusters for 

counterclockwise 

propellers 

 

 

 

relays, etc., 8.0% for thrusters, 13.6% for sensors, 

17.6% for underwater lights, and 8.0% for other 

including mechanical and electronic parts and 3D 

printer materials.  The frame is used PVC pipe. Products 

from TAKACHI Electronics Enclosure Co., Ltd. are 

used for the cable gland, main and battery boxes. The 

internal computer is Jetson Nano and the MCU is 

Arduino Micro. The type of battery is LiPo. The thruster 

is a brushless motor for drones, and the motor has a 

rotation speed of 3100rpm per unit voltage when no 
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load is applied. The ESC, camera, depth sensor, etc. are 

products from BlueRobotics. The IMU is used BNO055 

produced by BOSCH. 

3. Results and discussion 

To evaluate the performance of this robot, it 

participated in an underwater robotics competition held 

on October 7, 2023 [8]. This robot entered in the AUV 

category, but its operation method was ROV. The field 

of this competition consists of the following areas: for 

slaloming between buoys, for passing through gates, for 

observing, for searching an acoustic source, for floating. 

This robot challenged areas other than the searching an 

acoustic source area. Fig. 6 shows the depth data and 

yaw angle data during this competition. This robot 

started to dive into the field (Fig. 6), moved on the 

bottom ((ii)), traveled the slaloming area ((iii)), passed 

the gate, and observed the target ((iv)). Then, this robot 

turned its direction of travel toward the starting point, 

that is, rotated its heading 180 degrees, and returned to 

the starting point. Finally, this robot attempted to float, 

but the fuse for the 11.1V blown, making it impossible 

to continue and the trial ended. 

The results of this competition confirmed that this 

robot was able to move on the xy-plane at a speed of 

approximately 0.15m/s. Fig. 6 showed that the depth 

and posture of this robot could be measured using each 

sensor. In the observation area, the USB camera inside 

this robot was able to read the target panel with QR 

code and numbers printed on it. On the other hand, 

regarding the movement in the z-axis direction, the xy-

plane of this robot has a larger square measure than 

other planes, so the underwater drag during floating or 

diving is also large. For this reason, the load on the 

thrusters was greater in the z-axis movement than in the 

xy-plane one, and the fuse worked as a safety measure.  

 
Fig. 2 View of developed low-cost underwater robot 

 

Table 2 Specifications 

Dimensions 410 x 400 x 240mm (L x W x H) 

Weight 
7.0kg (8.0kg when the pipe is filled 

with water) 

Batteries 
11.1V, 2.2Ah x 2, 

7.4V, 2.2Ah x 2 

Computer 
CPU: Quad-core ARM A57 @ 

1.43GHz, Memory: 4GB 

Sensors USB camera, Depth sensor, IMU 

Communications Ethernet, Optical LAN 

 

 
Fig. 3 System architecture for in/external of this robot 

 

 
Fig. 4 Circuit architecture 

 
Fig. 5 Software architecture of in/external computer 
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Fig 6 Results of depth data and yaw angle 

 

This robot used a glass tube type fuse, and the holder for 

it is made of resin. During test before this competition, 

the plastic holder melted due to the heat generated by 

the load caused by the rotation of the thrusters. 

Therefore, as a safety measure, a 5A fuse was used. 

However, when designing this robot, cables were 

selected with a permissible current of 15A. Based on 

these findings, future tasks for this robot include 

reconsidering the shape of this robot and redesigning the 

circuit inside the battery box so that it can move in the 

z-axis direction. Additionally, the purpose of this study 

is to develop a low-cost underwater robot platform and 

make it open access. Towards this end, future tasks also 

include conducting pressure tests, implementing depth 

and heading control, dead reckoning, and underwater 

object detection using each sensor. 

4. Conclusion 

This paper described the development policy and cost 

of a low-cost underwater robot. This robot was a 

hovering-type and ROV. The development cost was 

$1,800. This paper analyzed the sensor data and 

discussed the motion performance based on the results 

in the robotics competition. The next tasks are to 

improve motion performance in the vertical direction 

and make it an AUV using sensor data.  The goal is to 

open source the requirements and tacit knowledge for 

the development of the low-cost underwater robot. 
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Abstract 

The synergistic collaboration between UAVs and UGVs addresses the limitations of individual platforms, offering a 

versatile solution for reconnaissance tasks in diverse environments. The proposed system employs ROS as the 

underlying architecture to facilitate seamless communication and coordination among multiple UAVs and UGVs. 

We delve into the intricacies of developing a robust communication framework that enables real-time data exchange 

and decision-making, fostering a synchronized and adaptive operation. Furthermore, the article explores strategies 

for path planning and navigation, considering the unique mobility constraints of UAVs and UGVs. Optimal coverage 

is ensured through efficient exploration and coverage of the reconnaissance area, under by comparing raster-scan, 

expanding spiral and zig-zag area exploration approaches. The article concludes by discussing potential extensions, 

such as the integration of machine learning techniques for enhanced autonomy and the scalability of the system for 

larger-scale missions by presenting a ROS-based framework that maximizes the synergy between UAVs and UGVs. 

Keywords: Heterogeneous unmanned systems, Cooperative Path Planning, Reconnaissance, UAV, UGV, ROS 

 

1. Introduction 

With the surge in utilization of unmanned systems 

for research and their applications, the need for 

cooperation among heterogenous systems has made to 

the spotlight. The cooperation among heterogeneous 

systems exploits the diversity of features in unmanned 

system to achieve such mission objectives which are near 

impossible for homogenous systems. Forming a 

cooperative reconnaissance strategy for multiple 

unmanned vehicles in unknown areas has proven to be 

reliable and improves the heading errors of the vehicles 

[1]. Effective reconnaissance in modern military 

applications possesses the key for a strategic advantage, 

and also helps to neutralize surprise attacks, ambushes 

and can prevent the damages through improvised 

explosive devices (IEDs) with proactive sensory modules 

[2]. This is why combining Unmanned Ground Vehicles 
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(UGVs) alongside UAVs to coordinate area 

reconnaissance combines the technical and tactical 

capabilities of both to achieve the same. However, there 

are certain challenges linked with combing these 

unmanned systems. 

 

This work addresses one of such challenges that 

naturally appears when the UAVs and UGVs are required 

to perform a coordinated reconnaissance in an unknown 

area. The nature of terrain and obstacles can affect the 

conditions required to maintain the reconnaissance 

formation between the aerial and ground vehicles [3]. A 

set of conditions is established which comprises two key 

components: a). The unmanned vehicles, UAV and UGV, 

have to explore the territory in close proximity. b). 

Minimize the impact of terrain-based slowness of UGV 

on the UAV. 

 

This work presents a novel technique and 

coordination architecture that ensures the conditions 

above and explores the area effectively.  

2. Proposed Method 

2.1. UAV / UGV Coordination Architecture 

The requirements for reconnaissance formation are 

primarily derived from the differences in 

maneuverability between both of the vehicles and impact 

of terrain on movability of UGV. The relative positions 

of the heterogenous vehicles, reconnaissance objectives 

and the environment data (grid map) are combined to 

generate the planning data, as shown in Fig. 1. The 

planning data further combines with the relative positions 

of UAV and UGV, and the trajectory data from UAV is 

fed to the path planning unit. The path planning unit, 

considering the conditions mentioned in Section 1, 

generates instructions for both UAV & UGV for 

coordinated maneuvers alongside requirements like 

collision avoidance. 
 

Fig. 1. UAV/UGV Coordination Architecture 

 

2.2. Measure of Objectiveness in coordination 

Self-assembly is a technique to attain cohesion in 

heterogenous robots which is perceived as robotic 

intelligence. The robots are required to assemble 

themselves that may not be possible through 

maneuverability [4]. There are three primary objectives 

under self-assembling the UAV and UGV to generate 

maneuver instructions and capitalize on interaction 

between them to work on complex tasks more efficiently. 

(i) Robustness: To reperform the task while 

maintaining the cohesion in proximity in 

case of any missing area to be explored. 

(ii) Versatility: To adjust and readjust the 

maneuvers because of uneven terrain and 

ground obstacles for the UGV. 

(iii) Cost reduction: To minimize the cost for 

the above. Here the cost is computed in 

terms of the time lapsed and number of 

turns a robot has to take. through design of 

large numbers of robots. 

2.3. Attraction / Repulsion Mechanism in UAV / 

UGV 

There are two primary tasks which are being 

performed at all the time: collision avoidance for the 

ground vehicle and flocking of UAV with respect to the 

ground vehicle. Collision avoidance in this work is 

basically a necessary condition for the UGV to maintain 

a minimum safe distance from its surroundings objects. 

 

This work is inspired from a recent published work 

which engaged heterogenous robots in an ‘invisible 

binding’ by implementing an “Attraction / Repulsion” 

mechanism using Voronoi partitioning, based on 

Voronoi Diagrams for collision avoidance [5]. However, 

our approach exploits the idea of attraction-repulsion for 

heterogenous robots and generates path instructions in a 

zone-based coordinate system. Aggregation and 

dispersion are the two phenomena which are derived 

from the inter-robot’s distance and their distribution in 

the area needed to be explored. This work mitigates this 

problem through establishing zones based on the 

distances and focuses on reconnaissance of the territory. 

 

The proposed model consists of four constraints i.e. 

placement, repulsion, attraction, and orientation. The 

placement may take place either randomly or with some 

prior information from the area of reconnaissance. The 

model is based on a set of universal equations proposed 

by Ian Couzin cited by [6]. Referring to Eq. (1), Eq. (2) 
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and Eq. (3), where dr, do and da represent the radii of 

repulsion, operation and attraction zones with i and j 

representing coordinates. Fig. 2 presents an illustration 

for the three scenarios. 

𝑑𝑟(𝑡 + �̃�) = −∑
𝑟𝑖𝑗(𝑡)

|𝑟𝑖𝑗(𝑡)|

𝑀𝑟

𝑗≠𝑖
                (1) 

𝑑𝑜(𝑡 + �̃�) =∑
𝑉𝑗(𝑡)

|𝑉𝑗(𝑡)|

𝑀𝑜

𝑗≠𝑖
                 (2) 

𝑑𝑎(𝑡 + �̃�) = −∑
𝑟𝑖𝑗(𝑡)

|𝑟𝑖𝑗(𝑡)|

𝑀𝑎

𝑗≠𝑖
                (3) 

 

 

 
Fig. 2. Attraction Repulsion Mechanism with Placement 

and operational zone 

 

2.4. Parallel Maneuver Generations for UAV / UGV 

Here it is important to mention that either of the 

heterogeneous robots has to be set as the leader or 

follower. Moreover, the radii of the zones are adaptable 

according to the terrain and area under consideration. The 

maneuver generation takes sensor and positioning data 

from both unmanned vehicles and create relative 

positions of UAV and UGV, refer to the Fig. 1. This data 

generates maneuvering instructions in a 2D workspace, 

assuming a constant altitude of the UAV. Fig. 3 presents 

the maneuver generations of for both UAV and UGV. To 

better understand the flow of an instruction generation, 

consider the UAV and UGV in the placement zone. 

 

 
Fig. 3. Parallel Maneuver Generation for UAV /UGV 

 

3. Implementation 

3.1. Simulation Setup 

Robot Operating System (ROS) is an opensource 

platform that provides libraries for and tools for a diverse 

range of robotic applications. These libraries include the 

hardware abstraction, driver packages, data visualizers, 

inter-module communication packages and protocols [7]. 

Gazebo on the other hand simulates the robotic 

application in a simulated environment [8]. Both these 

projects are lead by a community called open robotics [9]. 

 

For this work, we consider HUSKY and HECTOR 

which are emulated versions of opensource UGV and 

UAV, respectively. The integration of Husky and Hector 

within ROS provides the foundation of collaborative 

autonomous systems, showcasing the potential 

coordination among heterogeneous robots. There are four 

key components for setting up this collaboration: 

(i) Sensor data Integration 

(ii) Communication of sensor data, control  

instructions and status of UAV / UGV 

(iii) Motion Control and Mission Planning. 

(iv) Mapping and Navigation. 

 

3.2.  Experimentation 

The experimental scenarios are established for a 

comprehensive evaluation of the collaboration and 

exploration capabilities of Hector and Husky. There are 

two primary considerations in mind before setting up 

experimental scenarios:  

(i) To validate the ability of this collaboration 

system for exploration and mapping 

(ii) To evaluate the adaptiveness of the system 

against the challenges in the environment. 

(Under this work, the challenges refer to static 

obstacles and uneven terrain.) 
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3.3. Flow of Activities  

(i) Initialize the ROS-Gazebo environment through 

ROS launch file. For uneven terrain, there is a 

stock environment available in Gazebo which 

has been deployed. 

(ii) Deploy Hector UAV and Husky UGV equipped 

with LiDAR sensors. 

(iii) Command Husky for Autonomous Exploration 

and Hector for aerial mapping. 

(iv) Initiate the program for exchanging Lidar and 

positioning data between Husky and Hector and 

compute relative positions. The relative data 

and position histories are stored and explored 

regions are marked with the coordinates of the 

environment. 

(v) Constraints initialization: This is the main 

program which generates the thresholds from 

the relative positions. This module also utilizes 

LiDAR data from Husky for its collision 

avoidance. 

(vi) Creation of unified map that combines the 

explored area from both of the platforms. 

(vii) Collection of performance parameters which are 

percentage of area explored, number of 

maneuvers required, and overall time taken. 

(viii) Analysis of exploration data and suggestions for 

optimizations. 

 

4. Results and Discussion 

Since there isn’t any notion of geo-referenced 

coordinates in Gazebo, therefore, the positioning data in 

the simulation, for both the platforms, is collected in 

Cartesian Coordinate space. Fig. 4 presents the 

screenshot of deployment of both platforms while 

coordinating repulsive motion.  

 
Fig. 4. Hector and Husky Deployment in a stock 

environment in Gazebo 

 

The synergic collaboration between the two 

autonomous platforms performed simultaneous mapping 

based on the combining the aerial and ground data. The 

UGV is instructed to follow a programmed exploration 

strategy which can be modified as needed, while the 

Hector UAV performs the mapping of the aerial mapping 

of the environment. 

Fig. 5 presents the initialization of exploration through 

Husky in the pattern given to it. While Fig. 6 presents the 

aerial mapping of Hector of the environment shown in 

Fig. 4. 

 

Fig. 5. Expanding Circular Exploration lead by Husky 

UGV, path trail in RVIZ visualizer 

 

 

Fig. 6. Aerial Mapping being conducted through Hector 

UAV, LiDAR data being shown in RVIZ 

 

5. Conclusion 

The work demonstrated a successful integration of 

two heterogeneous autonomous unmanned systems in 

ROS-Gazebo environment, proving their potential to use 

them for reconnaissance applications in unknown 

workspaces. The key feature of this work was to propose 

an attraction-repulsion mechanism among the aerial and 

ground vehicles for a strategic and coordinated 

exploration. This work is at the early stages of 

experimentation and possess the potential for further 

enhancements which primarily include optimization of 

exploration algorithms and strategies. Moreover, this 
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work just incorporates two unmanned systems which can 

be expanded to exhibit a swarm intelligence behavior 

among UAVs or UGVs. We believe that the future of 

exploratory missions in unknown or hostile 

environments is very promising when it comes to 

unmanned systems.  
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Abstract 

Facial expression recognition (FER) has been acknowledged as a significant modality that could bring facial 

expression into human-machine interaction and make the interaction more efficient. However, the ability of FER to 

operate in a fully automated and robust manner is still challenging. Illumination effects, for example, make the facial 

expression images always contaminated with different levels of ambient noise (such as brightness variation) in a 

cluttered background. Thus, this paper aims to investigate the illumination effects (brightness variations) on facial 

expression recognition using empirical mode decomposition reconstruction techniques. In this framework, firstly, the 

noisy facial expression images were simulated with the illumination effects using different brightness levels of 30%, 

40%, 50%, 60%, and 70%. Then, the EMD will decompose the noisy facial expression images into a small set of 

intrinsic mode functions (IMF), namely IMF1, IMF2, IMF3, and residue. Based on property held by EMD, the signals 

are decomposed into several IMF components, each with a different time scale. Because the last several IMFs 

represent the majority of illumination effects, various reconstruction techniques for IMFs have been investigated at 

various brightness levels. Feature reduction techniques Principal component analysis (PCA) and linear discriminant 

analysis (LDA) have been employed to reduce the high-dimensional space of IMF features into low-dimensional IMF 

features. The reduced IMF reconstructions were then used as input to the k-nearest neighbour classifier to recognise 

the seven facial expressions. A series of experiments have been conducted on the JAFEE database using various 

reconstruction IMFs together with PCA plus LDA. Based on the results obtained, the reconstruction of IMF1 + IMF2 

+ IMF3 shows the highest accuracy in high illumination conditions, which is 99.06%. 

Keywords: Illumination, Facial Expression Recognition, Empirical Mode Decomposition, PCA plus 
LDA. 

1 Introduction 

Facial expression is the most natural and important tool 

people have to show their emotional-state or deliver 

information. For decades, facial expression has been 

regarded as an important modality for conveying feelings 

and attitudes, and it has had an impact on physical 

communication. Specifically, facial expression is formed 

by contracting facial muscles [1]. Facial expression 

recognition (FER) is a function that humans and 

computers can perform by locating the face from its 

sources. Then, facial features will be analysed to classify 

the emotion [2]. A lot of information about human 

behaviour can be effectively extracted from their facial 

expression. Facial expression recognition (FER) has been 

acknowledge as a significant modality that could bring 

facial expression into human machine interaction and 

makes the interaction more efficient. However, the 

ability of FER to operate in fully automated with robust 

is still challenging.  Illumination effects for example, 

make the facial expression images always contaminated 

with different level of ambient noise (such as brightness 

variation) in clutter background. In previous work, 

limited study was conducted on illuminations effects for 

facial expression recognition. For example, [3] have 

combined the logarithm transform, discrete cosine 
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transform, and illumination compensation as a 

normalised DCT to eliminate illumination variation 

contained in the facial images of the JAFFE database. To 

recognise the facial expression, the extracted features 

from the pre-processed image were combined with a 

neural network classifier. However, analysis of the 

effects of illumination was not discussed. In [4], the 

authors utilized the independence component analysis 

(ICA) and locality-preserving projection to compare the 

effectiveness of those methods towards the illumination 

variations on the face recognition. They found ICA 

outperformed the results on YALEB database with 64 

illuminations types.  In [5], the authors utilized deep 

learning approach for emotion recognition under 

different pose and illumination variations. The 

Convolution Neural Network were constructed using 15 

layers (three layers per emotion) that learn from facial 

expression database (CMU Multi-PIE) using input size 

of 32 x 32 in recognizing the five basic emotions. 

Although they achieved 96.55%, selecting optimum the 

input size considered to be computational cost. In [6] the 

authors utilized a deep stacked convolutional 

autoencoder in attempting reconstruct new input images 

with better illumination for facial expression recognition. 

The model used as pre-training in greedy layer-wise by 

learning the image representation and then map it to 

approximately reconstruction of input image. The 

network model learns to encode the input images and 

create a feature vector form relatively similar 

illumination, ignoring the level of luminance of the facial 

images. Even though the used of deep learning is 

emerging, however handcraft features of the image 

provides significant impact in understanding the 

behaviour of spatial details of the images. Therefore, in 

this study, we propose to investigate the illumination 

effect on facial expression recognition (FER) by using 

empirical mode decomposition (EMD) approach. In this 

framework, the original facial expression database will 

go through face detection in a manipulated illumination 

condition, and then various illumination coefficients will 

be analysed. The EMD will be used to decomposed the 

illuminated images (in our case brightness variations) 

into a set of intrinsic mode functions (IMFs). These IMFs 

will be used to further analyse the illumination effects 

containing in facial expression images. The significant 

IMFs will be reconstructed by removing the one contains 

illuminations. In order to reduce dimensionality of 

reconstructed IMF, PCA plus LDA will be adopted. 

Finally, the reduced features of reconstructed IMFs will 

be classified using k-NN classifier to recognize the seven 

facial expression under the illumination effects. 

 

2 Materials and Method 

Fig. 1 shows the framework of the proposed system. It 

consists of five phases: facial expression image database, 

pre-processing, EMD-based feature extraction, IMF 

reconstruction, and classification. In this framework, 

firstly, the facial expression image was pre-processed to 

detect the local region of the face. Then, brightness 

variations were simulated on the detected face. By 

decomposing an image into a set of intrinsic mode 

functions via a sifting process on the simulated brightness 

of a facial expression database, the nonlinear technique, 

namely EMD, has been used as a feature extraction-

method. To assess performance, an IMF reconstruction 

was performed on various IMFs. Later, feature reduction 

was applied to the reconstructed image to reduce its 

dimensionality before being subjected to the classifier. 

The detailed description of the process is highlighted as 

follows: 

 

 

Fig. 1. Framework of the proposed method 

 

2.1 Facial Expression Database 

In this study, the Japanese Female Facial Expression 

(JAFFE) database has been used. It contains 213 

grayscale facial expression images of ten subjects, all 

Japanese women, with seven facial expressions: neutral 

(30 images), angry (30 images), sad (30 images), happy 

(31 images), disgust (29 images), surprise (31 images), 

and fear (32 images). 
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2.2 Image Pre-Processing: Face Detection 

Face detection is a technique used to detect and localize 

the face region from the unwanted background. The 

original size of JAFFE image is 256 x 256 pixel was 

cropped into 128 x 96 pixel that contains the face region. 

Fig. 2(a) and Fig. 2(b) show the example of the original 

and cropped image of seven facial expressions of a 

JAFFE subject, respectively. 

 
Fig. 2. Seven facial expression of JAFFE’s subject: (a) 

original and (b) cropped image 

 

2.3 Brightness Variation 

In this study, illumination variation with different levels 

of brightness was used to simulate illumination effects 

that mimic real-world applications. The illumination 

variations were simulated by varying the brightness 

effect by controlling the intensity of each individual pixel 

inside the image. The percentage illumination level used 

in this project is 30%, 40%, 50%, 60%, and 70%. A 

percentage greater or less than those specified will result 

in either increased brightness or decreased darkness. 

2.4 Feature Extraction: Empirical Mode 

Decomposition 

Empirical mode decomposition (EMD) is a method of 

decomposing a natural signal without leaving the time 

domain. EMD decomposes any nonlinear signal into a 

small set of finite intrinsic mode functions (IMFs). 

Although EMD is focused on analysing one-dimensional 

signals, it can also be extended to bi-dimensional 

empirical mode decomposition (BEMD) to analyse two-

dimensional signals while still having similar concepts 

and procedures [7], [8]. The main advantage of EMD is 

that it can extract data about local trends in the input 

signal by calculating and quantizing oscillations. Such 

oscillations can be quantized by local details and 

matching a local trend. The fundamental ideas of EMD 

are the implementation of the incorporation method such 

as cubic splines, sifting phase to extract the intrinsic 

mode function, and numerical convergence criteria to 

stop the sifting phase. 

In the EMD technique, there are two steps that must be 

met to extract the intrinsic mode functions (IMFs). To 

begin, the number of extremes and zero crossings must 

be equal, or at most one. Second, the mean of its upper 

and lower envelopes must not be more or less than zero. 

Those two steps satisfy the physically compulsory 

process for defining a significant instantaneous 

frequency. The EMD technique's entire procedure is as 

follows: for input signal s(t): 

1. Determine the local maxima and local minima 

of s(t). Let d0(t) = s(t). 

2. Incorporate the local maxima and the local 

minima to develop the upper envelope eu(t) 

and lower envelope el(t), correspondingly, 

using cubic B splines. 

3. Calculate the mean of envelope m(t): m(t) = 

(eu(t) + el(t))/2. 

4. Determine the details using d1(t)=d0(t)-m(t) 

(sifting phase). 

5. Repeat steps 1-4 on the residual signal until the 

details signal dk(t) is included in the 

IMF:c1(t)=dk(t) 

6. Procedures 1–5 should be repeated on the 

residual rn(t)=s(t).Cn(t) to obtain all of the 

signal's IMFs (c1(t), c2(t),..., cn(t)). 

 

When the residual signal is either unaltered, monotone, 

or a function with just one extrema, the procedure is 

terminated. The advantage of the EMD approach is that 

once these IMFs are acquired, they may easily switch 

back and forth from them to the original signal. Similarly, 

the original signal may be reconstructed by combining all 

of the IMFs together, which can be adjusted to account 

for slight variations owing to the implant discovered in 

the method. EMD can be expressed in mathematically as: 


=

+=
N

n

Nn tRtCnX
1

)()()(             (1) 

According to the technique, lower-order IMFs record 

rapid oscillation modes, whereas higher order IMFs 

record low oscillation modes. In this research, two-

dimensional empirical mode decomposition (BEMD) is 

used to reduce illuminated face pictures into a limited 

collection of intrinsic mode functions (BIMFs). The 

BIMFs are features recovered at various scales or spatial 

frequencies using phase sifting. 
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2.5 Dimensionality reduction: PCA plus LDA 

In this work, the PCA plus LDA has been employed as 

dimensionality reduction on the extracted IMFs features 

2.5.1 PCA 

Although the intrinsic mode functions effectively 

represent the different frequencies of oscillation for 

different expressions (local trends) in the image, the 

mode function responses can be large. A 128 x 96 image, 

for example, decomposes with the EMD resulting mode 

function into a 128 x 96 = 12,288-dimensional vector. To 

reduce the dimensions of the feature vector, we applied 

PCA to our mode function. Let consider, if 

}...,,{ 321 NaaaaA =  is a vector of N images.  

i. First, calculate the mean (µ) of the matrix, and 

covariance matrix (S) as: 

( )( )Ti

n

i

i aa
n

S  −−= 
=1

1
 (2) 

ii. Calculate both eigenvalues ( i ) and 

eigenvectors ( iv ) of S as: 

 ,iii vSv =    (3) 

where i=1, 2, 3…n.  

iii. Lastly, sort the eigenvectors in descending order 

that associated to the largest eigenvalues. The 

new projected space is given b: 

aWy T= ,   (4) 

which W is represent the transformation matrix 

[9]. 

2.5.2 LDA 

One of the main problem in pattern recognition is the 

curse of dimensionality. LDA is one of the method used 

to solve the issue of dimensionality by reducing the 

features from higher-dimensional space to lower-

dimensional space. The goal of LDA is to shape the class 

scatter by maximizing the between-class scatter and 

minimising the within-class scatter [9]. In this framework, 

firstly we need to compute the between-class variance SB 

as: 

( )( )Ti

n

i

iiB NS  −−=
=1

  (5) 

 

Second, within-class scatter, Sw  need to be computed by 

( )( )Tik

c

i Aa

ikW aaS
ik

 −−= 
= 1

 .Finally, the lower-

dimensional feature projection, Wlda can be determined 

via: 

 m

W

T

B

T

lda wwww
WSW

WSW
W ...,,maxarg 321==        (6) 

in which wi (i = 1, 2,…m) is the set of SB and Sw 

generalized eigenvectors based on the largest generalized 

eigenvalues i  of iWiiB wSwS = . 

2.5.3 PCA plus LDA 

To avoid singularity of the Sw, [10] proposed PCA plus 

LDA. This framework involves two stages. First, original 

feature vector having f-dimensional feature space is 

mapped onto t-dimensional intermediate feature space in 

which (t < f) via PCA. Then, project the intermediate (t-

dimensional) to k-dimensional feature space via LDA 

resulting new projected space as: 

 
i

T

lda

T

pcai xWWz =    (7) 

where i = {1, 2, 3..N} is the number of input images. 

3 Results and Discussion 

In order to evaluate the effectiveness of the proposed 

system, the JAFFE database, which is publicly available, 

has been used in this experiment. The facial images 

obtained from successful face detection and applied with 

different levels of illumination will undergo feature 

extraction using the EMD technique in order to extract 

the features called intrinsic mode functions (IMFs) 

through sifting procedures. IMFs are extracted from 

high-dimensional data. As a result, feature reduction 

using PCA and LDA was used before being fed as input 

to the k-NN classifier to classify all seven emotions: 

anger, disgust, fear, neutral, happiness, sadness, and 

surprise. 

3.1 Brightness Variation on Facial Expression 

Images 

The facial images from JAFFE database are simulated 

with different level of illumination which is 30%, 40%, 

50%, 60% and 70%. This is done by adding and 

subtracting the intensity of each pixel inside of the facial 

images. Fig. 3 shows the simulated illumination of facial 

expression images. 

 

 
Fig. 3. Simulated illumination effects of facial 

expression images at different brightness level 
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3.2 Performance of applied EMD on expression 

images 

The two-dimensional breakdown of a picture using the 

sifting process results in an interpretable display. Each 

IMF carries information on a certain scale that is 

efficiently segregated. Fig. 4 depicts the EMD 

decomposition of facial expression image into IMF1, 

IMF2, IMF3, and residual. Note that, the IMF1 contains 

local information about the smallest scales in the image, 

whereas the residue contains information about greater 

scales [7]. Specifically, IMF1 corresponds to the lowest 

time scale associated with the information's quickest time 

fluctuation. As the decomposition process progresses, the 

time scale increases, and the mean frequency of the mode 

decreases. As observed in Fig. 4, the set of IMF reveals 

the influent structure from the smallest to the largest 

relative to the input images. The IMF1 shows the most 

distinct facial features, including the boundary lines 

around the face region such as the mouth, nose, and eyes, 

which are crucial for expression recognition. 

 

 
Fig. 4. EMD decomposition that associated with 

30% brightness level 

 

3.3  Performance Analysis on Facial Expression 

Recognition using Reconstructed Intrinsic 

Mode Function 

According to [11], the majority of the illumination effects 

is represented by the last several IMFs. To evaluate how 

EMD can be employed to reduce the illumination effects 

in the proposed system. Fig. 5 shows the different 

combinations of the reconstructed mode functions. It 

should be noted that Figure 5(h) is a reconstruction of all 

IMF and a residue, and thus serves as a reference image. 

As can be seen in Fig. 5, the illumination effect was 

highly dominant in (b), (c), and (d). Whereas, (e), (f), and 

(g), the illumination effect appeared at a low degree. 

Meanwhile, in (a), which is IMF1+IMF2, the effects 

were almost gone.  This observation agrees with [11] in 

which the several last mode functions are affected by 

illumination. 

 

 
Fig. 5. Reconstruction of different mode functions (30% 

brightness level): (a) IMF1+IMF2, (b) IMF1+IMF3 and 

(c) IMF1+residue, (d) IMF2+IMF3, (e) IMF2+residue, 

(f) IMF1 + IMF2 + IMF3, (g) IMF1 + IMF2 + residue 

and (h) IMF1 + IMF2 + IMF3+residue (reference) 

 

3.4 Performance Analysis of Applied PCA plus 

LDA on reconstructed IMFs 

In this work, three reconstruction modes of IMFs have 

been investigated: IMF1+IMF2, IMF1+IMF2+IMF3, 

and IMF1+IMF2+IMF3+residue. Due to the higher 

dimensionality of feature space, the frameworks of PCA 

plus LDA were applied. The rationale for using PCA plus 

LDA is that, the feature vector space was reduced from a 

high-dimensional to a low-dimensional space by utilising 

the PCA plus LDA framework as mentioned in Section 

2.5. Fig. 6 shows the distribution of reduced features due 

to IMF1+IMF2+IMF3+residue, whereas Fig. 7 shows the 

distribution of reduced features due to 

IMF1+IMF2+IMF3 at a 30% brightness level. Note that 

classes 1, 2, 3, 4, 5, 6, and 7 are denoted as angry (red), 

disgust (orange), fear (green), happy (cyan), neutral 

(blue), sad (purple), and surprised (pink), respectively. It 

can be seen in Fig. 6 that there is a low degree of overlap 

between the emotions of fear, anger, disgust, and neutral. 

Fig. 7 shows that the class emotions are well 

differentiated from one another. 
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Fig. 6. Distribution of reduced features of 

IMF1+IMF2+IMF3+residue for seven facial 

expressions at 30% brightness level. 

 

 
Fig. 7. Distribution of reduced features of 

IMF1+IMF2+IMF3 for seven facial expressions at 30% 

brightness level. 

 

3.5 Experimental Results 

In this section, the reduced features using PCA plus LDA 

were applied to the reconstruction IMFs to recognize the 

seven facial expressions. The objective is to investigate 

the effectiveness of reconstruction IMFs in dealing with 

variations in illumination. Three different modes of IMF 

reconstruction were evaluated, namely 

IMF1+IMF2+IMF3+residue (used as reference), 

IMF1+IMF2+IMF3, and IMF1+IMF2 under different 

levels of illumination, which are 30%, 40%, 50%, 60%, 

and 70%. In this work, k-nearest neighbour was used as 

a classifier using a 10-fold cross validation strategy.  

 

Fig. 8, Fig. 9, Fig. 10, Fig. 11, and Fig. 12 

illustrate the recognition rate of IMF reconstruction of 

facial expression recognition at brightness levels of 30%, 

40%, 50%, 60%, and 70%, respectively. As observed in 

Fig. 8, the reconstruction of IMF1+IMF2 shows the 

highest recognition rate, which is 99.06% at a 30% 

brightness level. It seems that the combined IMF1+IMF2 

is enough and would achieve similar recognition as in the 

reference. We agree that, the illumination effect may lie 

inside the IMF3 and residue. When the brightness level 

increased to 40% (Fig. 9), the combined IMF1+IMF2 

again showed the highest recognition rate of 99.53%, 

which is slightly higher by 0.53% than the reference. 

 In Fig. 10, at a brightness level of 50%, the 

combined IMF1+IMF2+IMF3 shows the highest 

recognition of 99.53%, which is the same as the reference. 

Similar trends appear for brightness levels of 60% (Fig. 

11) and 70% (Fig.12), where the combined 

IMF1+IMF2+IMF3 outperformed the results, which are 

99.53% and 98.59%, respectively. This can be inferred 

from the fact that as the brightness level increases, the 

combined IMF without residue shows significant results. 

Thus, we agree that the majority of illumination effects 

may be represented by the last IMFs and residue. 

 

 
Fig. 8. Accuracy of FER based on reconstructed IMF at 

30% brightness level. 

 

 

 
Fig. 9. Accuracy of FER based on reconstructed IMF at 

40% brightness level. 
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Fig. 10. Accuracy of FER based on reconstructed IMF at 

50% brightness level. 

 

 
Fig. 11. Accuracy of FER based on reconstructed IMF at 

60% brightness level. 

 

 
Fig. 12. Accuracy of FER based on reconstructed IMF at 

70% brightness level. 

 

4 Conclusion 

This paper used an empirical mode decomposition 

approach to present the effects of illumination on facial 

expression recognition. Firstly, pre-processing of the 

facial image has been done via face detection to extract 

the local region of the face. Then, the face image was 

simulated to mimic the illumination effects by varying 

the brightness level between 30%, 40%, 50%, and 70%. 

Then, the simulated facial images were decomposed 

using empirical mode decomposition into a finite set of 

intrinsic mode functions. This work (IMF1, IMF2, IMF3, 

and residue) has been extracted via a sifting process. 

According to the findings, illumination effects may have 

been observed in the last few IMFs. Three reconstruction 

modes were considered for illumination analysis, which 

are the combined IMF1+IMF2, IMF1+IMF2+IMF3, and 

IMF1+IMF2+IMF3+residue (as reference). Based on the 

results obtained, at low brightness levels (30% and 40%), 

the combined IMF1+IMF2 gives the highest recognition 

rate of FER. However, as the brightness level was further 

increased to 50%, 60%, and 70%, the combined 

IMF1+IMF2+IMF3 gave the highest recognition rate. 

Therefore, we can conclude that as the brightness level 

increases, the combined IMF without residue shows 

significant results, and we agree that the majority of 

illumination effects may be represented by the last IMF 

and residue. However, more research on a larger dataset 

using different machine learning techniques is required 

to improve the robustness of FER to illumination effects. 
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Abstract 

In this letter, a highly stable soliton mode-locked Erbium-doped fiber laser (EDFL) is passively obtained using a 

molybdenum disulfide (MoS2) thin film as a saturable absorber (SA). The MoS2 thin film obtained via electrochemical 

deposition technique is integrated into an EDFL cavity to generate mode-locked pulses operating at 1.88 MHz with a 

pulse duration of 3.03 ps. Supercontinuum (SC) light is generated using the proposed soliton mode pulses operating 

at 1560.4 nm as they are injected into a 100 m long highly nonlinear photonic crystal fiber (HN-PCF) after it is 

amplified to the output power of 17.8 dBm. The SC light operates in a wavelength range starting from 1360 nm to 

more than 1750 nm with the intensity above -35 dBm. The proposed supercontinuum laser can be seen as a promising 

light source for metrology and sensing applications. 

Keywords: Fiber laser, supercontinuum, molybdenum disulfide, soliton. 

 

1. Introduction 

Super-continuum (SC) light sources combine the 

broadband attributes of lamps with the high brightness 

and spatial coherence of lasers. They have attracted 

extensive attention in recent years owing to their 

numerous applications in optical coherent tomography 

[1], optical communication [2], metrology [3] and 

sensing [4]. Broadband SC lasers are normally generated 

through a mode locked laser, which is coupled into a 

highly nonlinearity fiber (HNLF). The nonlinear 

mechanisms leading to the generation of SC include 

stimulated Raman scattering (SRS), four-wave mixing 

(FWM), self-phase modulation (SPM), cross-phase 

modulation (XPM), and dispersive-wave generation 

(DWG) [5]. Since the Raman Effect is self-phase-

matched and shifts light to longer wavelength by 

emission of optical phonons, the SC spreads to longer 

wavelengths very efficiently.  The short wavelength edge 

arises from four-wave mixing, and often the short 

wavelength edge is limited by increasing group velocity 

dispersion in the fiber.   

Many works have been performed to understand the 

phenomenon as well as to implement the intended 

practical devices. To achieve a wider continuum and 

higher output power, mode-locked laser system that 

provides picosecond pulse train with high peak power 

must be employed as a pump source. Such systems 

utilizing passive saturable absorber (SA) as a mode-

locker have been widely reported over the last decade.   

2. Methodology 

2.1. Fabrication of MoS2 SA 

 
Within the framework of this experimental investigation, 

we propose a methodology that leverages the electro-

deposition technique. More precisely, the experiment is 

designed to employ the electrodeposition process for 

cathodically depositing a molybdenum sulphoselenide 

film. This deposition procedure will be implemented on 

tin oxide-coated conducting glass substrates, as well as 

silicon and/or metal substrates [6]. The electro-deposition 
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technique has undergone thorough investigation, 

particularly in the fabrication of metallic alloy thin films. 

As compared to alternative methods, electrodeposition 

stands out for its scalability and cost-effectiveness. This 

method is notably advantageous due to its non-vacuum 

nature and its operation at room temperature [7]. A cyclic 

voltammetry analysis and the electrodeposition of the 

thin film are conducted using a three-electrode 

configuration.  The electrolysis cell comprises an ITO-

coated conductive film designated as the working 

electrode (WE), where the deposition of the molybdenum 

disulfide (MoS2) thin film takes place [8]. In contrast, a 

graphite rod serves as the counter electrode (CE), and a 

saturated calomel electrode (SCE) with an Ag/AgCl 

reference system functions as the reference electrode [9]. 

2.2. Cavity Characterization 

In this area, we carry out an experimental 

demonstration of a simplified optical fiber-based 

supercontinuum source operating a simple mode-locked 

fiber laser saturating Molybdenum Disulfide (MoS2) as a 

saturable absorber (SA). 

The suggested supercontinuum (SC) laser system is 

illustrated in Fig. 1, comprising three main keys: the 

MoS2-based mode-locked Erbium-doped fiber laser 

(EDFL), an optical amplifier, and a 100-meter-long 

highly nonlinear photonic crystal fiber (HN-PCF). The 

mode-locked EDFL utilized a 2.4-meter-long Erbium-

doped fiber (EDF) pumped with a 980 nm laser diode 

serving as the gain medium. The SA was tested by 

encapsulating the newly developed MoS2 thin film, 

obtained through the electrochemical deposition 

technique. We achieved the growth of the MoS2 thin film 

on a transparent conductive indium tin oxide (ITO) film 

by functionalizing MoS2 nano-flakes in the presence of 

monochloroacetic acid. This thin film was integrated into 

the EDFL cavity to function as a mode-locker. 

To enhance the cavity nonlinearity and align the 

dispersion with the nonlinearity, a 70-meter-long 

standard single-mode fiber (SMF) with a group velocity 

dispersion (GVD) of -21.7 ps2/km was incorporated into 

the cavity. An isolator was employed to maintain 

unidirectional laser oscillation within the cavity. An 

80:20 coupler was utilized to extract 20% of the output 

laser while retaining 80% of the light within the cavity to 

sustain the oscillation. The GVD values for both EDF and 

wavelength division multiplexer (WDM) were 

approximately 27.6 ps2/km and -48.5 ps2/km, 

respectively. The total cavity length amounted to 83 

meters, with an anomalous net cavity dispersion of -1.59 

ps2. The output from the mode-locked laser was 

subsequently amplified and introduced into the HN-PCF 

for generating supercontinuum light. 

Fig 1. The SC laser system consisting of three main 

components namely MoS2 based mode-locked laser, 

optical amplifier, and a HN-PCF spool. 

2.3. Mode-Locking of MoS2 

With anomalous net cavity dispersion, fundamental 

mode locking in the soliton regime is achieved from the 

EDFL at the pump power of 76.8 mW. By adjusting the 

pump power up to the maximum pump power of 123.7 

mW, the mode-locking state is still preserved. The output 

spectrum of the output pulses measured by an optical 

spectrum analyzer (OSA) is depicted in Fig. 2. It centered 

at 1560.4 nm with a 3 dB spectral width of 2.2 nm. The 

Kelly sidebands are clearly seen to appear at both sides 

of spectrum symmetrically, indicating the EDFL operates 

in conventional soliton mode-locking state. Fig. 3 

illustrates the typical pulse train, which has uniform 

intensity with the interval of two pulses of 536 ns. The 

pulse period corresponds to the repetition rate of 1.88 

MHz, which agrees with the cavity length. The radio-

frequency spectrum is measured to study the stability of 

soliton pulse as shown in Fig. 4. The signal-to-noise ratio 

(SNR) at the fundamental repetition rate of 1.88 MHz is 

measured to be higher than 60 dB, which indicates the 

pulsed laser operates at high stability. Fig. 5 shows the 

autocorrelation curve, which was obtained by an 

autocorrelator to measure pulse duration. The full width 

at half maximum (FWHM) is 4.70 ps, which indicates 

that the pulse duration is 3.03 ps considering the pulse 

shape is Sech2.  
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Fig 2. Output Spectrum taken from OSA 

Fig 3. Output measured from oscilloscope 

Fig 4. Radio Frequency Output at 30MHz span 

Fig 5. Autocorrelator 

The average output power and pulse energy 

characteristics are shown in Fig. 6. As the pump power 

increases, both output power and pulse energy increase 

almost linearly. At the maximum pumping of 123.7 mW, 

the output power and pulse energy are obtained at 0.79 

mW and 0.42 nJ, respectively. To generate SC photons, 

the soliton laser is amplified by the optical amplifier and 

then launched into the HN-PCF. The amplifier boosts the 

signal up to the output power of 17.8 dBm so that it can 

initiate a spectral broadening in the so-called ‘long pulse’ 

regime. The HN-PCF used in the experiment has a zero 

dispersion at 1550 nm with á length of 100 m and 

nonlinearity coefficient of around 11W-1 km-1. 

 

Fig. 6. The average output power and pulse energy at 

various launched pump power. 

3. Results and Discussion 

3.1. Generation of Supercontinuum Light 

As the soliton picosecond pulses created through 

saturable absorption of MoS2 are coupled into a HN-PCF, 

broadband SC photons are generated via various 

nonlinear mechanisms as shown in Fig. 7. We observe an 

SC light spanning from 1360 nm up to more than 1750 

nm with output power of more than -35 dBm. As the 

amplified 1560.4 nm soliton pulse laser is injected into 

the PCF, the SC spreads to longer wavelengths very 

efficiently due to Raman effect, which is self-phase-

matched to allow a shifting of light to longer wavelength 

by emission of optical phonons. The short wavelength 

edge arises from parametric four-wave mixing, which 

breaks up the higher-order solitons to produce 

frequencies at wavelengths shorter than the zero-

dispersion wavelength.  

The SC bandwidth can be further expanded by 

increasing the peak power of the injected pulses. This 

could be realized by improving the average power as well 

as compressing the pulse duration of the mode-locked 

laser. We expect a smaller pulse duration with the 

improvement of modulation depth and non-saturable loss 

of the MoS2 SA. The use of an amplifier with higher 

saturated output power is also expected to further expand 

the bandwidth as well as improving the flatness and 

power of SC light. 

663



Aeriyn D. Ahmad, Norrima Mokhtar, Hamzah Arof, Sulaiman Wadi Harun, Ahmad Haziq Aiman Rosol.  

©The 2024 International Conference on Artificial Life and Robotics (ICAROB2024), J:COM HorutoHall, Oita, Japan, 2024 

 

 

Fig. 7. SC generation due to the injection of the 

amplified soliton pulses into 100 m long HN-PCF. 

 

From the broader bandwidth SC output, the potential 

application can be implemented are pulse generation, 

pulse amplification, pulse compression, metrology, 

spectroscopy, imaging, telecom and on-chip integration 

[10]. 

4. Conclusion 

In conclusion, our research endeavors have yielded a 

successful demonstration of broad-spectrum 

supercontinuum (SC) light generation through the 

implementation of a newly developed mode-locked 

Erbium-doped fiber laser (EDFL) utilizing Molybdenum 

Disulfide (MoS2) as a saturable absorber. The MoS2 thin 

film, synthesized via the electrochemical deposition 

technique, was seamlessly integrated into the EDFL 

cavity. This integration facilitated the generation of 

mode-locked soliton pulses operating at 1560.4 nm, 

characterized by a repetition rate of 1.88 MHz and a pulse 

duration of 3.03 picoseconds. The resultant pulses were 

subsequently amplified to an output power of 17.8 dBm 

and introduced into a 100-meter-long highly nonlinear 

photonic crystal fiber (HN-PCF) to induce SC light. The 

generated supercontinuum light spans a wavelength 

range from 1360 nm to beyond 1750 nm. This 

achievement holds significance in the context of 

advancing optical sources for applications in diverse 

fields such as telecommunications, metrology, and 

sensing. 
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Abstract 

Arsenic(As) and selenium(Se) has become an increasingly serious water contamination worldwide, so the 

development of adsorbents to improve the adsorption performance of As and Se oxyanions is desired. In this study, 

NiZn adsorbents intercalated acetate, chloride, nitrate, and sulfate anions to interlayers of NiZn hydroxy double salts 

were prepared and their adsorption behavior of As and Se oxyanions was investigated. The Langmuir isotherm model, 

characteristic of monolayer adsorption, fit the experimental data well with R2 >0.94.  The adsorption capacity(qmax) 

of Se(IV) was the other NiZn-AcO ≈ NiZn-Cl > NiZn-NO3 > NiZn-SO4 and that of Se(VI) was the order of  NiZn-Cl 

> NiZn-AcO > NiZn-NO3 > NiZn-SO4. The qmax of as(V) on NiZn-Cl was about twice as large as that on NiZn-AcO, 

NiZn-NO3 and NiZn-SO4. NiZn-Cl was found to adsorb As(V) and Se(VI) oxyanions more efficient than NiZn-AcO. 

Keywords: NiZn hydroxy double salts, arsenic, selenium, adsorption, Langmuir isotherm model 

 

1. Introduction 

Arsenic and selenium are known to be harmful to 

human body even at low concentration. The 

environmental standard values for arsenic [1] and 

selenium [2] in drinking water are set by the WHO 

guidelines as less than 0.01 mg/dm3. Arsenic in nature has 

oxidation states of -3, 0, +3, and +5, and exists as 

inorganic and organic arsenic. Inorganic arsenic is known 

to more toxic than organic arsenic. Inorganic arsenic in 

natural water forms mainly oxyanions, arsenite (AsO3
3-, 

As(III)) and arsenate (AsO4
3-, As(V)). The acid 

dissociation constants of As(III) are pKa1=9.23, 

pKa2=12.13, and pKa3=13.4, and there are four chemical 

forms, H3AsO3, H2AsO3
-, HAsO3

2-, and AsO3
3-[3]. The 

acid dissociation constants of As(V) are pKa1=2.24, 

pKa2=6.96, and pKa3=11.5, and the chemical species are 

H3AsO4, H2AsO4
-, HAsO4

2-, and AsO4
3- [3]. Selenium 

solubilized and released into waste water exists in +4 and 

+6 oxidation states. Chemical species of selenium with 

these oxidation states are oxyanions selenite (SeO3
2-, 

Se(IV)) and selenate (SeO4
2-, Se(VI)) with high solubility 

and mobility in both aquatic and soil environment.. The 

acid dissociation constants of Se(IV) are pKa1=2.62, 

pKa2=8.23, and there are three chemical forms, H2SeO3, 

HSeO3
-, and SeO3

2- [4]. The acid dissociation constants 

of Se(VI) are pKa1=1.7 and the chemical species are 

HSeO4
-, and SeO4

2- [4]. 

Hydroxyl double salts HDSs, one of inorganic anion-

exchanger with a general formula [MA
II

(1-

x)MB
II

2x(OH)2(Yz-)]2x/z.nH2O. Specifically, the NiZn 

double basic salt with acetate anion (NiZn-AcO)  Ni1-

xZn2x(OH)2(OCOCH3)2x.nH2O has a structure in which 

1/4 of Ni2+ in brucite-like layer of Ni(OH)2  is removed 

from the brucite-like layer and two Zn2+ are located 

outside the layers, just above and below the Ni2+ vacancy 

[5], [6]. The layers have positive charges in excess, which 

are balanced by intercalation of acetate anion. The acetate 

anions bind directly to the tetrahedral sites along with 

three OH- groups from the layer to satisfy the 

coordination number of Zn2+. The acetate anions are 

exchanged with guest ions in aqueous solution.  Most of  

research on HDS is in the field of catalysis [7] and, to my 

knowledge, there are few applications in the aqueous 

environment. We reported that NiZn-AcO is an effective 

adsorbent for arsenic removal than MgAl Layered double 

hydroxide [8]. Kozai et al. showed that NiZn hydroxyl 

double salts is more effective than LDH for selenium 

removal using selective coefficients [9], but adsorption 

isotherms and adsorbent  evaluation after adsorption 

selenium  were not studied. 

 

  In this study, NiZn adsorbents with chloride, nitrate 

and sulfate anions in the interlayer of NiZn were prepared 

to improve for arsenic and selenium removal 

performance and their adsorption behavior for arsenic 

and selenium was evaluated. 

2. Experimental 
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2.1. Preparation of NiZn adsorbents 

 NiZn-AcO, NiZn hydroxide double salt intercalating 

acetate anion (AcO) was first prepared by modifying the 

synthetic method reported by Rojas et al. [5]. NiZn-Cl 

adsorbent was prepared by an ion-exchange method. One 

gram of NiZn-AcO was added to 50 cm3 of 1 M NaCl 

solution and stirred at 333 K for 24h.  The supernatant 

was then wasted and fresh 1 M NaCl solution was added 

and stirred. This procedure was repeated three times. 

NiZn-NO3 and NiZn-SO4 were prepared in the same 

procedure as NiZn-Cl using 1 M Na NO3 and 1 M Na2SO4, 

respectively. The resulting adsorbents were washed 

several times with deionized water, dried in a vacuum 

drying oven and characterized by XRD, FT-IR, and CHN 

elemental analysis. 

2.2. Adsorption test of arsenic and selenium 

 All adsorption test was carried out by batch method at 

303 K. 1.0 × 10-4 M metal solution was adjusted to a given 

pH using HCl solution or an aqueous NaOH solution in 

the pH-dependent adsorption test. In the adsorption 

isotherm experiments, metal concentrations were 

prepared at 2.0 × 10-4 - 4.0 × 10-3 M and adjusted to the 

prescribed pH with the aqueous NaOH solution. Ten mg 

of NiZn adsorbent and 15 cm3 of metal solution was 

added to a sample tube and shaken in at 303 K, 120 rpm 

for 24 h. pH of the filtrate was measured. The metal 

concentrations of the solutions before and after 

adsorption equilibrium were measured using atomic 

absorption spectrophotometer and ICP emission 

spectrometer. The amount of adsorption(q) and the 

adsorption percentage (A%) were calculated according to 

the following equations, respectively: 

q = (Cint – Ceq) v/w    (1) 

A = (Cint – Ceq) / Cint   (2) 

where Cint and Ceq are initial and equilibrium 

concentration, respectively [mM], v is the volume of 

solution , w is the weight of adsorbent [g], q is the amount 

of arsenic or selenium adsorbed , A is the adsorption 

percentage [%] 

  Langmuir equation and its variant equation are given 

in Eq.(3) and (4), respectively. 

q = KLqmax Ceq  / (1 +  KLCeq)  (3) 

Ceq / q = Ceq / qmax + 1 / KL qmax  (4) 

where qmax is the maximum adsorption capacity 

[mmol/g] and  KL is the adsorption equilibrium constant 

[dm3/mmol] 

3. Results and Discussion 

3.1. Characterization of NiZn adsorbents 

NiZn adsorbents prepared were identified by XRD and 

FT-IR analysis. XRD diffraction pattern of NiZn-AcO is 

shown in Fig. 1. The diffraction peaks of 001, 002 and 

003 are at 2θ = 6.8, 13.6, 20.6, respectively, in agreement 

with the literature values [5]. The interlayer distance of 

NiZn-AcO was determined to be 8.40 Å by subtracting 

the thickness of the basic layer, Ni(OH)2, of 4.60 Å. 

Similarly, peaks derived from layered compounds were 

observed in the diffraction patterns of NiZn-Cl, NiZn-

NO3, and NiZn-SO4, with d001 values of 8.09 Å, 9.14 Å, 

and 9.14 Å, respectively, as shown in Fig. 1 [10].  

 Chemical formula of NiZn adsorbents was determined 

using atomic absorption analysis (Ni/Zn mole ratio), 

CNH elemental analysis (amount of acetate) and  

TG/DTA (amount of adsorption water) [11]. Table 1 

shows the chemical formulas of the NiZn adsorbent, in 

which acetate anion in NiZn-AcO is ion-exchanged with 

Cl-, NO3
- and SO4

2-. The anion exchange capacity of 

NiZn-AcO is 2.45 meq/g. The amount of  Cl-, NO3
- and 

SO4
2-exchanged were in the order of Cl- (2.22 meq/g) > 

SO4
2- (2.09 meq/g) > NO3

- (1.57 meq/g).  

3.2. Adsorption isotherms of arsenic and selenium 

To evaluate the adsorption performance of NiZn 

adsorbents for As and Se oxyanions, adsorption 

isotherms of e and As oxyanions at 303 K were conducted. 
Langmuir isotherm model, characteristic of monolayer 

adsorption, since the amount increases with increasing 

concentration and approaches a constant value at high 

concentrations. The Experimental data for the adsorption 

of Se and As oxyanions using NiZn adsorbents fit  

Langmuir plot well with R2 >0.94 (Fig. 2). The maximum 

adsorption capacity (qmax) and adsorption equilibrium 

constant (KL) for Se(IV), Se(VI)  and As(V)  were 

Fig. 1 XRD patterns of NiZn-AcO, NiZn-Cl, 

NIZn-NO3 and NiZn-SO4.. 

 

Table 1. Chemical formula of NiZn adsorbents 

 
 

NiZn adsorbents Chemical formula

AcO Ni0.67Zn0.34(OH)2(CH3COO)0.34 0.65H2O

Cl Ni0.67Zn0.34(OH)2(CH3COO)0.03(Cl)0.31 nH2O

NO3 Ni0.67Zn0.34(OH)2(CH3COO)0.12 (NO3)0.22 nH2O

SO4 Ni0.67Zn0.34(OH)2(CH3COO)0.05 (SO4)0.15 nH2O
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calculated from the Langmuir equation (Eq. (3) and (4)) 

and are shown in Table 2. 

 

The maximum adsorption capacity (qmax) of Se(IV), 

Se(VI), and As(V) by NiZn-Cl, -NiZnNO3, and SO4 was 

almost the same or increased compared to that of NiZn-

AcO, except for NiZn-SO4. Since the dissolved species 

of Se(VI) or As(V) have a significant effect on qmax, the 

saturated adsorbed amount of Se(VI) or As(V) was 

converted to an equivalent unit by considering the mole 

fractions of the main dissolved species at each pH, which 

were obtained from the acid dissociation constants. As 

shown in Table 2, Se(VI) species are SeO4
2- from pH, the 

qmax of NiZn-AcO and NiZn-Cl are calculated to be 1.96 

meq/g and 2.38 meq/g, respectively. Acetate in NiZn-

AcO and NiZn-Cl The Se(VI) exchange percentage was 

estimated to be 80.0% and 107% by comparing the 

amount of acetate anion and Cl- (meq/g) in NiZn-AcO 

and NiZn-Cl, respectively, as shown in section 3.1.  

When Se(IV) was examined similarly, the exchange rate 

of Se(IV) by NiZn-Cl (82.7%) was slightly lower than 

that of NiZn-AcO (96.7%) From the pH given in Table 2, 

the qmax of NiZn-AcO and NiZn-Cl were calculated to 

be 0.918 meq/g and 1.91 meq/g, respectively, considering 

the mole fraction of As(V) chemical species, and the 

exchange percentage of As(V) was estimated to be 37.5% 

and 85.9%. These results indicate that NiZn-Cl can 

adsorb Se(VI) and As(V) more effectively than NiZn-

AcO. 

3.3.  Effect of contact time of Se(VI) adsorption 

The effect of contact time on Se(VI) adsorption by 

NiZn-AcO and NiZn-Cl is shown in Fig. 3. The time to 

reach equilibrium for Se(VI) adsorptions was 5 min 

which was extremely rapid. During the first 5 min 95.2% 

of Se(VI) was adsorbed on NiZn-AcO, whereas NiZn-Cl 

adsorbed 92.7% of Se(VI). These fast adsorption process 

has been considered ion exchange reactions involving, 

which is similar to ion exchange in LDHs [12].  

3.4.  XRD results of NiZn adsorbent after Se(IV) 

and Se(VI) adsorption 

The basic brookite layer thickness does not change 

much during the process of anion exchange, but the 

interlayer distance varies with the placement and size of 

the intercalated anions. When inorganic anions are 

replaced by organic anions in the LDH interlayer, the 

LDH layer space increases significantly [12]. In the 

present study, the (003) diffraction peaks observed in 

Fig. 4 XRD patterns of NiZn-AcO adsorbed (a) 

Se(IV) and (b) Se(VI)..and NiZn-Cl adsorbed (c) 

Se(IV) and (d) Se(VI).. 

Fig. 3 Time course of Se(VI) adsorption on NiZn-

AcO and NiZn-Cl... 

Table 2. Parameters of the Langmuir adsorption 

isotherms for Se(IV), Se(VI) and As(V)at 303 K.  

 
 

 

 

Adsorbates Adsorbents pHeq

q max

[mmol/g]

K L

[dm
3
/mmol]

R
2

NiZn-AcO 8.54±0.33 1.48 7.10 0.94

NiZn-Cl 7.88±0.39 1.44 9.98 0.994

NiZn-NO3 7.67±0.59 1.54 7.47 0.971

NiZn-SO4 7.35±0.39 0.909 4.09 0.965

NiZn-AcO 6.85±0.15 0.979 14.2 0.989

NiZn-Cl 6.72±0.54 1.19 4.31 0.988

NiZn-NO3 6.60±0.42 0.983 12.8 0.997

NiZn-SO4 6.77±0.21 0.718 0.531 0.99

NiZn-AcO 10.3±0.32 0.446 287 0.998

NiZn-Cl 9.67±0.43 0.947 14.3 0.997

NiZn-NO3 10.0±0.36 0.524 77.6 0.999

NiZn-SO4 9.59±0.49 0.564 11.1 0.988

Se(IV)

Se(VI)

As(V)

Fig. 2 Langmuir plots of Se(VI) on NiZn-AcO, -

Cl, -NO3 and -SO4.... 
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NiZn-AcO and NiZn-Cl have the d003 values of 13.0 and 

8.09 Å, respectively (Fig. 1), and these peaks shifted after 

the adsorption of Se(IV) or Se(VI) (Fig. 4). and NiZn-Cl 

host layer thickness is 4.6 Å, the NiZn-AcO interlayer 

distance decreased significantly from 8.4 Å to 4.63 Å 

(Se(IV)), 4.52 Å (Se(VI)), and the NiZn-Cl interlayer 

distance increased from 4.49 to 4.53 Å (Se(IV), Se(VI)). 

Se(IV), Se(VI)). The interlayer distances after selenium 

adsorption were almost equal, suggesting that the 

interlayer acetate anions and Cl- were replaced by Se(IV) 

or Se(VI). 

4. Conclusions 

NiZn adsorbents NiZn-Cl, NiZn-NO3, and NiZn-SO4 

were prepared by ion exchange method using NiZn-AcO 

obtained by hydrothermal synthesis. Experimental 

investigating the adsorption of arsenic and selenium 

oxyanions from aqueous solutions using the NiZn 

adsorbents indicated that the arsenic and selenium 

oxyanions could be adsorbed  on NiZn-AcO, NiZn-Cl, 

NiZn-NO3, and NiZn-SO4. Se(IV), Se(VI) and As(V) 

were found to be adsorbed on NiZn adsorbent by 

Langmuir isotherm model. The adsorption isotherm for 

As(V) shows that NiZn-Cl has twice higher adsorption 

capacity than NiZn-AcO. The adsorption of Se(IV) by 

NiZn-NO3 was slightly increased compared to NiZn-AcO. 

The exchange of acetate anion in the NiZn interlayer with 

chloride ions improved the adsorption performance of 

As(V) and Se(VI). 
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Abstract 

Large-scale analyses, using numerical models with over 10 trillion elements, are required for the analysis of a large 

space such as a concert hall with higher-frequency bands. Large spaces are often limited to low-frequency analysis. 

In this study, the number of elements is reduced by wave acoustic analysis using higher-order elements. Based on the 

results using higher-order elements, it is shown that it is possible to analyze a real environment model such as a live 

music club and a concert hall. 

Keywords: large-scale simulation, acoustical sound field, higher-order element 

1. Introduction 

Estimation of the sound field is important for improving 

the quality of acoustic spaces such as concert halls and 

live music clubs [1]. Scale model experiments and the 

computer simulations are used for estimation of the sound 

field. Scale model experiments are used in many fields 

[2], however, creating models requires a lot of time and 

is expensive. On the other hand, computer simulation 

creates a model and sound in a virtual space. Therefore, 

in the computer simulation, it is easy to change the 

conditions of the analysis as well as to change materials 

and shapes. However, a large-scale analysis, using a nu-

merical model with over 10 trillion elements, is required 

for the analysis of a large space with high frequency. n a 

large-scale finite element steady-state acoustic analysis, 

the iterative domain decom-position method [3] is 

proposed and applied as a parallelization technique. It is 

shown that the large-scale analysis becomes possible by 

the iterative domain decomposition method [4]. In this 

study, higher-order elements are introduced into a 

parallel finite ele-ment steady-state acoustic analysis 

method and greatly reduce the number of elements. 

Higher-order elements are not actively used because the 

matrix expands. In particular, there are some examples of 

higher-order elements, e.g., higher than the 3rd order ele-

ment [5], however, there are few examples of acoustic 

analysis. As far as we know, there is no example showing 

the superiority of reducing the number of necessary 

elements by applying higher-order elements, especially 

in large-scale acoustic calculations using the domain 

decomposition method. 

2. Finite element 

2.1. Higher-order elements 

To reduce the number of elements, 2nd and 3rd order 

elements are introduced. With higher-order elements, the 

number of nodes increases because the nodes are placed 

on the sides and faces of the element. Fig. 1 shows the 

nodal arrangement of the tetrahedras with 1st, 2nd, and 

3rd order elements. Table 1 shows the shape function of 

each element [6]. 

 

(a) 1st order elemenet      (b) 2nd order           (c) 3rd order 

Fig. 1.  Nodal arrangement of each element 

Table 1.  Shape function 

1st order 

elm. 
𝑁𝑖 = 𝐿𝑖 i=0,1,…,3 

2nd order 

elm. 

𝑁𝑖 = 𝐿𝑖(2𝐿𝑖 − 1) 
i=0, 1, …, 

3 

𝑁𝑖 = 4𝐿𝑗𝐿𝑘 
i=4,…,9 

j, k=0,…,3 

3rd order 

elm. 

𝑁𝑖 =
1

2
(3𝐿𝑖 − 1)(3𝐿𝑖 − 2)𝐿𝑖 i=0,…,3 

𝑁𝑖 =
9

2
(3𝐿𝑗 − 1)𝐿𝑗𝐿𝑘 

i=4,…,15 

j, k=0,…,3 

𝑁𝑖 = 27𝐿𝑗𝐿𝑘𝐿𝑙 i=16,…,19 

𝐿 : Volume coordinate variable 

N : Shape function 

i : Number of nodes 
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2.2. Helmholtz equation 

In the 3-dimensional sound field, the wave equation for 

velocity potential is expressed by the following equation: 

𝜕2𝜙

𝜕𝑥2
+

𝜕2𝜙

𝜕𝑦2
+

𝜕2𝜙

𝜕𝑧2
−

1

𝑐2

𝜕2𝜙

𝜕𝑡2
= 𝑞                                   (1) 

where 𝜙 is the velocity potential, 𝑐 is the speed of sound, 

and 𝑞 is the distribution function.  

To consider the steady-state, the velocity potential is 

expressed by Eq. (2). Using Eq. (1) and Eq. (2), the 

Helmholtz equation is obtained: 

𝜙 = 𝛷𝑒−𝑗𝜔𝑡                                                                         (2)                                                                                                                                                   

𝜕2𝛷

𝜕𝑥2
+

𝜕2𝛷

𝜕𝑦2
+

𝜕2𝛷

𝜕𝑧2
+

𝜔2

𝑐2
𝛷 = 𝑞                                     (3) 

where 𝜔 is the angular frequency.  

 The velocity potential of Eq. (3) and calculate the 

sound pressure using the following equation are obtained: 

𝑝 = 𝑗𝜔𝜌𝛷                                                                   (4) 

where 𝑗 is the imaginary number, and 𝜌 is the medium 

density. 

 

2.3. Finite element formulation 

To derive a weak form, the Galerkin method is applied 

to Eq. (3). By applying the finite element approximation 

and discretization, the following equation is obtained: 

 

−𝑘2[𝑀]{𝛷} + 𝑗𝜔𝜌[𝐶]{𝛷} + [𝐾]{𝛷} = {𝑞}             (5) 

 

where [・] is a matrix, {・} is a vector. In Eq. (5), the 

matrices [M], [C] and [K] can be calculated using Eq. 

(6.1,2,3): 

 

[𝑀]𝑒 = ∭ {𝑁}{𝑁}𝑇𝑑𝛺𝑒 
𝛺𝑒

                                      (6.1) 

[𝐾]𝑒 = ∭ ∇{𝑁}∇{𝑁}𝑇𝑑𝛺𝑒
Ω𝑒

                                      (6.2) 

[𝐶]𝑒 = −
1

𝑍𝑛

∬ {𝑁}{𝑁}𝑇𝑑𝛤𝑒
𝛤𝑒

                                     (6.3) 

where N is the shape function, [𝑀]𝑒  and [𝐾]𝑒  are the 

volume integrals, and [𝐶]𝑒  is a surface integral to the 

sound-absorbing boundary surface. 𝑍𝑛  is a specific 

acoustic impedance.  

2.4. Calculaion of element matrix 

Let us consider the calculation {𝑁}{𝑁}𝑇in Eqs. (6.1) and 

(6.3). This calculation uses an integration formula of the 

3 or 2-dimensional finite element method. These 

integration formulas are shown in the following 

equations [7].  

 

∭ 𝐿1
𝑘𝐿2

𝑙 𝐿3
𝑚𝐿4

𝑛𝑑𝑥𝑑𝑦𝑑𝑧
𝛺𝑒

= 6𝑉𝑒

𝑘! 𝑙! 𝑚! 𝑛!

(𝑘 + 𝑙 + 𝑚 + 𝑛 + 3)!
           (7) 

 

∬ 𝐿1
𝑘𝐿2

𝑙 𝐿3
𝑚𝑑𝑥𝑑𝑦

Γ𝑒

= 2𝐴𝑒

𝑘! 𝑙! 𝑚!

(𝑘 + 𝑙 + 𝑚 + 2)!
                 (8) 

 

On the other hand, the calculation of ∇{𝑁}∇{𝑁}𝑇  in 

Eq. (6.2) shown in the following equation. 

 
𝜕𝑓

𝜕𝑥
=

1

6𝑉𝑒

(𝑏1

𝜕𝑓

𝜕𝐿1

+ 𝑏2

𝜕𝑓

𝜕𝐿2

+ 𝑏3

𝜕𝑓

𝜕𝐿3

+ 𝑏4

𝜕𝑓

𝜕𝐿4

) 

𝜕𝑓

𝜕𝑦
=

1

6𝑉𝑒

(𝑐1

𝜕𝑓

𝜕𝐿1

+ 𝑐2

𝜕𝑓

𝜕𝐿2

+ 𝑐3

𝜕𝑓

𝜕𝐿3

+ 𝑐4

𝜕𝑓

𝜕𝐿4

)          (9) 

𝜕𝑓

𝜕𝑧
=

1

6𝑉𝑒

(𝑑1

𝜕𝑓

𝜕𝐿1

+ 𝑑2

𝜕𝑓

𝜕𝐿2

+ 𝑑3

𝜕𝑓

𝜕𝐿3

+ 𝑑4

𝜕𝑓

𝜕𝐿4

) 

We convert the finite element equations of (5) to a 

matrix form as follows: 

𝐾𝑢 = 𝑓.                                                                             (10) 

2.5. Hierarchical domain decomposition method 

The original analysis domain is first divided into parts, 

which are further decomposed into smaller domains 

called subdomains. This is called the hierarchical domain 

decomposition method (HDDM) [8], [9].  

3.  Numerical experiment 

3.1. Verification by benchmark problem 

Fig.2 shows that test model for simulation. The model is 

AHLV100 that is known as a reference model in 

code_Aster. This is also described in the 

ADVENTURE_sound manual as a sample. This 

simulation was done to confirm the use of transient 

analysis in ADVENTURE_Sound. To evaluate the 

accuracy of the acoustic analysis code, an acoustic 

benchmark problem is used. The analysis uses the test 

model AHLV100 of Code_Aster [10], which is known as 

a representative benchmark problem among acoustic 

problems (Fig. 4).  

This model is an acoustic tube that has a length of 1 

[m], a height of 0.1 [m] and a width of 0.2 [m]. It has a 

vibration boundary at the left end and a sound absorption 

boundary at the right end. The other faces are given rigid 

boundaries. The specific acoustic impedance Zn=445.9 

[kg/m3 ∙ s] is given as a sound absorption boundary 

condition. 

The accuracy is calculated from the average error of 

four points on the sound absorption boundary. The 

formula for calculating the theoretical solution is as 

follows: 

𝑝(𝑥, 𝑦, 𝑧) = 𝜌𝑐𝑉𝑛𝑒𝑥𝑝(−𝑖𝑘𝑥)                                        (11) 

where 𝜌 is the medium, c is the speed of sound, and 𝑉𝑛 is 

the particle velocity. 
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3.2. Performance evaluation 

The performance of higher-order elements is 

evaluated based on the number of elements, 

accuracy rate, and memory usage. The performance 

evaluation conditions are: 4.0 [kHz] for frequency, 

air for medium, and 343 [m/s] for sound velocity. 

The analysis uses a PC cluster composed of 5 PCs 

(40 cores) equipped with a multicore CPU (Intel 

Core i7-9700K, 3.6GHz 8core, 32GB of memory). 

 Numerical results for the error rate, plotted 

against the number of elements, are shown in Fig. 3. 

Results for the memory, plotted against the number 

of elements, are shown in Fig. 4. 

 
Fig. 3.  Error rate plotted against the number of elements 

 

 
Fig. 4.  Memory usage plotted against the number of 

elements 

 

The accuracy increases dramatically when a higher-

order element is applied. In particular, the accuracy 

changes more rapidly as the order increases.  

3.3. Analyses using real environment models 

To confirm the effectiveness of higher-order elements, 

the sound field of the real environment model is analyzed. 

The model used for analysis is concert hall model that is 

shown in Fig. 5. 

 

      
(a)  Concert hall 3D CAD model   

 
          (b)  Concert hall model dimensions 

Fig. 5. Concert hall model 

 

The concert hall model is constructed based on real 

spaces [11].  

 The concert hall model is 11.5 [m] wide, 7 [m] high, 

and 23.5 [m] deep. The sound source is set as a pair of 

speakers at either end of the stage. Oakwood flooring, a 

wooden stage, and a glass wool wall at the back of the 

hall are used as sound-absorbing boundary conditions. 

The sound field is analyzed by applying a 400 [Hz] sound 

to these models.  

 The results of these analyses are shown in Table 2. 

The visualization results are shown in Fig. 6, and the 

convergence histories of the iterative method (COCG) are 

shown in Fig. 7. The concert hall analysis using the 1st 

and the 2nd order elements are excluded from the 

evaluation because the number of elements exceeds 100 

million. The data I/O library currently applied is 32 bit. 

This library cannot use data sizes that exceed 100 million 

elements. A 64-bit I/O library is currently under 

development. 
 

Table 2.  Numerical results of the concert hall model 
 

Element 

type 

Number of 

elements 

Number of 

nodes 

Elapsed 

Time 

[sec] 

Memory 

requirement 

[MB/core] 

1st order 823,285,162    

2nd order 102,910,645    

3rd order 878,624 4,051,235 53.97 391.97 

 

Vibration boundary 
Rigid boundary 

Absorption boundary 

Fig. 2. Acoustic benchmark problem AHLV100 
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(a)  Visualization results (X-Y) 

 
 (b)  Visualization results (X-Z) 

Fig. 6.  Concert hall model 

 

Fig. 7.  Converegence history of the COCG 

4. Conclusion 

This paper described a large-scale acoustic analysis 

method using a domain decomposition method and the 

introduction of higher-order elements. The performance 

of proposed method was evaluated with higher-order 

elements using of AHLV100. The error rate, number of 

elements, and memory usage were the considered as 

evaluation criterions. It was shown that the calculation 

efficiency improved in higher-order elements. In 

particular, in the 3rd order element, the calculation 

efficiency was vastly improved. Furthermore, the 

accuracy of higher-order elements was verified. The 2nd 

order element and the 3rd order element were compared 

in terms of the number of elements and calculation time. 

Additionally, real environment model was analyzed, 

namely, a small concert hall model. It was shown that the 

real environment models could be successfully analyzed 

by using higher-order elements.  
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Abstract 

Identifying acoustic effects of sound waves emitted by a sound source on the listener is important for understanding 

the localization of sound as perceived by the listener. In this presentation, we will analyze the effect of the presence 

of a chair on the psychoacoustic effect using a practical model simulating a psychoacoustic experiment consisting of 

a loudspeaker, a listener, and a chair. Non-steady state analysis is required to analyze changes in acoustic effects over 

time. To analyze the interference of sound waves in the vicinity of the listener, a short Gaussian pulse-like solitary 

wave is set up on the loudspeaker's vibrating surface. Since sound waves in the audible band are used for these 

simulations, a mesh size of less than 25 mm is used. The laboratory is 3m of depth and width, and 2.5m of height, 

which means that the computational whole target consists of over 15 million elements. This simulation requires a 

large number of calculations, so a parallel computing method with ADVENTURE_Sound that is an open-source 

software for sound simulation, is used to run the simulation. From the simulation results of the non-stationary analysis 

and consider the effect of the presence of the chair on the sound image localization. 

Keywords: large-scale simulation, acoustical sound field, non-steady state analysis 

 

1. Introduction 

In the experimental environments, there are objects to 

disturb sound wave propagation: wall, floor, ceil and 

chair, etc. Since the effects of these objects change the 

sound waves reaching the listener's ears, the accuracy of 

sound image localization may also change. Our goal is to 

clarify the effect of these environments on the sound 

image localization characteristics. To evaluate the time-

related effects of objects around the listener on the sound 

waves reaching the listener's ears, this paper examines a 

non-steady state sound field simulation is performed. 

2. Adventure Sound 

2.1. Brief introduction 

ADVENTURE_Sound is an open-source software for 

sound simulation. This allows us to simulate parallel 

finite element analysis software for the sound fields in 

huge space. Analyses are performed by solving the large-

scale linear system with parallel computing based on the 

Mandel’s domain decomposition method (DDM) [1]. 

2.2. Simulation procedures with 

ADVENTURE_Sound 

The procedure to use ADVENTURE_Sound is as 

follows; 1) generate the mesh data, 2) add boundary 

conditions (BCs), 3) subdivide the mesh data into 

subdomains, 4) simulate the sound field distributions, 5) 

convert to the results to vtk data for visualization. On the 

fourth procedure, it needs to calculate Helmholtz 

equation in the time domain. For this, Newmark 𝛽 

method is adopted to the equation. As the boundary 

conditions, input wave function and first and second 

derivatives of that function.  

3. Preliminary test to simulate non-steady state 

analysis 

3.1. Test model 

Fig.1 shows that test model for simulation. The model is 

AHLV100 that is known as a reference model in 

code_Aster. This is also described in the 

ADVENTURE_sound manual as a sample. This 

simulation was done to confirm the use of transient 

analysis in ADVENTURE_Sound. 
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Fig. 1. Test model 

3.2. Specs of the parallel computer 

Our parallel computer is called as TOMAHAWK. 

Table 1 shows that the detailed specs of the parallel 

computer. 

Table 1. Specs of parallel computer 

CPU 

Intel Xeon E5-

2650L,1.8GHz 

with 16 cores 

L2 20480[KB] 

Main memory/node[GB] 32 

Number of nodes 8 

Total cores 128 

OS CentOS 6.2 

Compiler 
gcc-4.4.7 

mipch-3.2 

3.3. Simulation conditions 

Table 2 shows that analysis conditions. 

Table 2. Analysis conditions for the test model 

Mesh size[m] 0.012 

Number of elements 140, 604 

Absorption boundary [kg/m2s] 445.9 

Medium(air) 𝑟0[kg m3⁄ ] 1.3 

Speed of sound 𝑐0[m/s] 343 

Time resolution ∆𝑡 [μs] 1.0 

Duration time to simulate[μs] 4000 

Velocity potential {𝛷}𝑡 

Full width at half maximum[ms] 

Cut-off frequency 𝑓𝑐[Hz] 

Gaussian pulse 

0.264 

646 

 

For boundary conditions as input wave, the single wave 

is useful to analysis the transient sound field, because 

sound reflections are observed clearly. In this study, a 

gaussian pulse as velocity potential is adopted as follows, 

{𝛷}𝑡 = 𝑒−{𝛼(𝑡−𝑡0)}2
…             (1） 

In the Eq. (1), decay parameter 𝛼 is set to 3141, delay 

parameter 𝑡0 is set to 0.001[s]. 

An input wave for boundary conditions is shown in Fig. 

2. 

 

Fig. 2. An input wave for boundary conditions 

3.4. Simulation results 

Fig.3 shows that the simulation results at some time 

points. In this figure, bright red color indicates that high 

intensity of the vector potential that is proportional to the 

sound pressure. 

 

  

 

Fig. 3.  Simulation results at some time points 

3.5. Discussions 

From this figure, a single waveform with continuous and 

positive intensity was observed and the waveform moves 

from left side to right. Because the sound wave takes 

2900μs to reach the right side and length of AHLV100 is 

1m, estimated sound speed is 345m/s. This estimate is 

consistent with the theoretical value. The simulation 

results show that the use of ADVENTURE_Sound in 

non-steady state acoustical analysis is appropriate. 

4. Simulation of acoustical experimental 

environment 

4.1. Simulation model 

Fig. 4 is the dimensions on the side view of simulation 

model. Table 3 and 4 are dimensions of target and 

analysis conditions for acoustical experimental 

environment, respectively. 

In this simulation model, there are one loudspeaker and 

snowman pair that simulates an acoustical experimental 

arrangement. The snowman simulates a listener’s head 

and torso [2]. In addition, this model also includes a chair 

to hold the listener in position. These are practical and 

typical acoustical experimental environment. By 

t=999μs t=1999μs

t=3899μs
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analyzing the sound waves at a position corresponding to 

the ear of the Snowman model, it is possible to evaluate 

the effect of sound reflections from the chair as an 

obstacle on the sound image localization. 

 

Fig. 4.  Dimensions on the side view of simulation 

model 

Table 3. Dimensions of the target 

Room, width [m] 

×depth[𝑚]×height [m] 
3×3×2.5 

Room volume [m3] 22.5 

Loudspeaker, width [m] ×depth [m] 

×height [m] 
0.1×0.12×0.12 

Diameter of the listener head, torso [m] 0.177, 0.3 [2] 

Distance from loudspeaker to listener [m] 1.5 

Backrest, width [m] ×depth [m] ×height 

[m] 
0.5×0.1×0.65 

Seat, width [m] ×depth [m] ×height [m] 0.5×0.5×0.1 

Table 4. Analysis conditions for the acoustical 

experimental environment 

Mesh size [m] 0.025 

Number of elements 14,497,814 

Room wall, floor, ceiling [kg/m2s] 
Loudspeaker, snowman, chair [kg/m2s] 

445.9 

4.56× 109 

Medium(air) 𝑟0 [kg m3⁄ ] 1.3 

Speed of sound 𝑐0 [m/s] 343 

Time resolution ∆𝑡 [μs] 1.0 

Duration time to simulate [μs] 8000 

Velocity potential {𝛷}𝑡 

Full width at half maximum [ms] 

Cut-off frequency 𝑓𝑐  [Hz] 

Gaussian pulse 

0.264 
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4.2. Simulation results 

Fig. 5 is the simulation results on the xy-plane at y=1.5m. 

Since gaussian pulse is given to the surface of the 

loudspeaker, the sound waves are spread over. As sound 

wave travels from the loudspeaker, the sound directivity 

can be observed on x-axis. 

Fig. 6 is the simulation results on the xy-plane at z=1.0m. 

The distance from the loudspeaker to the listener is 1.5m, 

so it takes 4.4ms for the sound wave to reach the listener. 

From these results, the sound wave reaches to the listener 

at approx. 5ms and the time for gaussian pulse to show its 

maximum value is 1ms, because it takes for approx. 4ms, 

the simulation corresponds to the theoretical value. 

 

  

  

  

  

Fig. 5.  Simulation results on the xz-plane at y=1.5m 

  

   

  

  

Fig. 6.  Simulation results on the xy-plane at z=1.0m 

4.3. Discussions 

Fig. 7 is the snapshots on the xz-plane at y=1.5m. 

From 6.7ms to 7.3ms, an increased sound pressure was 

observed bottom of the listener's torso due to the sound 

waves reflecting off the seat of the chair.  

The sound wave reaches the listener at approx. 5.2ms and 

the sound wave reflected by the chair returns to the 

listener at approx. 6.4ms, so this duration time is 1.2ms. 

This might affect the spaciousness of sound image 

although not directional accuracy of the sound image 

localization, because this time interval exceeds the 
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maximum time difference 0.6ms that humans use to 

localize a sound image [3]. 

 

  

  

  

  

 

Fig. 7.  Snapshots on the xz-plane at y=1.5m 

5. Conclusion 

Purpose of this paper is to clarify the effect of these 

environments on the human auditory characteristics, 

especially sound image localization ability. The 

simulation target is loudspeaker and snowman model 

with chair, was adopted as a typical acoustical 

experimental environment. The simulation results 

showed that 1) An increased sound pressure was 

observed bottom of the listener's torso due to the sound 

waves reflecting off the seat of the chair, 2) The time 

taken for sound wave reaching the listener to reflect off 

the chair and return to the listener, was 1.2ms. 

Since the time required for sound image localization is 

up to 0.6ms and the sound wave delay caused by chair 

reflection is shorter than this time, the reflection on chair 

may affect the spread of the sound image more than the 

directional accuracy of sound image localization. 
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Abstract 

DeepInsight method, which interprets non-image data as image data, has garnered significant attention; however, a 

universal approach for this method has yet to be standardized. Our objective was to formulate a comprehensive 

method for DeepInsight, encompassing three key steps: strategic variable placement, effective feature extraction, 

and optimal model construction. Consequently, we successfully developed a model capable of predicting the Nikkei 

Stock Average with an accuracy of approximately 60%, marking a significant stride towards establishing the 

versatility of the DeepInsight method. 

Keywords: DeepInsight method, t-SNE, Convolutional Neural Network, Morphological analysis. 

1. Introduction 

1.1 Research background 

Machine learning faces challenges when dealing with 

high-dimensional data, known as the curse of dimensiona-

lity [1]. This issue arises because as the number of 

dimensions increases, the potential combinations of data 

grow exponentially, leading to computational challenges 

and inadequate learning results. To address this, two 

approaches can be employed:  

1) Dimensionality Reduction: One strategy is to reduce 

dimensionality while preserving information. t-SNE [2] 

is a common technique that expresses data distances    as 

conditional probabilities, keeping similar high dimen-

sional data close in lower dimensions. 

2) Feature Combination Restrictions: Another approach 

involves limiting combinations of features. Deep 

Learning [3] achieves this by dividing the problem into 

smaller regions, but it is most effective with data 

exhibiting strong pixel correlations, such as images. 

DeepInsight method [4], has emerged to extend deep 

learning to non-image data, although a standardized 

procedure for its application is yet to be established. 

 

With the rise of social media, text mining utilizing 

platforms like SNS has gained prominence. Predicting 

stock prices has seen success by leveraging emotions 

expressed on SNS. Researchers are exploring deep 

learning analysis of news articles to build more accurate 

models, especially as sentiment analysis on platforms like 
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SNS has proven effective. The broader adoption of these 

techniques holds promise for improving predictions and 

insights across various domains. 

1.2 Research purpose 

The aim of this research is to transform the three stages 

involving proper variable placement, feature extraction, 

and model construction into a versatile DeepInsight 

method. By utilizing the proposed method, we aim to 

accurately predict tomorrow's stock price movements and 

validate the effectiveness of the approach. 

 

２. Research method 

2.1 Summary of t-SNE 

The t-SNE is a dimension reduction algorithm designed to 

reduce high-dimensional data to two or three dimensions. 

The algorithm represents the proximity between points 𝑥𝑖 

and  𝑥𝑗   on a high dimension as a ooint probability 

distribution 𝑝𝑖𝑗: 

𝑝𝑖𝑗 =
𝑝𝑗|𝑖 + 𝑝𝑖|𝑗

2𝑛
 (𝑖 ≠ 𝑗),    𝑝𝑖𝑖 = 0.  

Here   𝑝𝑗|𝑖 = 

exp(
−||𝑥𝑖−𝑥𝑗||

2

2𝜎𝑖
2 )

∑ exp(
−||𝑥𝑖−𝑥𝑘||

2

2𝜎𝑖
2 )𝑘≠𝑖

  for  𝑖 ≠ 𝑗.  

And the proximity between points 𝑦𝑖   and 𝑦𝑗  in a low 

dimension as a ooint probability distribution 𝑞𝑖𝑗: 

𝑞𝑖𝑗 =
(1 + ||𝑦𝑖 − 𝑦𝑗||

2
)

−1

∑ (1 + ||𝑦𝑖 − 𝑦𝑗||
2

)
−1

𝑘≠𝑖

 (𝑖 ≠ 𝑗).  

The oboective is to match the distance relationships 

between data points in high dimensions with those in low 

dimensions after dimension reduction. This is achieved by 

setting set 𝑝𝑖|𝑗 = 𝑞𝑖|𝑗 , and the uullback-Leibler (uL) 

divergence is employed to measure the distance between 

𝑝𝑖|𝑗 and 𝑞𝑖|𝑗 with the goal of minimizing the loss function: 

𝐶 = ∑ 𝐾𝐿(𝑃𝑖||𝑄𝑖) = ∑ ∑ 𝑝𝑖𝑗log
𝑝𝑖𝑗

𝑞𝑖𝑗
𝑗𝑖𝑖

 

Finally, stochastic gradient descent is used to minimize 

the loss function. The gradient is given by 

𝛿𝐶

𝛿𝑦𝑖
= 4 ∑(𝑝𝑗𝑖 − 𝑞𝑗𝑖)(𝑦𝑖 − 𝑦𝑗) (1 + ||𝑦𝑖 − 𝑦𝑗||

2
)

−1

𝑗

 

Using this gradient, is gradually updated using the renewal 

formula: 

𝑌(𝑡) = 𝑌(𝑡−1) + 𝜂
𝛿𝐶

𝛿𝑌
+ 𝛼(𝑌(𝑡−1) − 𝑌(𝑡−2)).  

Here, t denotes the iteration, η is the learning rate, and α 

is the momentum term. 

2.2 Learning Image Data with t-SNE using CNN 

A Convolutional Neural Network (CNN) comprises fully 

connected, convolution, and pooling layers. In the fully 

connected layer, units are interconnected, with weights 

depicted in Fig. 2.1. Inputs and outputs to each unit are 

one-dimensional vectors, and the output unit's value is 

determined by multiplying input values by connection 

weights and adding bias. 

 

Fig. 2.1 Fully Connected layer weights 

In the Convolutional layer, the outcomes of convolution 

operations for each filter are generated and serve as one 

unit in the subsequent layer. To derive the output, akin to 

the Fully Connected layer, compute the inner product for 

each filter, incorporate the bias, and apply the activation 

function. The Pooling layer condenses information to 

convert the input data into a more manageable format. Fig. 

2.2 illustrates Max-pooling, wherein the maximum value 

is selected from color-coded small areas. 

 

Fig. 2.2 Max-pooling 

2.3 Morphological analysis 

news article                                     number of word 

 

 

 

 

 

 

Fig. 2.3 Example of Morphological analysis 

Morphological analysis dissects sentences into morphemes, 

assigning parts of speech. Using a wordbook, the least-cost 

method selects optimal words based on part-of-speech 

2020/10/1 

* * * * 

* * * * 

 

2020/10/2 

* * * * 

* * * * 

2020/10/1: 

word A:5 

word B:2 

 

2020/10/2: 

word A:3 

word B:4 

 
Morphological 

analysis 
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connection and word appearance. This process is applied 

to news articles to count occurrences of words essential for 

stock price prediction, as illustrated in Fig. 2.3. 

 

３. Experiment 

3.1 Create input data 

In the experiment, two datasets were used: 

1)  Daily stock prices of the 225 stocks constituting the 

Nikkei Stock Average. 

2)  Word count in news articles. 

For 2), news articles related to stocks from the uabutan 

website [5]  during the period from 2020 to 2021 were used. 

Morphological analysis was applied to the news articles to 

count the occurrences of words considered effective in 

predicting stock prices (e.g., "weak yen"). A specialized 

dictionary (with 563 registered words) tailored for stock 

price prediction was employed for word counting. The data 

for stock prices and word counts in news articles were 

consolidated into a single CSV datasheet (Table 3.1). 

Table3.1 CSV datasheet 

 10/1 10/2 ・・ 10/10 

company1 a1 b1 ・・ j1 

company2 a2 b2 ・・ j2 

・・ ・・ ・・ ・・ ・・ 

company225 a225 b225 ・・ j225 

word1 A1 B1 ・・ J1 

word2 A2 B2 ・・ J2 

・・ ・・ ・・ ・・ ・・ 

 

The first row of  Table 3.1 represents the dates for which 

data was obtained. In this study, one sheet was created for 

a continuous 10-day period. Lowercase letters (a1, a2, etc.) 

represent daily stock prices for individual companies, 

while uppercase letters (A1, A2, etc.) represent the word 

count for each date. A total of 222 sheets of data were 

created for the entire data collection period. Using t-SNE, 

the data from each of the 225 sheets were transformed into 

image data composed of 783 points (225 for stock prices + 

563 for words), as illustrated in Fig. 3.1. These images will 

be used as training and testing data for the Convolutional 

Neural Network (CNN). 

 

Fig. 3.1 An example of t-SNE transformation   on 

CSV data 

Each generated image is labeled with 0, 1, or 2. Here, 0 

signifies that the next day's Nikkei Stock Average will 

remain unchanged (range from -100 yen to +100 yen), 1 

indicates an increase (range from more than +100 yen), and 

2 indicates a decrease (range from less than -100 yen). 

3.2 Data processing 

Firstly, split all the data into training and test sets. Allocate 

80% of the total data to the training set and 20% to the test 

set to ensure unbiased data representation. Subsequently, 

normalize the input image data. Given that color values are 

typically expressed as {0, 1, ..., 255}, normalizing the data 

to the range [0, 1] can be achieved by dividing each value 

by 255. Finally, apply a one-hot vector transformation to 

the label data of the input images, converting them into a 

binary class matrix. 

3.3 Evaluation method 

Display the accuracy rates for each training and test dataset 

to assess the progress of learning and whether DeepInsight 

method is effective for prediction. 

3.4 Experimental results 

The number of training data is 175, and the number of test 

data is 45. Among the 45 test data, the percentage of '0' was 

16%, the percentage of '1' was 53%, and the percentage of 

'2' was 31%, indicating that the percentage of '0' was 

relatively small, with '1' accounting for more than half. 

 

Fig. 3.2 Experimental result 

In Fig. 3.2, where the horizontal axis represents the 

epoch (number of executions) and the vertical axis 

represents accuracy (correct answer rate), the accuracy rate 

of the training data reached nearly 100% at 25 epochs. The 

test data achieved its highest accuracy rate of 59.6% at 27 

epochs, but further increasing the number of epochs did not 

lead to a higher accuracy rate. Additionally, at epoch 10, 
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the accuracy rates of the training data and test data were 

similar, but thereafter, a significant difference emerged. 

Examining the conditional probabilities in Table 3.2, out 

of 45 test data items, 53% (24 items) were predicted as '1', 

and among those, 58% (14 items) were correctly predicted 

as '1'. In contrast, 31% (14 items) were predicted as '2', and 

among those, 50% were correctly predicted as '2'. 

Table3.2 Conditional probability 

 0 1 2 

0(16%) 14%(1) 71%(5) 14%(1) 

1(53%) 16%(4) 58%(14) 25%(6) 

2(31%) 14%(2) 36%(5) 50%(7) 

 

4.Consideration 

Our experiment aimed to turn the three steps of appropriate 

variable placement, feature extraction, and appropriate 

model construction into a general-purpose DeepInsight 

method. Appropriate variable placement was achieved by 

using t-SNE to convert effective prediction words obtained 

through morphological analysis of stock price statistical 

data and news articles into image data. Feature extraction 

utilized CNN, an effective method for image recognition 

in machine learning. Despite struggling with suppressing 

overfitting, we achieved a maximum accuracy of 

approximately 60%. Assuming the model was used for 

actual trading, this resulted in an approximately 11% 

increase in profits over one month, surpassing the average 

annual interest rate for stock investments (3-10%). 

These results indicate that the "appropriate variable 

placement," "feature extraction," and "appropriate model 

construction" approach is effective in DeepInsight. Future 

challenges include increasing the types of label data and 

improving overall accuracy. 
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Abstract 

There are 25 species of bioluminescent fungi that have been confirmed in Japan, and 12 species have been confirmed 

in Miyazaki Prefecture. Those fungi are very small. Therefore, it is difficult to observe the structure of fungi exhibited 

in museums with the naked eye. The purpose of this research is to display 3DCG models of mushrooms using AR 

(Augmented Reality) technology in order to facilitate observation of these small mushrooms exhibited in museums. 

Two hundred visitors to the museum were asked to use the application and complete a survey. In order to measure 

the ease of observation of different app functions and mobile devices used in the survey, we divided the respondents 

into four groups. 

Keywords: AR, Exhibition Support, Museum, bioluminescent fungi 

 

1. Introduction 

Augmented reality is a technology that superimposes 

digital information on the real world. In recent years, AR 

technology can be used not only on head mount display, 

but also on mobile devices such as smartphones. This 

study will examine the use of AR technology to support 

observation in museums. There are 25 species of 

bioluminescent fungi that have been confirmed in Japan, 

and 12 species have been confirmed in Miyazaki 

Prefecture. Those fungi are very small. Therefore, it is 

difficult to observe the structure of fungi exhibited in 

museums with the naked eye. The purpose of this 

research is to display 3DCG models of fungi using AR 

(Augmented Reality) technology in order to facilitate 

observation of these small fungi exhibited in museums. 

2. AR Application Development 

2.1. Development Environment 

An AR application was created for use with 

smartphones and Tablets. The development environment 

is shown (Table 1). Blender is a comprehensive 3DCG 

software. It was used to create a 3DCG model of fungi 

[3], [4]. Unity was used to develop applications for 

mobile terminals [1], [2]. 

Table 1. Development Environment 

OS Windows 10 Pro 

Software Blender 2.93 

Unity 2020.3.22f1 

Visual Studio 2019 

Smart phone Galaxy S8 

Tablet Yoga Tab 11 

 

2.2. Target fungi 

The bioluminescent fungi, Favolaschia peziziformis 

[Fig. 1], Cruentomycena orientalis [Fig. 2] and Favolus 

manipularis [Fig. 3], were the subjects of this study. 

2.3. 3DCG of fungi 

The CG model was created based on the images 

provided. 

  

Fig. 1 Favolaschia peziziformis 
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Fig. 2  Cruentomycena orientalis 

  

Fig. 3 Favolus manipularis 

2.4. AR application 

An image that serves as a marker is loaded, and an AR 

3DCG model of a mushroom is displayed on top of it. 

When the marker disappears from the screen, the 

displayed 3DCG model also disappears, and when the 

same or another marker is scanned, the 3DCG model is 

displayed again. This application was used as the basic 

application. In addition to the basic application, another 

application was prepared with a function that tilts the 

mushrooms in the same direction when the user moves 

his/her finger while touching the AR-displayed 

mushrooms on the screen. A demonstration of the 

application in use is shown below. 

3. Evaluation experiment 

3.1. Experimental environment 

The evaluation experiment was conducted at the 

Miyazaki Prefectural Museum. A special exhibition was 

being held and a place for observation using the 

application was set up next to the mushroom exhibit. 

Visitors were asked to cooperate in the evaluation 

experiment. 

3.2. Experimental procedure 

The experiment should take no more than 5 minutes. 

After the observation using the app was over, the 

participants were asked to fill out a questionnaire. The 

experiment was divided into four groups using 

smartphones and tablets, basic apps and apps with 

additional features. A total of 200 people, 50 in each 

group, were surveyed. How the experimental procedure 

is shown. 

i. Explain that specimens of glowing mushrooms are 

on display. 

ii. Explain to users how to use the application. 

iii. Users use the app to make observations. 

iv. Users are free to finish their observations. 

Show how the Questionnaire items [Table 2]. 

Table 2. Questionnaire items 

1. Observation was fun. 

2. I interested in fungi. 

3. New discoveries were made. 

4. I understand the structure. 

5. It was easy to observe. 

6. AR experience was good. 

7. Operation was easy. 

8. I want to use it in other exhibits. 

9. I got the emotion of observing native fungi. 

10. I wanted to touch the fungi. 

11. Did you notice the hole? 

12. Did you notice the rounded bottom? 

13. Did you notice the reddish color? 

14. Did you notice how the back of the fungus's 

umbrella is shaped like folds? 

15. Did you notice the reticulated underside of the 

fungus umbrella? 

3.3. Questionnaire Results 

The questionnaire included questions to answer about the 

experience of observing the mushrooms using the 

application and whether or not they noticed any 

characteristics of the fungi. The questionnaire was based 

on the MES [5]. Ten questions on a 5-point scale were 

asked, five questions asking if the mushrooms were 

observed for their characteristics, and one open-ended 

question. The results of the questionnaire are shown 

below [Table 3], [Table 4]. 

Table 3. Experiences observed using the app (average) 

item Basic 

apps 

Additional 

apps 

Smartphone Tablet 

1 4.9 4.92 4.92 4.9 

2 4.57 4.58 4.54 4.61 

3 4.72 4.71 4.67 4.76 

4 4.51 4.47 4.94 4.48 

5 4.76 4.78 4.82 4.72 

6 4.91 4.87 4.91 4.88 

7 4.75 4.63 4.77 4.61 

8 4.8 4.68 4.73 4.74 

9 4.44 4.49 4.53 4.4 

10 4.45 4.45 4.39 4.51 

Table 4. About the characteristics of fungi 

item 11 12 13 14 15 

Basic 

apps 

Noticed 88

% 

68

% 

89

% 

58

% 

66

% 

Didn't 

notice. 

12

% 

32

% 

11

% 

42

% 

34

% 
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Additio

nal 

apps 

Noticed 87

% 

82

% 

92

% 

80

% 

85

% 

Didn't 

notice. 

13

% 

18

% 

8% 20

% 

15

% 

Smartp

hone 

Noticed 84

% 

69

% 

85

% 

63

% 

71

% 

Didn't 

notice. 

16

% 

31

% 

15

% 

37

% 

29

% 

Tablet Noticed 91

% 

80

% 

96

% 

75

% 

80

% 

Didn't 

notice. 

9% 20

% 

4% 25

% 

20

% 

Since all items were 3 or higher in the experience 

observed using the app, it can be said that the app is an 

aid to observation. In comparing the results between the 

basic app and the app with additional functions, there was 

a clear difference between Q7 and Q8. The respondents' 

opinion that simple functions were easier to operate and 

use was based on the belief that they wanted ease of use 

rather than in-depth observation. For the question about 

mushroom characteristics, differences were found at 12, 

14, and 15. Apps with additional features for areas that 

cannot be observed without looking directly at the 

mushroom from the side, such as the back of the 

mushroom, were a good result. Comparisons will be 

made between the use of smartphones and tablets. 

Differences were found in Q4, 5, 7, 9, and 10. 

Smartphones can be handled with one hand, making it 

easier to operate and observe from various angles, which 

is thought to have led to better understanding of 

mushrooms. Tablets were found to provide a sense of 

immersion due to their large screens. In the questions 

about mushroom characteristics, there was a 10% 

difference in Q12, 13, and Q14, with tablet users being 

able to observe mushrooms in more detail. 

4. Conclusion 

We were able to confirm that AR technology supports 

observation in museums. The apps with additional 

functions were found to allow more detailed observation 

of the mushrooms. As for the difference between the 

different devices, it was also found that the tablet device 

allowed for more detailed observation of the mushrooms. 

However, the basic function apps were better in terms of 

ease of use, while smartphones were rated higher in terms 

of ease of observation. Therefore, it is better to use a 

smartphone when carrying a mobile device for 

observation when used in a museum. In this way, it is 

important to use different app functions and mobile 

devices depending on the situation in which they are used. 

In this study, we supported the observation of small 

objects, but in the future we would like to consider 

supporting the observation of very large objects that are 

difficult to observe. 
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abstract 

Miyazaki Prefecture is blessed with the rich nature of the Kyushu Mountains, where many mushrooms have grown 

wild since ancient times, and the production of dried shiitake mushrooms ranks second in Japan after Oita Prefecture. 

SUGIMOTO Co., Ltd., which will be cooperating with us this time, is a long-established company established in 

1970, and at times it is necessary to sort over 1 ton. However, since selection is still done manually, it is very difficult 

for employees to do the selection. The goal of this research is to determine the quality of shiitake mushrooms using 

deep learning and video image processing. 

Keywords: image classification, video processing, CNN, OpenCV

1. Introduction 

SUGIMOTO Co., Ltd. collects dried shiitake 

mushrooms directly from approximately 600 producers 

in Takachiho. Shiitake mushrooms are at their peak in 

spring and autumn, and at peak times, more than 1 ton of 

shiitake mushrooms can be brought in a day [1].  

However, shiitake mushrooms are still sorted manually, 

and sorting this much requires a lot of effort. The goal of 

this research is to use deep learning and video processing 

to determine the quality of donko, a high-quality dried 

shiitake mushroom. 

2. Development environment 

In creating this program, we developed it in the following 

environment (Table 1). In the experiment, a stand was 

fixed to a conveyor belt, and the smartphone camera was 

attached to the end of the stand with the camera facing 

down. 

 

Table 1 Development environment 

OS Windows10 

language Python 

camera moto g30 

software iVCam 

software 

OpenCV 

PIL 

NumPy 

Pandas 

3. Method 

3.1. Target of selection 

The following two targets are selected. The one on the 

left (Fig. 1) is a good shiitake mushroom, and the one on 

the right (Fig. 2) is a bad one. 

 

 

 

 

 

The following four main examples of bad items are listed 

below. Fig. 3 shows a state where the pileus of a shiitake 

mushroom part is broken. Fig. 4 shows a state in which 

the pileus of a shiitake mushroom is greatly deformed. 

Fig. 5 shows a state where there are holes caused by 

insect damage. Fig. 6 shows the pileus of a shiitake 

mushroom part being rubbed. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1 Good item Fig. 2 Bad item 

Fig. 3 Cracked Fig. 4 Deformed 

Fig. 5 Hole Fig. 6 Rubbed 
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The example of a bad item mentioned this time is the 

front side with a pileus of a shiitake mushroom on top. 

Although there are characteristics of bad items on the 

back side as well, this experiment focused on the front 

side. The reason why we focused on the front side is that 

it takes a huge amount of time to collect samples from the 

front and back sides, and the camera can only capture 

either the front or back side due to the sorting process on 

the conveyor belt. 

 

3.2. CNN 

In the experiment, CNN was used as an algorithm to 

determine whether an image was a good item or a bad 

item. Explain about CNN. CNN (Convolution Neural 

Network) is a network often used in image recognition 

research. This CNN is characterized by being constructed 

by stacking layers with several unique functions, such as 

convolutional layers and pooling layers [1]. Currently, it 

is attracting increasing attention as it is being used in a 

variety of fields. The image in Fig. 7 shows the flow of 

handwritten digit classification using CNN. First, 

handwritten digits are given as an input image, the 

features of the image are extracted by convolution, and 

the extracted features are aggregated in a pooling layer. 

Finally, the fully connected layer transforms the output 

into a one-dimensional form and outputs each selection 

result as a probability. 

 

 
Fig. 7 Classification of handwritten digits [2] 

 

3.3. Video image processing 

In this research, we extract still images of shiitake 

mushrooms from moving images and select them using a 

model learned by CNN. The video image used in the 

experiment was taken from directly above the conveyor 

belt, and the shiitake mushrooms were flowing from left 

to right. Fig. 8 shows an image of the program being 

executed. 

A still image extracted from a moving image is displayed 

at the top left of the screen. Extract three still images of 

the shiitake mushroom using OpenCV. The extraction 

location is when the shiitake mushrooms flow to the left, 

center, or right side of the screen. The three images are 

selected by the model, and the one with a majority of 

selection results is the final result. At the bottom center 

of the screen, a "〇" is displayed if the item is good, and 

an "×" is displayed if the item is bad. If the test is in 

progress, "・・・" is displayed. The number of good 

items and bad items is displayed at the top right of the 

screen. The count is performed when the final result is 

obtained. 

 

 

 

 

 

 

 

 

 

Fig. 8 Program running 

4. Experiment content 

An evaluation experiment was conducted to verify the 

usefulness of the developed sorting system. They sort out 

17 good and 23 bad mushrooms, and tally up whether the 

final result matches the shiitake mushrooms that were 

flushed. The number of matches is defined as the number 

of correct answers, and the accuracy is defined as follows. 

Since the final result is updated sequentially until the flow 

is finished, the last displayed final result is taken as the 

detection result. The number of cards trained on the CNN 

was 668 for good and 759 for bad, split 8:2 between 

training and testing. 

 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑎𝑛𝑠𝑤𝑒𝑟𝑠

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠ℎ𝑖𝑖𝑡𝑎𝑘𝑒 𝑚𝑢𝑠ℎ𝑟𝑜𝑜𝑚𝑠 𝑠ℎ𝑒𝑑
× 100(%) 

 

5. Experimental result 

As a result, the accuracy was low, with 41.1 % of good 

items and 91.3 % of bad items. Most of the shiitake 

mushrooms thrown away by the model were sorted out as 

bad shown in Table 2. 

 

Table 2 Program execution results 

 Good item bad item 

number of 

flows 
17 23 

The number of 

correct answers 
7 21 

accuracy 41.1% 91.3% 

 

 

The figure below (Fig. 9) shows the selection results of 

the CNN model in the still image state. Although the 

accuracy of sorting out bad items as bad items was high, 

the accuracy in sorting out good items as good items was 

poor. 
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Fig. 9 Results of still image selection using CNN 

6. Conclusion 

This research is still in its infancy, and the 

experimental results were very poor. First, there is the 

problem that it is difficult to distinguish between good 

items at the CNN learning stage. It was difficult for me to 

sort by just looking at still images. When actually sorting, 

not only the front side but also the back side is important. 

Since this study was an experiment on only the front side, 

information on the back side was missing, and we believe 

that the accuracy is reduced. As a result, the accuracy of 

moving images deteriorated even more than the accuracy 

of still images. The reasons for the lower accuracy in the 

video images are that in the case of the video images, the 

shiitake mushrooms swayed on the conveyor belt, 

making it impossible to obtain accurate images, and that 

the images to be trained by the CNN and the video images 

on the conveyor belt had different lighting and size of the 

shiitake mushrooms within the frame. Future issues 

include the following. 

⚫ Increasing the number of images for learning 

⚫ Collect images of the back side of shiitake 

mushrooms 

⚫ Organizing the environment in which still images 

are collected and the environment in which video 

images are taken 

⚫ Reconstruction of CNN model 
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Abstract 

Even if you want to make a profit from cryptocurrency, you are worried that you will lose money, and it is difficult 

to afford it. There are a vast number of papers that study such unpredictable price fluctuations of cryptocurrency. 

Currently, it is mainstream to use learning deep to predict the price of cryptocurrency. The goal of this research is to 

predict the price of cryptocurrency over the long-term using deep learning. The algorithms used are LSTM, GRU, 

and Bi-LSTM. The targeted cryptocurrencies are Bitcoin, Ethereum, Litecoin, and Cardano. Finally, we will compare 

it with previous research and verify the performance of our model. 

Keywords: Price prediction, Cryptocurrency, LSTM, GRU, Bi-LSTM 

1. Introduction 

Cryptocurrency is still not very familiar to Japan and 

may feel like a distant entity, but it is actually something 

that will affect our lives in the near future. The main uses 

of Bitcoin are investment and speculative management. 

Cryptocurrency, which started out as a niche product used 

by small online groups, has now become mainstream, 

attracting the attention of both financial professionals and 

the general public. With a market capitalization reaching 

billions of dollars, this market has also become a new 

arena for speculators [1]. Cryptocurrency assets lack 

intrinsic value, regulatory oversight, lack of fixed-term 

investment funds, thin order books, short-term 

investment methods, and collective psychology, causing 

cryptocurrencies to be highly volatile [2]. Therefore, it is 

effective to perform technical trading on products with 

high volatility, and if you trade well, you can generate 

large profits [3]. Therefore, it is useful to predict the price 

movements of cryptocurrency using DNN (deep neural 

network). The goal of this research is to use DNNs such 

as LSTM, GRU, and Bi-LSTM to predict cryptocurrency 

such as BTC, ETH, LTC, and ADA with higher accuracy 

than previous research. 

2. Method 

2.1. Cryptocurrency 

Cryptocurrency is a currency that is exchanged only as 

electronic data, does not have the power of compulsory 

currency imposed by the state like legal currency, and is 

primarily used for transactions over the Internet. Since 

the advent of Bitcoin, which began operations in 2009, 

derivative cryptocurrency called altcoins have been 

created one after another, and with the appearance of 

cryptocurrency exchanges that exchange legal currency 

and cryptocurrency, holding cryptocurrency has become 

easier. It spread rapidly [4]. There are various types of 

cryptocurrencies such as BTC, ETH, LTC, NEM, 

Ethereum Classic, LISK, etc., and the number is still 

increasing. The targets to be predicted in this research are 
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BTC (Bitcoin), ETH (Ethereum), LTC (Litecoin), and 

ADA (Cardano). 

2.2. Algorithm 

We will explain the three algorithms used in this 

research to predict cryptocurrency: LSTM, GRU, and Bi-

LSTM. First, I will explain LSTM (Long Short-Term 

Memory). Although RNN (Recurrent Neural Network), 

which is a neural network that remembers past states, is 

suitable for analyzing time-series data, it has not been 

able to properly process long-term data [5]. LSTM 

overcomes this weakness and can maintain long context 

relationships. Data is controlled by three gates centered 

on the memory cells. The three gates are called forget 

gate, input gate, and output gate, and each uses a sigmoid 

function to determine whether or not to pass data. Fig. 1 

shows the contents of LSTM. 

GRU (Gated Recurrent Unit) is said to have similar 

performance to LSTM, and requires less calculation than 

LSTM, allowing for faster learning. LSTM is a cell that 

makes it possible to learn long-term features, which was 

impossible with RNN, but it has the problem of high 

computational cost. High calculation costs are not 

desirable, not only in machine learning. The solution is to 

eliminate memory cells and reduce the number of gates 

to reduce computational costs. In LSTM, two states, the 

storage cell, and the output value, are passed on to the 

next cell, but GRU combines these states into one. In 

addition,  

LSTM requires one gate controller for input gate, 

forget gate, and output gate, but in GRU, forget gate and 

input gate are operated by one controller. Fig. 2 shows 

the contents of the GRU. 

  

The structure of Bi-LSTM (Bidirectional LSTM) has a 

structure that has with a forward LSTM and a reverse 

LSTM is shown in  Fig. 3. LSTM only flows in the 

forward direction, but when Bi-LSTM predicts data, for 

example, given 𝑥𝑛a signal to be predicted, prediction is 

performed 𝑥𝐸𝑁𝐷~𝑥𝑛+1 using the Forward Layer in 

𝑥0~𝑥𝑛−1the forward direction and the Backward Layer 

in the reverse direction. It has the characteristic of doing. 

This allows it to handle more data than LSTM when the 

same amount of data is used for learning. However, since 

it handles a large amount of data, it takes longer to 

process than LSTM [7]. 

3. Experiment Content 

The conditions for conducting the experiment are 

described below. 

⚫ Three algorithms were used in the experiment: 

LSTM, GRU, and Bi-LSTM. 

⚫ The four cryptocurrencies targeted for prediction 

are BTC, ETH, LTC, and ADA. 

⚫ There are two evaluation indicators: RMSE and M 

APE. 

3.1. Development environment 

The model was trained and executed using Google 

Colab, which allows experiments to be performed for free. 

The number of CPU cores is 2, the number of threads is 

4, the RAM is 12.7GB, and the disk is 225.8GB. The deep 

learning models LSTM, GRU, and Bi-LSTM used in the 

experiment were implemented in Python version 3.10.12. 

We used python libraries such as Sklearn and Keras, 

which are used for deep learning, and numpy and pandas, 

which are used for numerical calculations and analysis. 

3.2. Data 

The dataset was collected from Yahoo Finance 

(https://finance.yahoo.com/). We collected the prices of 

four types of cryptocurrencies on a daily basis: Bitcoin 

(BTC), Ethereum (ETH), Litecoin (LTC), and Cardano 

(ADA). The training data consists of January 1, 2018 to 

June 8, 2022 (80% of the data), and the test data consists 

of June 9, 2022 to November 30, 2023 (20% of the data). 

be done. Split the The data proportion of 80:20 for 

training and testing is designed in this research. The 

 

 

Fig.1. The structure of LSTM [6]. 

 

 

Fig.2. The structure of GRU [6]. 

 

 
Fig.3. The structure of Bi-LSTM [8]. 
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detailed information of data specifications is listed in  

Table 1. 
 

Table 1. Data specifications. 

Attribute Explanation Type 

Date Date of transaction Date 

Open First traded price Continuous 

High Highest traded price Continuous 

Low Lowest traded price Continuous 

Close Last traded price Continuous 

Adj 

Close 

The closing price before the 

split is the adjusted price after 

the split. 

Continuous 

Volume 
Quantity of trades completed 

during the period 
Continuous 

3.3. Evaluation index 

Root-Mean-Square Error (RMSE) and Mean-

Absolute-Percentage error (MAPE) are used to evaluate 

the algorithm in this study. The smaller the RMSE and 

MAPE values, the better the prediction model 

performance. In Eq. (1) and Eq. (2), n is the number of 

elements, 𝑦𝑖 is the correct value, and �̂�𝑖 is the predicted 

value. 

𝑅𝑀𝑆𝐸 =  √
1

𝑛
∑(𝑦𝑖 − 𝑦�̂�)

2

𝑛

𝑖=1

(1) 

𝑀𝐴𝑃𝐸 =  
1

𝑛
∑ |

𝑦𝑖 − 𝑦�̂�

𝑦𝑖

|

𝑛

𝑖=1

(2) 

4. Experimental result 

Table 2 shows the results predicted according to the 

conditions in Chapter 3. Evaluation values are rounded 

down to the fifth decimal place. Bold letters in the 

evaluation value indicate the lowest value (the highest 

value in terms of accuracy). The results showed that the 

accuracy of Bi-LSTM was better than other algorithms 

for all cryptocurrencies. 

 
Table 2. Performance results of this research model. 

Currencies Methods RMSE MAPE 

BTC 

LSTM 807.7135 0.0332 

GRU 873.7594 0.0362 

Bi-LSTM 770.3047 0.0314 

ETH 

LSTM 21.0737 0.0123 

GRU 33.0912 0.0192 

Bi-LSTM 15.1817 0.0092 

LTC 

LSTM 1.5991 0.0188 

GRU 1.7605 0.0207 

Bi-LSTM 1.1928 0.0130 

ADA 

LSTM 0.0203 0.0578 

GRU 0.0236 0.0695 

Bi-LSTM 0.0172 0.0526 

5. Comparative verification 

In the comparative verification, we compare the 

performance of the model for predicting the price of 

cryptocurrency in this study with other models in 

previous studies [9], [10]. Here, we will verify whether 

the model proposed in this study is effective. When 

making comparisons, we will verify that the period of 

experimentation is consistent with previous research. 

Table 3 is a comparison between this research model and 

the previous study [9] model, and Table 4 is a comparison 

between this study and the previous study [10]. The 

accuracy of Bi-LSTM in this study was good in all 

comparisons, indicating that the model in this study is 

effective. 

 
Table 3 Comparison of this study and previous study [9] . 

Currency Studies Methods RMSE MAPE 

BTC 

Our 

model 

LSTM 1184.7059 0.0426 

GRU 1094.3126 0.0422 

Bi-LSTM 647.2073 0.0221 

[9] 

LSTM 1447.648 0.03059 

ARIMA 1288.5 0.03479 

SARIMA 1802.31 0.04665 

 
Table 4 Comparison of this study and previous study [10] . 

Currency Studies Methods RMSE MAPE 

BTC 

Our 

model 

LSTM 836.2219 0.0318 

GRU 901.6092 0.0312 

Bi-LSTM 752.4224 0.0290 

[10] 

LSTM 1031.340 0.0397  

GRU 1274.171 0.057 

Bi-LSTM 1029.362 0.036 

ETH 

Our 

model 

LSTM 59.4498 0.0339 

GRU 51.6724 0.0293 

Bi-LSTM 45.7691 0.0253 

[10] 

LSTM 148.522 0.297 

GRU 98.314 0.148 

Bi-LSTM 83.953 0.124 

LTC 

Our 

model 

LSTM 3.620 0.049 

GRU 5.453 0.078 

Bi-LSTM 1.988 0.020 

[10] 

LSTM 9.668 0.064 

GRU 8.122 0.046 

Bi-LSTM 8.025 0.041 

 

6. Conclusion 

In this study, we used three algorithms, LSTM, GRU, 

and Bi-LSTM, to predict the prices of four 

cryptocurrency: BTC, ETH, LTC, and ADA. The model 

was evaluated using the evaluation indicators RMSE and 

MAPE. The research results showed that Bi-LSTM made 

the most accurate predictions for all cryptocurrency, 

followed by LSTM and GRU. Finally, we conducted a 

comparative verification with previous studies and 

showed that this study is more effective than previous 

studies. Future works could include applying 

reinforcement learning to previous studies [11] and 

predicting price fluctuations based on the number of 

tweets [12]. 
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Abstract 

In recent years, three-dimensional computer graphics (3DCG) technology has been developed. In addition, much 

research has been done on weathering representations such as rust and moss for realistic representation. However, 

when outputting simulation results on an image, a large number of images are required to display different simulation 

results in a three-dimensional space. In this paper, a simulation method using vertex information of a 3D model and 

simple images is proposed. In this method, when the number of vertices is sufficient, the simulation result output 

does not use images, thus reducing the data increase. This figure is one of the experimental results. 

Keywords: Computer graphics, Vertices, Rust, Weathering, Visual simulation 

1. Introduction 

In recent years, three-dimensional computer graphics 

(3DCG) have been used in films, games, VR-based 

education, and medicine. In this context, there is a need 

to make 3DCG look more realistic. However, it is not 

subject to interferences such as environment or time and 

therefore does not degrade as in reality. This is why 

research into weathering expressions for CG is being 

conducted to this day. 

This study proposes a method to implement 

weathering representations such as rust and moss using 

vertex information and UVs, instead of outputting 

simulation results as images for textures. The simulation 

results were also applied to a 3DCG model in practice. 

2. Research Background 

To date, a plethora of research has been done on 

weathering representations related to computer graphics. 

However, most of them require the simulation results to 

be output as images for textures. However, when 

simulations are performed on multiple models, images 

are required for the number of models, resulting in a large 

amount of data. With the aim of being flexible enough to 

deal with existing models and real-time representations, 

a simulation method using vertex information and UVs 

of 3DCG models was developed in this study. 

In this study, the UV map used for the material 

representation of the original 3DCG model is called the 

base UV map, and the UV map for simulation is called 

the simulation UV map. 
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3. Development Environment 

The development environment is shown in Table 1, 

with C# used as the programming language for Unity and 

Python for Blender. 

Table 1. Development Environment. 

OS Windows10 

Software Blender 3.6 

Unity 2022.3.14f1 

Visual Studio 2019 

Adobe Illustrator 2023 

 

4. Simulation Method 

4.1. Adjacency list 

In this study, simulations are performed using vertex 

information in 3DCG. Vertex adjacency information was 

obtained, and an adjacency list was created to represent 

the phenomenon of rust and moss propagating locally in 

weathering simulations. The method for creating the 

neighborhood list used vertex information constituting 

polygons and edges, although the method of searching 

for neighborhood information differs from software to 

software. The adjacency list of vertexes v_i at index 

number i is Fig. 1. 

4.2. Initial condition setting 

The susceptibility to rust and moss varies with the 

environment, such as humidity and sunlight, but also with 

the material of the object, just as there is a difference in 

the probability of rust between metal and plastic. Few 

previous studies have considered the material of the 

object and conducted simulations, and most of them 

assume that the entire object is made of the same material. 

In this study, the user can control the erosion probability 

of the initial state like a mask image by painting directly 

using the base UV map. 

4.3. Dynamic environment acquisition 

Most of the previous studies assume a situation where 

the object is in the same environment and in the same 

shape at every step. However, some objects may change 

dynamically, such as changing orientation over time or 

increasing obstacles. Therefore, in this study, by 

incorporating vertex information into the local transition 

rules, real-time changes such as changes in orientation 

and up/down can be managed. 

4.4. UV-based erosion representation 

Determine UV coordinates from the degree of rust and 

moss erosion at the vertices using the adjacency list. The 

color of the eroded object is also determined by the user 

entering a gradient image. In addition, as multiple UV 

maps are used, they can be used in conjunction with the 

base colors of existing 3DCG models as shown in  Fig. 2 

and  Fig. 3.  

5.  Experimental Results 

This paper describes some of the experimental results, 

mainly related to rust formation. The transition 

conditions for rust generation are as follows, based on 

previous studies [1], [2], [3]. 

 Rust progression from 0 to the maximum rust value 

𝑅𝑀𝐴𝑋 determined by the user. 

 Rust progression is assigned to each vertex. 

 Vertex  𝑣  as the initial rust occurrence has a low 

probability of rust progression 𝑅𝑣 increases by 1. 

 Vertex adjacent to a vertex with progression greater 

than 1 has its 𝑅𝑣 increased by 1 by a function that 

takes gravity and probability into account. 

 Vertexes above a certain level of progression are 

peeled off. 

 UV placement of vertex 𝑣 at index number 𝑖 in step 

𝑡 is determined by 𝑅𝑣𝑖
𝑡/𝑅𝑀𝐴𝑋 

In this experiment, simulated UVs are applied to the 

mask textures in Fig. 4 and the color textures in Fig. 5. 

The mask texture is a grayscale image and can be used to 

express textures such as the metallic feel and roughness 

of the surface of the 3DCG model by inputting the 

simulation results into software shaders. Besides, it can 

 

Fig. 1. Adjacency list at vertex. 

  
Fig. 2. Base color. Fig. 3. Initial condition. 
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also be used to control the range of application of noise 

textures to represent uneven and rusty surfaces or the 

base color of an existing 3DCG model. Color textures 

represent color scales. In addition, alpha values can be 

set, and the expression of peeling and holes above a 

certain value is implemented. 

5.1. Base experimental 

In this experiment, simulations were performed on a 

cube that was tilted. The results, shown in Fig. 6 and Fig. 

7, show rust propagating according to gravity. In addition, 

the strongly eroded areas have holes and peeling. The 

rust-free area in Fig. 6 has no surface irregularity due to 

the noise texture in Fig. 7, indicating that the mask 

texture controls the texture of the 3DCG model. 

5.2. Verification of randomness 

In this experiment, the same 3DCG model, the same 

transition rules, and the same textures as in 5.1 were used 

in the simulation. The results in Fig. 8 and Fig. 9 differ 

from those in 5.1, indicating that the same image and the 

same model can output different patterns of results 

depending on the probability. 

5.3. Shape change 

In this experiment, only the tilt of the object was 

changed from 5.1 to the simulation. 5.1 shows that rust 

propagates in the left front direction because the object is 

tilted in the left front direction. However, in this 

experiment, the rust propagated in the right-most 

direction as the object was tilted in the right-most 

direction as illustrated in Fig. 10 and Fig. 11. 

5.4. Initial condition 

In this experiment, the objects and initial conditions 

were changed and simulated. The initial state is shown in 

Fig. 3.  Fig. 12 and Fig. 13 show that rust only occurs in 

the most rust-prone white area in the initial state, and no 

rust occurs in the most rust-prone black area. 

 

6. Consideration 

From 5.1 and 5.2, it was shown that rust propagates in 

the direction of gravity depending on probability as in 

previous studies, and that the location of rust and the 

direction of rust propagation change depending on 

probability. This indicates that the same mask texture and 

color texture can output different patterns of results for 

the same object of the same shape existing at the same 

time. This means that the simulation results do not need 

to be output to an image, which may reduce the amount 

of data when multiple patterns of weathering 

representation are desired for the same object. In 

addition, since the simulation results are the erosion 

degree for each vertex, they can be saved by outputting 

them to a CSV file or other format. 

From 5.3, it was shown that the simulation results can 

be output in response to tilt even when the object shape 

is changed. This is because the vertex information is 

  
Fig. 4. Mask texture. Fig. 5. Color texture. 

  
Fig. 6. Ex1 Mask result. Fig. 7. Ex1 Color result. 

  
Fig. 8. Ex2 Mask result. Fig. 9. Ex2 Color result. 

  
Fig. 10. Mask result in 

different shapes. 

Fig. 11. Color result in 

different shapes. 

  
Fig. 12. Mask result in 

another object. 

Fig. 13. Color result in 

another object. 

698



Tsutomu Ito, Fumito Hamakawa, Kodai Hasebe, Satoshi Ikeda, Amane Takei, Makoto Sakamoto, Takao Ito 

©The 2024 International Conference on Artificial Life and Robotics (ICAROB2024), J:COM HorutoHall, Oita, Japan, 2024 

referenced in the transition rule, and it can respond to 

changes in the tilt and size of the object during 

simulation. In addition to vertex position information, 

vertex distance and the number of neighbors can also be 

referenced. However, if the neighbor information 

changes, such as when a vertex is deleted or added, it is 

necessary to reacquire the neighbor information. 

From 5.4, it is shown that it is possible to limit the 

impact of the simulation by setting initial conditions. 

This allows the base UV map and simple painting to 

control the strength of the influence of different metals 

and materials, without the In this study, only rust was 

mentioned, but by changing the texture and transition 

rules for each, the propagation of moss can be 

represented as shown in Fig. 14. 

 

7. Conclusion 

In this study, we performed weathering simulations 

using vertex adjacency and UV information. As in the  

previous study, expressions such as rust and moss 

propagation could be made without outputting them to 

the texture. However, the number of vertices needs to be 

increased for more realistic expressions and detailed 

patterns. Therefore, if real-time changes are to be 

observed, it is necessary to optimize the number of 

vertices and to limit the number of objects to be simulated 

at the same time. 

For future works, it is necessary to pursue the 

improvement of transition rules and the fields in which 

this vertex technology can be utilized. 
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Abstract 

This review delves into the realm of Malaysia's heritage conservation, spotlighting the transformative impact of 

advanced civil engineering techniques. Through the integration of Fiber-Reinforced Polymers (FRP) and 

nanotechnology, historical edifices are fortified, seamlessly blending modern engineering with architectural elegance. 

Non-destructive testing (NDT) methods, including ground-penetrating radar and Finite Element Analysis (FEA), 

empower conservationists with deep insights into structural intricacies, guiding targeted interventions. In the digital 

sphere, 3D laser scanning captures intricate details, while Virtual Reality (VR) simulations facilitate immersive 

exploration and informed decision-making. Beyond preservation, these technologies foster public engagement, 

ensuring a collective understanding of Malaysia's cultural heritage. This harmonious fusion of tradition and cutting-

edge engineering ensures the enduring legacy of Malaysia's architectural treasures.  

 

Keywords: Heritage conservation, Non-destructive testing (NDT), Finite Element Analysis (FEA), 3D laser scanning,   

  Virtual Reality (VR) 

 
1. Introduction 

 

Heritage structures stand as invaluable remnants of our 

cultural legacy, embodying the architectural 

achievements and historical significance of bygone eras 

[1]. However, the preservation of these structures poses 

intricate challenges that demand innovative engineering 

solutions [2], [14]. As urban landscapes evolve and 

modernization accelerates, the need to safeguard these 

historical edifices has never been more pressing [3]. This 

review embarks on a comprehensive exploration of the 

engineering interventions essential in the conservation of 

heritage structures, delving into the intricate 

amalgamation of tradition and technology [4], [6]. 

Through a meticulous analysis of advanced civil 

engineering techniques, this study aims to shed light on 

the nuanced methods employed to preserve the structural 

integrity, cultural heritage, and aesthetic essence of these 

buildings. By examining the successes, challenges, and 

lessons learned from previous conservation projects, this 

research endeavors to offer valuable insights into the 

sustainable preservation of our architectural heritage, 

ensuring that these treasures endure for generations to 

come. In this pursuit, study will navigate the intersection 

of history, culture, and engineering prowess, striving to 

strike an intricate balance between preservation 

imperatives and contemporary demands [5].  

 

2. Preserving Historical Edifices in Malaysia 

 

Conducting a thorough exploration of Malaysia's rich 

historical and cultural heritage is vital. This involves 

studying the evolution of architectural styles and 

understanding the cultural significance of historical 

edifices within Malaysian society [6], [23]. The 

architectural diversity in Malaysia, influenced by Malay, 

Chinese, Indian, and colonial elements, forms a critical 

backdrop for conservation efforts [7]. Malaysia's 

architectural heritage is a tapestry woven from centuries 

of cultural interactions and influences. The evolution of 
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architectural styles in Malaysia reflects the rich history of 

the nation, characterized by the convergence of Malay, 

Chinese, Indian, and colonial elements. Traditional 

Malay architecture, exemplified by intricate wooden 

carvings and steeply pitched roofs, showcases indigenous 

craftsmanship [8], [19]. The Chinese influence is evident 

in the intricate details of temples and clan houses, 

emphasizing symmetry and ornate decorations [9]. 

Indian architectural traditions, characterized by vibrant 

colors and sculpted facades, have left an indelible mark 

on religious structures across the country [10], [26]. 

Additionally, the colonial era introduced a blend of 

European styles, seen in buildings with ornate facades, 

arched windows, and grand pillars, reflecting the British, 

Dutch, and Portuguese colonial influences [11]. 

 

Understanding the unique architectural amalgamation is 

crucial in preserving historical edifices. Each cultural 

influence represents a chapter in Malaysia's history, 

encapsulating the nation's multicultural identity. 

Preservation efforts must delicately balance these diverse 

elements, ensuring that the architectural heritage reflects 

the harmonious coexistence of cultures within Malaysian 

society [12]. The selection process involves collaboration 

with local heritage organizations and experts. It's crucial 

to choose diverse edifices, considering regional 

representation and architectural styles. Identifying 

overlooked structures that are significant to local 

communities ensures a holistic approach to preservation 

[13]. 

 

3. Advanced Civil Engineering Techniques in 

Conservations Work 

 

The preservation of historical edifices necessitates the 

integration of advanced civil engineering techniques, 

marking a paradigm shift in heritage conservation 

practices. Traditional methods, while valuable, often 

face limitations in addressing the complex challenges 

posed by aging structures and evolving environmental 

conditions. Advanced civil engineering techniques 

encompass a spectrum of innovative approaches, from 

cutting-edge materials science to sophisticated 

computational modeling and non-destructive testing 

methods. These techniques play a pivotal role in the 

structural assessment, restoration, and long-term 

sustainability of historical buildings, ensuring the 

preservation of cultural heritage for future generations. 

 

3.1 Advanced Structural Assessment 

 

Non-Destructive Testing (NDT) is a techniques like 

ground-penetrating radar (GPR) and ultrasonic testing 

enable engineers to assess internal structures without 

damaging the building fabric [14]. Ground-penetrating 

radar (GPR) operates on the principle of emitting high-

frequency radio waves into the structure. These waves 

penetrate the materials and reflect back when 

encountering boundaries between different materials or 

voids. By analyzing the time taken for the signals to 

return and their strength, engineers can create detailed 

subsurface images without invasive measures.  

 

Finite Element Analysis (FEA) is another civil 

engineering computational methods such as FEA 

provide detailed insights into stress distributions and 

structural vulnerabilities, aiding in targeted 

interventions [2], [15]. FEA tools enable engineers to 

visualize the impact of interventions on the structure's 

aesthetics. Conservationists can assess how alterations 

might affect the visual aspects of the edifice, ensuring 

that preservation efforts align with historical 

significance and architectural beauty. FEA can validate 

restoration efforts. By comparing the digital model of 

the restored structure with historical data, 

conservationists can ensure that the restoration 

accurately reflects the original design, maintaining the 

structure's historical authenticity [16]. Incorporating 

Finite Element Analysis into heritage conservation 

efforts empowers engineers and conservationists with 

detailed, data-driven insights. It enables targeted, 

efficient interventions while preserving the historical 

and aesthetic essence of these invaluable structures. 

 

3.2 Innovative Materials and Techniques 

 

Fiber-Reinforced Polymers (FRP) composites offer 

lightweight and high-strength solutions for structural 

reinforcement, preserving the original aesthetics [17]. 

Fiber-Reinforced Polymers (FRP) are composite 

materials made of a polymer matrix reinforced with 

fibers such as glass, carbon, or aramid. These materials 

offer exceptional strength-to-weight ratios and 

durability, making them ideal for structural 

reinforcement applications. FRP composites are used to 

reinforce historical structures without significantly 

altering their original appearance. For instance, FRP 

strips can be bonded to beams and columns, providing 

additional strength without compromising the aesthetic 

integrity [18]. In earthquake-prone regions, FRP 

materials are employed to enhance the seismic 

resilience of historical buildings. They can be 

strategically placed to reinforce vulnerable areas, 

ensuring the structure's stability during seismic events 

[19]. 

 

Nanotechnology Applications Nanomaterials, such as 

self-healing coatings, enhance the durability and 

resilience of historical structures against environmental 
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factors [20]. Nanotechnology involves the 

manipulation of materials at the nanoscale, where their 

properties exhibit unique characteristics. In heritage 

conservation, nanomaterials are utilized for their ability 

to enhance the durability, resilience, and protective 

qualities of historical structures. Nanomaterials, such as 

microcapsules containing healing agents, are embedded 

in coatings applied to building surfaces. When the 

structure experiences minor cracks due to 

environmental stresses, these capsules rupture, 

releasing the healing agents and effectively repairing 

the damage [21]. Hydrophobic nano coatings repel 

water and prevent moisture infiltration, safeguarding 

historical structures from water-related deterioration. 

These coatings can be applied to various surfaces, 

including stone, wood, and metal, preserving the 

integrity of the building materials [22]. 

 

The integration of FRP composites and nanotechnology 

applications represents a forward-thinking approach in 

heritage conservation, combining structural 

reinforcement with advanced protective coatings. 

These techniques not only strengthen historical 

structures but also contribute to their long-term 

resilience against various environmental challenges, 

ensuring the preservation of cultural heritage assets. 

 

3.3 Preservation through Digital Technologies 

 

3D Laser Scanning: High-resolution 3D scans aid in 

documenting intricate architectural details, facilitating 

accurate restoration [23]. 3D laser scanning involves 

using lasers to create highly detailed, three-dimensional 

representations of physical objects, including historical 

buildings. Laser scanners emit laser beams that bounce 

off surfaces and return to the scanner. By measuring the 

time, it takes for the laser to return, the scanner can 

create precise 3D models. 3D laser scanning captures 

intricate architectural details, including ornate carvings, 

moldings, and textures, with unparalleled accuracy. 

This documentation serves as a digital record of the 

structure, aiding in historical analysis and preservation 

efforts [24]. Laser scanning provides precise 

measurements, allowing conservationists to assess 

dimensions, angles, and spatial relationships within the 

building. These measurements are crucial for 

restoration work, ensuring that new elements align 

perfectly with the original design [25]. 3D models 

generated through scanning enable virtual preservation. 

Conservationists can digitally archive buildings, 

allowing future generations to explore and study 

historical structures in virtual environments [26].  

 

Virtual Reality (VR) Simulations: VR technologies 

allow conservationists to visualize proposed changes 

and assess their impact on the historical context [1]. 

Virtual Reality (VR) simulations immerse users in 

computer-generated environments. Conservationists 

use VR technologies to create virtual replicas of 

historical structures, enabling interactive exploration 

and analysis. Conservationists use VR simulations to 

visualize proposed alterations or restoration efforts. 

This immersive experience allows stakeholders to 

assess the visual impact of changes before 

implementation, ensuring that modifications align with 

the historical context below. VR simulations enhance 

public engagement by allowing virtual tours of 

historical sites. This interactive experience fosters 

public interest, awareness, and appreciation for cultural 

heritage, promoting advocacy for conservation efforts 

[28]. VR simulations serve as educational tools, 

enabling students, architects, and conservationists to 

virtually explore historical buildings.  

 

The integration of advanced civil engineering 

techniques in heritage conservation signifies a 

progressive approach toward preserving our 

architectural legacy. By leveraging cutting-edge 

methods and materials, conservationists can ensure the 

structural integrity, authenticity, and longevity of 

historical edifices, contributing significantly to the 

safeguarding of cultural heritage for generations to 

come. This evolving field continues to redefine the 

boundaries of conservation practices, marking a new 

era in the intersection of engineering innovation and 

cultural preservation. 

 

4. Conclusion 

 

This comprehensive exploration into the conservation 

of Malaysia's rich heritage structures illuminates the 

pivotal role played by advanced civil engineering 

techniques in preserving these historical gems. Fiber-

Reinforced Polymers (FRP) emerge as lightweight, 

yet robust solutions, seamlessly merging modern 

engineering with historical aesthetics. Collaborating 

with nanotechnology, self-healing coatings and 

hydrophobic nano coatings fortify structures against 

environmental ravages, ensuring their endurance for 

posterity. 

 

Non-destructive testing (NDT) methods like ground-

penetrating radar (GPR) and ultrasonic testing, 

coupled with Finite Element Analysis (FEA), provide 

profound insights into the structural intricacies of 

historical edifices. These techniques empower 

conservationists with precise stress distributions, 

vulnerability identifications, and predictive 

capabilities, guiding meticulous interventions that 

preserve both the architectural integrity and historical 
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resonance. 

 

In the digital realm, 3D laser scanning meticulously 

captures architectural nuances, laying the foundation 

for precise restoration. Virtual Reality (VR) 

simulations then breathe life into historical spaces, 

enabling immersive exploration and informed 

decision-making. Beyond conservation, these 

technologies foster public engagement, ensuring a 

collective understanding and appreciation of 

Malaysia's cultural heritage. 

 

As custodians of Malaysia's architectural legacy, 

conservationists stand at the nexus of tradition and 

technology. Armed with these advanced tools, they 

meticulously balance preservation imperatives and 

contemporary demands. Through this synergy, 

Malaysia's heritage structures not only withstand the 

tests of time but also continue to inspire, educate, and 

enrich future generations, ensuring the vibrant 

preservation of the nation's cultural heritage. 
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Abstract 

Encapsulates a comprehensive investigation into the symbiotic relationship between Unmanned Aerial Vehicles 

(UAVs) and data mining, as encapsulated in the discourse titled "Drones and Data." This exploration delves into the 

multifaceted applications and transformative impact of UAV technology within the data mining landscape. The 

examination begins by elucidating the pivotal role of UAVs, highlighting their mobility, accessibility, and capability 

to collect data from challenging or remote environments. As technology evolves, UAVs have emerged as versatile 

platforms that redefine the data is collected and analysed across diverse sectors. The narrative unfolds through distinct 

dimensions, encompassing precision agriculture, environmental monitoring, infrastructure inspection, mining and 

exploration, disaster response, and urban planning. The technological transitions facilitated by UAVs, emphasizing 

the integration of machine learning algorithms, cloud-based data processing, and the collaborative synergy between 

stakeholders. These advancements position UAVs as transformative tools that not only enhance the efficiency of 

information acquisition but also open avenues for innovative solutions and insights. Therefore, this study a glimpse 

into the intricate web of applications and technological advancements at the intersection of UAVs and data mining. 

It serves as a scholarly guide, navigating the reader through the evolving landscape of "Drones and Data," UAVs play 

a central role in unlocking unprecedented insights and efficiencies, reshaping the future of data mining. 

Keywords: Acceptance, Readiness; Unmanned Aerial Vehicle; Data Mining 

 

1. Introduction 

 

In recent years, the integration of Unmanned Aerial 

Vehicles (UAVs) in data mining applications has 

witnessed a remarkable surge, reshaping the landscape 

of information acquisition and analysis. UAVs, 

commonly known as drones, have become pivotal tools 

in various industries, offering unique advantages that 

propel the field of data mining into new frontiers [1]. 

As technology continues to advance, UAVs have 

emerged as versatile platforms capable of transforming 

how we collect and analyze data. Their applications 

span a wide spectrum, from environmental monitoring 

and agriculture to infrastructure inspection and disaster 

management. In the realm of data mining, UAVs play a 

crucial role in augmenting our ability to gather 

information with unprecedented efficiency and 

accuracy [2]. 

 

 

 

2. Unmanned Advantages of UAVs in Data Mining 

2.1.   Mobility 

 

UAVs provide unparalleled mobility, enabling access 

to areas that are challenging or impossible for traditional 

data collection methods. Whether navigating dense 

forests, inspecting infrastructure, or monitoring vast 

agricultural landscapes, UAVs offer a dynamic and 

flexible approach to data acquisition [3]. 

 

2.2.   Accessibility 

 

The ability of UAVs to access hard-to-reach or remote 

locations is a game-changer in data mining. They 

overcome geographical constraints and offer a cost-

effective alternative to manned missions, allowing for 

more frequent and widespread data collection [4]. 

 

2.3.   Data Collection in Challenging Environments 

UAVs excel in collecting data from environments that 

pose logistical or safety challenges. From rugged 
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terrains to disaster-stricken areas, UAVs can swiftly and 

efficiently capture valuable information, contributing to 

a more comprehensive understanding of diverse 

landscapes [5]. 

 

2.4.   High-Resolution Imaging 

 

Equipped with advanced imaging technologies, UAVs 

capture high-resolution aerial imagery, facilitating 

detailed spatial analysis. This capability is particularly 

beneficial in applications such as land-use mapping, 

environmental modelling, and infrastructure planning 

[6]. 

 

2.5.   Real-time Monitoring 

 

UAVs enable real-time data acquisition and 

monitoring, allowing for quick decision-making in 

dynamic situations. This responsiveness is crucial in 

applications like disaster response, where timely 

information can save lives and mitigate the impact of 

emergencies [7].  

 

The synergy between UAVs and data mining opens 

up new avenues for exploration and discovery. This 

introduction sets the stage for a comprehensive 

examination of how UAVs are reshaping the field, 

emphasizing their mobility, accessibility, and 

prowess in collecting data from challenging or 

remote environments. As a delve deeper into the 

subsequent sections, study will unravel the 

multifaceted applications and the transformative 

impact of UAVs in the realm of data mining [8]. 

 

3. UAV Readiness Index (URI) for Data 

Mining: Navigating the Technological 

Landscape 
 

The integration of Unmanned Aerial Vehicles 

(UAVs) into data mining practices is contingent on the 

acceptance and readiness of stakeholders within 

diverse industries. This section introduces a UAV 

Acceptance and Readiness Index, exploring the 

factors influencing the adoption of UAV technology 

for data mining and the preparedness of various 

sectors to embrace these advancements. 

 
Table 1. Regulatory Environment 

Regulatory Environment 

Acceptance Readiness 

The willingness of 

regulatory bodies to adapt 

and establish clear 

guidelines for UAV usage 

in data mining 

applications [9]. 

The development of 

regulatory frameworks 

that balance innovation 

with safety, fostering a 

conducive environment 

for UAV adoption [9]. 

 
Table 2. Technological Infrastructure 

Technological Infrastructure 

Acceptance Readiness 

Embracing UAV 

technology requires a 

robust technological 

infrastructure capable of 

supporting data-intensive 

processes [10]. 

Investment in the 

necessary hardware, 

software, and 

communication systems 

to accommodate the 

seamless integration of 

UAVs into data mining 

workflows [11]. 

 
Table 3. Stakeholder Awareness and Education 

Stakeholder Awareness and Education 

Acceptance Readiness 

Recognition and 

understanding of the 

benefits of UAVs in data 

mining among 

stakeholders, including 

industry professionals, 

policymakers, and the 

public [12]. 

Educational initiatives 

aimed at raising 

awareness about UAV 

capabilities, data security, 

and the potential impact 

on various sectors [13]. 

 
Table 4. Cost Considerations 

Cost Considerations 

Acceptance Readiness 

Recognition of the cost-

effectiveness of UAV 

technology compared to 

traditional data collection 

methods [14]. 

Financial preparedness to 

invest in UAV 

infrastructure, training, 

and maintenance, 

considering the long-term 

benefits and efficiency 

gains [15]. 

 
Table 5. Data Security and Privacy 

Data Security and Privacy 

Acceptance Readiness 

Acknowledgment of the 

importance of data 

security and privacy in 

UAV-enabled data 

mining applications [16]. 

Implementation of robust 

security measures, 

encryption protocols, and 

adherence to privacy 

regulations to address 

concerns associated with 

data collection from aerial 

platforms [17]. 
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Table 6. Industry Collaboration and Standards 

Industry Collaboration and Standards 

Acceptance Readiness 

Willingness of industries 

to collaborate and share 

best practices for UAV 

integration into data 

mining workflows [18]. 

Development and 

adherence to industry 

standards that streamline 

UAV adoption, ensuring 

interoperability and 

consistency across 

applications [19]. 

 
Table 7. Training and Skill Development 

Training and Skill Development 

Acceptance Readiness 

Recognition of the need 

for specialized training 

programs to equip 

professionals with the 

skills required for UAV-

assisted data mining [20]. 

Implementation of 

training initiatives to build 

a workforce capable of 

operating, maintaining, 

and extracting valuable 

insights from UAV-

collected data [21]. 

 
Table 8. Public Perception and Acceptance 

Public Perception and Acceptance 

Acceptance Readiness 

Public perception and 

acceptance of UAV 

technology, considering 

factors such as noise, 

visual impact, and 

potential disruptions [22]. 

Public awareness 

campaigns to foster 

understanding and 

acceptance of UAVs, 

addressing concerns and 

showcasing the societal 

benefits of UAV-enabled 

data mining [23]. 

 

The UAV Acceptance and Readiness Index 

provides a comprehensive framework for assessing 

the feasibility of integrating UAV technology into 

data mining practices. As navigate through the 

subsequent sections, each factor in this index will be 

explored in detail, shedding light on the evolving 

landscape of acceptance and readiness for UAV-

enabled data mining across various sectors. 

 

4. Methods 

A quantitative approach was employed in this 

research. A self-administered questionnaire with 

close-ended questions using a five-point Likert scale 

ranging. The final questionnaire has been through the 

preliminary tests which consist of validity and 

reliability analysis. Content validity is applied by 

inviting a group of five experts to be selected to pre-

test and to review the set of questionnaires. They 

consist of two academicians working in universities 

as lecturers and researchers in the area of 

construction and town planning and three 

practitioners or project managers who have 

experience in managing development projects. 

Meanwhile, the internal consistency of data 

reliability in this research was verified by using the 

Cronbach’s Alpha coefficients through the pilot 

survey, where 30 usable responses from the pilot 

survey. It was found that the questionnaire 

coefficient of Cronbach’s alpha was more than 0.7 

which was deemed as reliable for quantitative data 

collection. In order to distribute the final survey, a 

simple random sampling was applied in this research 

as the population sample is known. In this research, 

the targeted population is 70 organizations from 

government agencies and development firms in 

Kuala Lumpur. Kuala Lumpur has a high number of 

developments of township and is considered as a 

positively data mining active location in Malaysia. A 

total of 56 required samples were successfully 

obtained and usable for analysis. Data collected were 

analysed using IBM SPSS Statistical Software which 

descriptive analysis has been employed in order to 

achieve the research objective.  

 

5. Results and Discussion 

5.1.   The level of the acceptance and readiness of 

Unmanned Aerial Vehicle implementation in   data 

mining procedures 

Table 9 shows the means and standard deviation 

based on each variable which is for capabilities factor 

of Unmanned Aerial Vehicle technology. The variables 

consist of Regulatory Environment (mean=4.60, 

sd.=0.34), Technological Infrastructure (mean=4.47, 

sd.=0.44), Stakeholder Awareness and Education 

(mean=4.43, sd.=0.44), Cost Considerations 

(mean=4.41, sd.=0.47) and Data Security and Privacy 

(mean=4.38, sd.=0.52). Furthermore, for the readiness 

elements of implementation Unmanned Aerial Vehicle 

technology are Industry Collaboration and Standards 

(mean=3.56, sd.=0.44), Training and Skill 

Development (mean=3.24, sd.=1.38), Public 

Perception and Acceptance (mean=3.06, sd.=0.95). The 

mean value score interpretation of the variables used in 

this study were be interpreted. 

 
Table 9. Descriptive Analysis 

Variables Mean 
Std. 

Deviation 

Mean Value 

Score 

Interpretation 

Acceptance 

Factors 

 

 

Regulatory 

Environment 

4.60 0.34 
High 

Technological 

Infrastructure 

4.47 0.44 
High 
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Stakeholder 

Awareness and 

Education 

4.43 0.44 

High  

Cost 

Considerations 

4.41 0.47 High 

Data Security and 

Privacy 

4.38 0.52 High  

Readiness 

Elements 

 

 

Industry 

Collaboration and 

Standards  

3.24 1.38 Moderate 

Training and Skill 

Development 

3.06 0.95 Moderate 

Public Perception 

and Acceptance 

3.12 1.37 Moderate 

Note: The mean value categorized into three levels: low = 

1.00 to 2.66; moderate = 2.67 to 3.33; and high = 3.34 to 

5.00. 

 

Based on the result illustrated in the Table 9, it can 

be concluded that in navigating the UAV Acceptance 

and Readiness Index for Data Mining, our 

exploration has unveiled critical dimensions shaping 

the trajectory of UAV technology adoption within 

the data mining landscape. The confluence of 

regulatory adaptability, technological infrastructure, 

stakeholder education, cost considerations, industry 

collaboration, and public perception forms a 

complex web influencing the acceptance and 

readiness for UAVs. The journey through this index 

demonstrates a forward momentum, wherein 

regulatory bodies are increasingly adapting to UAV 

applications, fostering an environment conducive to 

innovation while ensuring safety and compliance. 

Technological infrastructure investments have paved 

the way for seamless UAV integration, with robust 

hardware, software, and communication systems 

supporting data-intensive processes. Stakeholder 

awareness and education emerge as pillars of 

knowledge empowerment, fostering a deeper 

understanding of UAV benefits among professionals, 

policymakers, and the public. Educational initiatives 

play a crucial role in dispelling concerns, promoting 

transparency, and positioning UAVs as 

transformative tools in data mining. 

 

6. Conclusions 

  

As summarised, the UAV Acceptance and 

Readiness Index for Data Mining represents a 

holistic transition toward embracing UAVs as 

integral components of data mining workflows. As 

stakeholders align their strategies with the 

dimensions outlined in this index, the landscape of 

data mining is poised for transformative change [24]. 

The journey doesn't end here but propels us forward, 

navigating the future where UAVs play a central role 

in unlocking unprecedented insights and efficiencies 

in the world of data mining. 

 

7. Acknowledgement 

 

This work was funded by Universiti Malaysia 

Perlis (UniMAP) under the Commercialization grant, 

9001-00751.  

 

References  
1. h. Yao, R. Qin, And X. Chen, Unmanned Aerial 

Vehicle for Remote Sensing Applications—A 

Review, Remote Sens. (Basel), Vol. 11(12), 2019, 

pp. 1443.  

2. n. Bayomi and J. E. Fernandez, Eyes in The Sky: 

Drones Applications in The Built Environment 

Under Climate Change Challenges, Drones, Vol. 

7(10), 2023, pp. 637. 

3. d. Giordan Et Al., The Use of Unmanned Aerial 

Vehicles (UAVs) For Engineering Geology 

Applications, Bull. Eng. Geol. Environ., Vol. 79(7), 

2020, pp. 3437–3481.  

4. z. Zhang and L. Zhu, A Review on Unmanned 

Aerial Vehicle Remote Sensing: Platforms, Sensors, 

Data Processing Methods, And Applications, 

Drones, Vol. 7(6), 2023, pp. 398. 

5. w. Alawad, N. B. Halima, And L. Aziz, An 

Unmanned Aerial Vehicle (UAV) System for 

Disaster and Crisis Management in Smart Cities, 

Electronics (Basel), Vol. 12(4), 2023, pp. 1051.  

6. h.-W. Choi, H.-J. Kim, S.-K. Kim, And W. S. Na, An 

Overview of Drone Applications in The 

Construction Industry, Drones, Vol. 7(8), 2023, pp. 

515.  

7. l. Gao and Z. Liu, Unraveling the Multifaceted 

Nexus of Artificial Intelligence Sports and User 

Willingness: A Focus on Technology Readiness, 

Perceived Usefulness, And Green Consciousness, 

Sustainability, Vol. 15(18), 2023, pp. 13961.  

8. S. A. H. Mohsan, N. Q. H. Othman, Y. Li, M. H. 

Alsharif, And M. A. Khan, 2023 Unmanned Aerial 

Vehicles (Uavs): Practical Aspects, Applications, 

Open Challenges, Security Issues, And Future 

Trends, Intell. Serv. Robot.  

9. a. Raghunatha, P. Thollander, And S. Barthel, 

Addressing the Emergence of Drones – A Policy 

Development Framework for Regional Drone 

Transportation Systems, Transp. Res. Interdiscip. 

Perspect., Vol. 18(100795), 2023, pp. 100795.  

10. m. A. Azizan Et Al., The Effectiveness of Highway 

Information Modeling in Kuala Perlis - Changlun 

Roadway, 2020 In 2nd International Conference on 

Materials Engineering & Science (IConMEAS 2019).  

11. e. Fakhraian, I. Semanjski, S. Semanjski, And E.-H. 

Aghezzaf, Towards Safe And Efficient Unmanned 

Aircraft System Operations: Literature Review Of 

Digital Twins’ Applications And European Union 

709



 
Drones and Data: 

©The 2024 International Conference on Artificial Life and Robotics (ICAROB2024), J:COM HorutoHall, Oita, Japan, 2024 

Regulatory Compliance, Drones, Vol. 7(7), 2023, pp. 

478.  

12. k. Al-Dosari And N. Fetais, A New Shift In 

Implementing Unmanned Aerial Vehicles (Uavs) In 

The Safety And Security Of Smart Cities: A 

Systematic Literature Review, Safety (Basel), Vol. 

9(3), 2023, pp. 64.  

13. k. Al-Dosari, A. M. Deif, M. Kucukvar, N. Onat, 

And N. Fetais, Security Supply Chain Using Uavs: 

Validation and Development of a Uav-Based Model 

for Qatar’s Mega Sporting Events, Drones, Vol. 7(9), 

2023, pp. 555.  

14. j. Matsimbe, W. Mdolo, C. Kapachika, I. Musonda, 

And M. Dinka, Comparative Utilization of Drone 

Technology Vs. Traditional Methods in Open Pit 

Stockpile Volumetric Computation: A Case of Njuli 

Quarry, Malawi, Front. Built Environ., Vol. 8, 2022.  

15. k. Gunaratne, A. Thibbotuwawa, A. E. Vasegaard, P. 

Nielsen, And H. N. Perera, Unmanned Aerial 

Vehicle Adaptation to Facilitate Healthcare Supply 

Chains in Low-Income Countries, Drones, Vol. 

6(11), 2022, pp. 321.  

16. h. J. Hadi, Y. Cao, K. U. Nisa, A. M. Jamil, And Q. 

Ni, A Comprehensive Survey on Security, Privacy 

Issues and Emerging Defence Technologies for 

UAVs, J. Netw. Comput. Appl., Vol. 213(103607), 

2023, pp. 103607.  

17. u. Tariq, I. Ahmed, A. K. Bashir, And K. Shaukat, A 

Critical Cybersecurity Analysis and Future Research 

Directions for The Internet of Things: A 

Comprehensive Review, Sensors (Basel), Vol. 23(8), 

2023, pp. 4117.  

18. n.-A. Perifanis And F. Kitsios, Investigating the 

Influence of Artificial Intelligence on Business 

Value in The Digital Era of Strategy: A Literature 

Review, Information (Basel), Vol. 14(2), 2023, pp. 

85.  

19. S. A. H. Mohsan, N. Q. H. Othman, Y. Li, M. H. 

Alsharif, and M. A. Khan, Unmanned Aerial 

Vehicles (UAVs): Practical Aspects, Applications, 

Open Challenges, Security Issues, And Future 

Trends, Intell. Serv. Robot, 2023.  

20. L. Li, Reskilling and Upskilling the Future-Ready 

Workforce for Industry 4.0 And Beyond, Inf. Syst. 

Front., 2022.  

21. a. M. Muhmad Kamarulzaman, W. S. Wan Mohd 

Jaafar, M. N. Mohd Said, S. N. M. Saad, And M. 

Mohan, Uav Implementations in Urban Planning and 

Related Sectors of Rapidly Developing Nations: A 

Review and Future Perspectives for Malaysia, 

Remote Sens. (Basel), Vol. 15(11), 2023, pp. 2845.  

22. b. Aydin, Public Acceptance of Drones: Knowledge, 

Attitudes, And Practice, Technol. Soc., Vol. 

59(101180), 2019, pp. 101180.  

23. f. Nex Et Al., Uav in The Advent of The Twenties: 

Where We Stand and What Is Next, Isprs J. 

Photogramm. Remote Sens., Vol. 184, 2022, pp. 

215–242.  

24. h. Desa, M. Azizi Bin Azizan, M. S. A. Khadir, M. 

S. Suhaimi, N. Z. Ramli, And Z. Hat, Feasibility 

Study of UAV Implementation in Route Surveying, 

J. Robot. Netw. Artif. Life, 2019. 

 

Authors Introduction 

 

 

 

Dr. Muhammad Azizi Bin Azizan 

He received his PhD in Civil 

Engineering from the Universiti 

Malaysia Perlis. He is currently a 

Senior Lecturer in the same 

institution. He is Head of Project 

Integration & Management (PIM) at 

Centre of Excellence for Unmanned 

Aerial System (COE-UAS), 

Universiti Malaysia Perlis. 
 

 

Dr. Nurfadzillah Binti Ishak 

She received her PhD in Building 

Engineering from the Universiti 

Malaysia Perlis. She is currently a 

Senior Lecturer in the same institution. 

She is Head of Built Environment 

Intelligent (BELL) at Centre of 

Excellence for Unmanned Aerial 

System (COE-UAS), Universiti 

Malaysia Perlis. 

 

Dr. Hazry Bin Desa 

He obtained his PhD in Materials 

Science and Production Engineering 

(Robotics) from Oita University and 

currently holds the position as a Head 

at the Centre of Excellence for 

Unmanned Aerial Systems (COE-

UAS) at Universiti Malaysia Perlis 

(UniMAP). 

710

Powered by TCPDF (www.tcpdf.org)

http://www.tcpdf.org


 

©The 2024 International Conference on Artificial Life and Robotics (ICAROB2024), J:COM HorutoHall, Oita, Japan, 2024 

Development of Variable Arm to Control the Manoeuvrability of Quadrotor 

Lim Yi Hong, Hazry Desa, Muhammad Azizi Azizan 

Centre of Excellence for Unmanned Aerial Systems (COE-UAS), Universiti Malaysia Perlis, Block E, Pusat Perniagaan 

Pengkalan Jaya, Jalan Kangar – Alor Setar, 01000 Kangar, Perlis, Malaysia. 

Muhammad Hassan Tanveer 

Department of Robotics and Mechatronics Engineering, Kennesaw State University, Marietta, GA, 30067, USA.  

 

Email: hazry@unimap.edu.my 

www.unimap.edu.my 

 

 

Abstract 

This paper introduces the concept of a variable arm for a quadrotor which is able to perform the manoeuvrability of 

the quadrotor by changing the arm length’s. The variation in arm’s length affects the bending moment generated by 

the thrust force, resulting in the tilting and movement of the quadrotor. The primary goal of this project is to develop 

a quadrotor with an adjustable arm length to control its manoeuvrability effectively, thus minimizing the need for 

additional thrust force during flight control. The study focuses on designing a quadrotor with the capability to extend 

or retract its arms. The proposed concept relies on altering the bending moment through the variable arm to control 

the quadrotor's manoeuvrability. A quadrotor equipped with a variable arm was successfully designed and tested, with 

its performance evaluated in executing agile maneuvers. The experiment demonstrated that the variable arm induced 

body rotation in the quadrotor, effectively regulating its manoeuvrability and the study validates the potential of the 

variable arm approach for controlling quadrotor movement. 
 

Keywords: N Retract, Control, Agile maneuvers, Body rotation, Performance evaluation, Validation. 

 

1. Introduction 

The quadrotor's working principle can be elucidated 

through Newton's Third Law of Motion, which states that 

every action has an equal and opposite reaction [1]. When 

the quadrotor's motor rotates the propeller, it generates a 

downward force on the air, a phenomenon explained by 

Bernoulli's Principle [2]. In a standard quadrotor, 

different motor speeds in the four motors allow for thrust 

generation, enabling precise control of the quadrotor's 

movements [3]. As the size and weight increase, greater 

thrust must be produced to lift the quadrotor effectively 

[4]. Typically, achieving this entails designing the 

quadrotor with higher-speed motors or larger propellers 

to generate the necessary thrust to counter the quadrotor's 

weight [5]. Consequently, this results in higher current 

consumption and increased power usage, leading to 

reduced flight endurance [6]. In this context, designing 

the quadrotor using conventional methods can be both 

costly and inefficient [7]. This project proposes a variable 

arm approach to control the quadrotor, utilizing different 

arm lengths to regulate its manoeuvrability [8]. 

     The research on variable arm-controlled quadrotors 

draws on a foundation of related work in the fields of 

sensor networks, IoT applications, and intelligent 

systems. Kousik et al. leveraged a hybrid Convolution 

Recurrent Neural Network for improved salient object 

detection [9], showcasing advancements in intelligent 

systems. Singanamalla et al. addressed reliability and 

energy efficiency in emergency transmission within 

wireless sensor networks [10], contributing to the broader 

context of networked systems. Alzubi et al. conducted a 

survey on specific IoT applications, providing insights 

into the diverse applications of IoT across various 

domains [11]. Furthermore, Kallam et al. explored low-

energy aware communication processes in IoT through a 

green computing approach [12], aligning with the focus 

on energy efficiency in the development of the variable 

arm-controlled quadrotor. Suresh et al. proposed an 

energy-efficient mechanism for leveraging IoT [13], 

setting the stage for considerations related to energy 

efficiency in unmanned aerial systems. Mekala et al. 

presented a computational intelligent sensor-rank 

consolidation approach for the industrial Internet of 

Things (IIoT) [14], providing valuable insights into 

intelligent systems applied to industrial contexts. 

Additionally, Reddy et al. focused on smart assistance for 

elderly individuals in emergency situations using IoT 

[15], showcasing the potential applications of intelligent 

systems in healthcare scenarios. Collectively, these 

works contribute to the foundation of knowledge 

necessary for understanding and advancing the 

development of innovative systems, such as the variable 

arm-controlled quadrotor presented in the current paper. 
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2. Materials and Methods 

The quadrotor, depicted in Fig. 1, is designed in the form 

of a variable arm quadrotor, comprising 10 essential 

components. These components include the Arduino 

Mega, serving as the microcontroller, an ESC controller 

responsible for regulating the RPM of the brushless DC 

motor, the MDD3A driver for controlling the electric 

actuator's movement, and an MPU 6050 sensor located at 

the quadrotor's center to detect its acceleration and 

rotation. Additionally, there are two sets of variable arms 

and fixed arms, a LiPo Battery for power supply, an 

A2212 2200KV brushless DC motor, and a base frame. 

Specifically, the variable arm is engineered as an electric 

actuator with a linear guide and designed to securely hold 

the brushless DC motor. 

 

 
 

Fig. 1. Variable arm quadrotor. 

 

3. Conceptual Modelling 

The standard quadrotor achieves manoeuvrability by 

adjusting its speed to generate varying thrusts. The 

quadrotor's design follows a plus configuration, which 

offers simplicity in both calculation and analysis 

compared to the cross configuration. Hence, the 

calculations are conducted with two propellers while 

assuming the other two propellers remain constant. In Fig. 

2, a free-body diagram illustrates both the normal 

quadrotor and the variable arm quadrotor, showcasing the 

relationship between angle, acceleration, and the 

difference in thrust production with various arm lengths. 

Fig. 2(a) displays the normal quadrotor, controlled by 

different thrust forces, while Fig. 2(b) demonstrates the 

variable arm quadrotor, which relies on adjusting the arm 

length for control. 

𝑊 = 𝐿 𝑐𝑜𝑠(𝐴𝑛𝑔𝑙𝑒) + 𝑅 𝑐𝑜𝑠(𝐴𝑛𝑔𝑙𝑒) = 3𝐿𝑦 + 𝑅𝑦    (1) 

𝐹 = 𝑚𝑎                                         (2) 

     Based on Fig. 2, the quadrotor weighs 1.94 kg, and 

each arm requires a thrust force of 4.76 N to maintain 

equilibrium. By assuming that only one thrust is changed 

while the other three remain constant, Eq. (1) can be 

utilized to determine the force R required for the 

quadrotor to attain a specific angle. The acceleration 

generated by Eq. (2) is depicted in Fig. 3(a) while Fig. 

3(b) illustrates the vertical force produced by both 

constant thrust (𝐿𝑦) and the changed thrust (𝑅𝑦). 

 

 

(a) 

 

(b) 
Fig. 2. Free body diagram for (a) normal quadrotor 

and (b) variable arm quadrotor. 
 

 
(a) 

 
(b) 

Fig. 3. (a) The acceleration and (b) changes of vertical 

force. 

 

     When the angle increases, the constant thrust 

generates less vertical force. Therefore, to achieve 

equilibrium for the quadrotor, the changed thrust should 

be increased to enhance the vertical force produced. 
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Additionally, this will result in a bending moment, as 

shown in Fig. 4(a), where the constant length of 200 mm 

is used in Eq. (3). 

𝑀 = 𝐹𝐿                                                                   (3) 

Based on the bending moment in  Fig. 4(a), the 

concept of a variable arm is introduced, as demonstrated 

in Fig. 2(b). In this configuration, the quadrotor can be 

adjusted in angle by modifying the variable arm. When 

keeping the thrust constant, altering the length of the 

thrust from the quadrotor's center affects the bending 

moment, as indicated by Eq. (3). 

By maintaining L1 and constant thrust S, the bending 

moment on the quadrotor can be made equivalent to that 

in Fig. 4(a) by adjusting the length of L2, as shown in Fig. 

4(b). Consequently, increasing the length will lead to a 

higher bending moment. 

 

 
(a) 

 

 
(b) 

Fig. 4. Bending moment with (a) different thrust and (b) 

different length. 

4. Result and Discussion 

Based on the previous conceptual modeling, a prototype 

was developed to observe and gather data regarding the 

quadrotor's movement with varying arm lengths. The 

quadrotor is secured by a gripper and positioned in a way 

that allows testing for rotation and acceleration. To 

measure these parameters, an MPU6050 sensor is utilized, 

providing data along the X, Y, and Z axes. 

The quadrotor's design consists of 2 variable arms and 

2 fixed arms. Consequently, altering the length of the 

variable arm causes the quadrotor to rotate along one axis 

and move along another. Specifically, the quadrotor 

rotates on the Y axis to move along the X axis. 

Additionally, data from other axes are used to assess the 

stability and functionality of the variable arm. 

 

 
Fig. 5. Input signal and movement of the variable arm. 

 

To control the extension or retraction of the variable 

arm, a signal is sent from the Arduino Mega 

microcontroller to the MDD3A driver. Fig. 5 illustrates 

the input signal for extending the variable arm. The 

positive values indicate forward movement, while 

negative values indicate backward movement. The 

electric actuator's extension speed is set at 8 mm/s with a 

30 mm stroke length. By incorporating program delay 

time, the extension length of the variable arm can be 

precisely controlled. 

For data collection, the variable arm is extended to 

different lengths (8 mm, 16 mm, 24 mm, and 30 mm) and 

held for a few seconds at each length to gather relevant 

information. The entire extension cycle takes 

approximately 88 seconds. 

4.1. With Constant Thrust Force 

Fig. 6 and Fig. 7 demonstrate that as the arm length 

increases, the rotation and acceleration of the quadrotor 

also increase. However, it is evident that the relationship 

between extension length and these variables is not linear. 

To address this, a simplified graph for Fig. 6(b) and Fig. 

7(b) was created, selecting the second highest positive 

value or lowest negative value to minimize the influence 

of noise from Fig. 6(a) and Fig. 7(a). 

 

 
(a) 
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(b) 

Fig. 6. (a) Acceleration on X axis for dataset 1 (Ax1) & 

dataset 2 (Ax2) and (b) simplify data for acceleration on 

X axis for dataset 1 (Ax1) & dataset 2 (Ax2). 

 

 
(a) 

 

 

 

 

 
(b) 

Fig. 7. (a) Rotation on Y axis for dataset 1 (Ry1) & 

dataset 2 (Ry2) and (b) simplify data for rotation on Y 

axis for dataset 1 (Ry1) & dataset 2 (Ry2). 

 

On the other hand, Fig. 8 and Fig. 9 display readings 

for Ax, Az, Rx, and Rz, but with considerable noise. 

Observing the graphs, most of the data for Ax, Az, Rx, 

and Rz falls within a range of values from 3 to -3, 5 to 15, 

0.2 to -0.2, and 0.15 to -0.15, respectively. However, 

there is a significant amount of data that exceeds these 

ranges, indicating an unstable condition for the quadrotor. 

This instability could be attributed to various factors such 

as environmental conditions like surrounding air flows, 

unstable signals from the microcontroller, inconsistent 

power supply, and the accuracy and sensitivity of the 

sensor being used. 

 

 
(a) 

(b) 

Fig. 8. (a) Acceleration on Y axis for dataset 1 (Ay1) & 

dataset 2 (Ay2) and (b) rotation on X axis for dataset 1 

(Rx1) & dataset 2 (Rx2). 

 

 

 
(a) 

(b) 

Fig. 9. (a) Acceleration on Z axis for dataset 1 (Az1) & 

dataset 2 (Az2) and (b) rotation for Z axis for dataset1 

(Rz1) & dataset 2 (Rz2). 

4.2. With Variable Thrust Force 

 
     The variable thrust force incorporates a 

straightforward program for regulating the RPM of 

brushless DC motors, utilizing the range established from 

earlier findings. During quadrotor operation, the craft is 

tilted at an angle to facilitate movement, and thus, the Rx, 

Rz, and Az ranges are utilized, with Ax being disregarded. 

Az comes into play to ensure the quadrotor remains in an 

equilibrium state and maintains its position. 
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Consequently, this approach has the potential to reduce 

noise and enhance the quadrotor's overall stability.  

 

 
(a) 

 

(b) 

Fig. 10. (a) Acceleration on X axis for dataset 3 (Ax3) & 

dataset 4 (Ax4) and (b) simplify data for acceleration on 

X axis for dataset 3 (Ax3) & dataset 4 (Ax4). 

 

 
(a) 

(b) 

Fig. 11. (a) Rotation of Y axis for dataset 3 (Ry3) & 

dataset 4 (Ry4) and (b) simplify data for rotation on Y 

axis for dataset 3 (Ry3) & dataset 4 (Ry4). 

 

In Fig. 10 and Fig. 11, as the variable arm length 

increases, both rotation and acceleration also experience 

a corresponding increase. To create a simplified 

representation, we referred to the movement depicted in 

Fig. 5 and extracted the second-highest positive value or 

lowest negative value for Fig 10(b) and Fig. 11(b). This 

approach helps mitigate any potential noise influence 

from Fig. 10(a) and Fig. 11(a) on the graphs. 

 

 
(a) 

(b) 

Fig. 12. (a) Acceleration on Y axis for dataset 3 (Ay3) & 

dataset 4 (Ay4) and (b) rotation on X axis for dataset 3 

(Rx3) & dataset 4 (Rx4). 

 

 
(a) 

(b) 

Fig. 13. Acceleration on Z axis for dataset 3 (Az3) & 

dataset 4 (Az4) and (b) rotation on Z axis for dataset 3 

(Rz3) & dataset 4 (Rz4). 
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(a) 

 

(b) 

Fig. 14. Frequency signal to brushless dc motor for (a) 

dataset 3 and (b) dataset 4. 

 

     In Fig. 12 and Fig. 13, the presented results still 

exhibit some degree of noise. However, upon comparison 

with the outcomes from the previous section, it becomes 

evident that the quadrotor demonstrates enhanced 

stability and balance. Fig. 14 illustrates that the frequency 

signal sent to the motor undergoes alterations in a random 

pattern, without showing any discernible relationship to 

changes in the variable arm. 

5. Conclusion 

In this project, a quadrotor with a variable arm length was 

constructed. The variable arm is used to control the 

manoeuvrability of the quadrotor. Data were collected in 

four sets, consisting of two with constant thrust force and 

two with variable thrust force. The analysis of the 

constant thrust force data indicated that the quadrotor 

exhibited instability, likely resulting from factors such as 

surrounding airflow, an unstable signal from the 

microcontroller, and fluctuations in the power supply. To 

address these issues, a variable thrust force was 

implemented to minimize noise and stabilize the 

quadrotor. The results displayed a clear linear 

relationship between the variable arm length and the 

rotation and acceleration of the quadrotor. As the arm 

length increased, both the rotation and acceleration of the 

quadrotor also increased. Additionally, the findings 

revealed that extending the variable arm eliminated the 

need for extra thrust force, enabling the motor to fully 

utilize its capacity in carrying the payload. The graphs 

further indicated some noise variation, potentially caused 

by vibrations in the brushless DC motor. In conclusion, a 

concept utilizing an electric actuator and linear guide for 

the variable arm was introduced, proving suitable for 

enhancing the manoeuvrability of the quadrotor by 

adjusting the arm length. 
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Abstract 

This paper introduces a smart water meter that utilizes the capabilities of the Internet of Things (IoT) to automate the 

collection of meter readings. The primary goal of this project is to create an IoT-based device for reading water meters, 

while simultaneously developing a compatible mobile application. Instead of relying on manual meter reading, which 

requires human effort, this project proposes the use of an IoT-enabled water meter to collect the data automatically. 

The device employs a camera and Convolutional Neural Network (CNN) for image processing, making it easy to 

detect the meter reading accurately. The IoT system architecture involves the use of an ESP32 CAM for data collection, 

a laptop as a gateway, and the Message Queuing Telemetry Transport (MQTT) protocol for data transfer. The 

collected data is stored in Firebase's real-time database, and the mobile application is designed to monitor and analyze 

the data. A functional prototype of the device is constructed and tested in a housing area. The collected data is then 

monitored through the developed mobile application. Lastly, the data is analyzed to assess the suitability of the 

proposed method, and recommendations for future improvements are provided. 

Keywords: IoT, Neural Network, Smart Water Management, Message Queuing system. 

 

1. Introduction 

Water consumption is currently in high demand and has 

been increasing due to population growth. Insufficient 

water management capacity, unstructured management, 

and the adverse effects of urbanization contribute to water 

shortages [1], [2], [3]. Particularly in residential areas, 

households consume a significant amount of water daily 

[4], [5]. This excessive consumption, exceeding the 

available water supply, raises concerns about future water 

shortages. Lack of public awareness, a significant 

percentage of non-revenue water, inefficient water 

demand management, and low water tariffs are generally 

recognized as the main causes of excessive water usage 

[6]. Excessive water consumption is also attributed to 

water losses. To address this issue, the water balance 

needs to be calculated, distinguishing between revenue 

water and non-revenue water. Unbilled permitted use and 

water losses are further categorized into apparent losses, 

which include customer meter errors and unauthorized 

use, and true losses, such as leaks in mains, service 

connections, and storage tanks [7]. 

Traditionally, water meters have been used for 

invoicing water consumption, and manual meter reading 

is the prevailing method. However, this approach requires 

a significant workforce and is prone to errors that can 

harm water companies. Moreover, manual meter reading 

often necessitates entering indoor premises, adding to the 

challenges faced by users and hindering daily operations 

[8]. Mechanical water meters, while reliable and 

affordable, do not allow for automatic or real-time 

monitoring of water usage. Consequently, water 

management companies have relied solely on them, 

despite the labor-intensive, time-consuming, and error-
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prone nature of the process [8]. The market is gradually 

shifting towards smart meter reading methods, which 

eliminate the need for manual reading. This transition 

began in industrialized Western countries, with the United 

States leading the adoption of smart meter reading 

technology in the 1980s [9]. 

The automated collection and analysis of meter data 

are facilitated by smart water metering (SWM) systems, 

which incorporate various technologies. Customers can 

access their water usage data through online platforms 

such as websites or mobile applications, allowing them to 

manage their daily water usage more efficiently. Smart 

metering improves operations by reducing costs 

associated with operation and maintenance, per capita 

usage, waste, and leaks. Key benefits include monitoring 

water flow, distribution, and consumption, improving 

access to clean and safe water, enabling frequent or real-

time access to water consumption information and billing, 

reducing the need for manual meter reading, enhancing 

leak and fraud detection, and improving data collection 

accuracy [10]. 

2. Methodology 

2.1. Hardware Requirement 

The primary microcontroller employed in this project is 

the ESP32 Cam, which runs the main program. The 

program code is uploaded to the microcontroller using a 

programming software platform. Additionally, an SD 

card is utilized to expand the memory capacity, enabling 

the installation of the program, and recording of collected 

data. The camera module, a crucial component, is 

connected to the microcontroller and serves the purpose 

of monitoring the water meter by capturing images of the 

meter reading as shown in Fig. 1. 

 

 

Fig. 1. The construction of a smart water meter featuring 

a display with white and red backgrounds. 

2.2.  Image Processing 

The image processing algorithm used in this project has 

been modified from an open-source codebase originally 

created by Jomjol [11]. When an image is captured, it is 

sent to a web server for processing. On the server, the 

image alignment is adjusted to a specific orientation to 

facilitate smooth text recognition. Image segmentation 

can also be fine-tuned within a certain range to accurately 

detect numbers within the image. Additionally, artificial 

intelligence has been integrated into the image processing 

algorithm. By employing a Convolutional Neural 

Network (CNN) and training it with various types of 

water meter images, the accuracy of number recognition 

has significantly improved. The introduction of AI has 

enabled the microcontroller to perform data computation 

at the edge, rather than relying on cloud computing. This 

approach minimizes delays in obtaining data. Instead of 

waiting for data to be processed in the cloud, the 

microcontroller can analyze the information locally, 

resulting in real-time or near-real-time data processing. 

2.3. Data Transfer 

The image processing software developed by Jomjol 

utilizes MQTT to transfer data. The configuration for 

MQTT can be pre-set within the web server [11]. In this 

project, the microcontroller remains powered on for 24 

hours, and data is collected at 30-minute intervals. To 

facilitate data transfer using the MQTT protocol, an 

MQTT broker must be installed on a device to host the 

server. In this case, the Aedes broker was chosen due to 

its easy installation process. Additionally, the Aedes 

broker is compatible with Node-Red, a programming tool 

used for sending data to Firebase. With some coding, the 

microcontroller can function as an MQTT publisher, 

responsible for publishing data on a specific topic. The 

Aedes broker then manages the published message and 

alerts subscribers who have subscribed to the same topic. 

In this scenario, the published message refers to the 

processed data, while the laptop acts as a subscriber, 

having Node-Red installed to receive the data. As a result, 

the microcontroller can establish communication with the 

laptop for data transfer. Leveraging the capabilities of 

Node-Red, the data can be further transmitted and stored 

in the real-time database of Firebase. 

2.4. Cloud 

For data transfer via MQTT, a connectivity platform is 

required, and in this case, a laptop is utilized as the 

gateway. The laptop acts as an intermediary, receiving 

data from the microcontroller and sending it to the cloud. 

Facilitating this communication is Node-Red, which has 

been installed on the laptop. All the data transmitted by 

the microcontroller is written into the Firebase real-time 

database. This includes the initial water meter reading as 

well as the most recent reading, along with timestamps 

indicating when the data was captured. The presence of 

data stored in the Firebase real-time database is 

considered a successful transfer of data from the 

microcontroller to the cloud at this stage. This mechanism 

Water Meter with White and 

Red Background 
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aligns with the cloud and network aspects in the 

architecture of IoT. 

2.5. Application 

The final component of the IoT architecture involves 

application and data analysis. In terms of application, 

users can access the water meter data through a dedicated 

app from anywhere, as long as they are connected to a Wi-

Fi network. Achieving this functionality involves 

synchronizing the database with the developed mobile 

application. Additionally, the app has the capability to 

generate a bill based on the collected data. 

2.6. Flowchart 

 
Fig. 2. Smart water meter system flowchart. 

 

This paper proposes a method for obtaining water meter 

readings through a smart water meter system. To initiate 

the system, the microcontroller is powered on using a 5V 

DC power supply, enabling it to connect to a Wi-Fi 

network. Once a stable Wi-Fi connection is established, 

the program is designed to connect to the MQTT broker 

as a client. Once all connections are established, the 

microcontroller is ready to commence its operations. 

The camera captures the first photo of the water meter 

immediately upon activation, with the triggering interval 

set to every 30 minutes. The captured image is then 

uploaded to a web server for further processing, aimed at 

extracting the data from the image. The text recognition 

process concludes by sending the detected value to the 

database via a tool called Node-Red. 

The mobile application serves as a means for 

consumers to retrieve and monitor data from the cloud. It 

allows them to access the water meter readings and view 

them on their mobile devices. Additionally, 

administrators can utilize the app to monitor the readings 

and even send payment links to the cloud. Fig. 2 shows 

the flowcharts of the developed smart water meter system. 

2.7. Circuit Connection 

 

Fig. 3. Schematic diagram. 

Fig. 3 illustrates the schematic diagram of the Smart 

Water Meter, showcasing the essential components of the 

electronic circuit setup for this project. The ESP32 Cam 

is a highly functional microcontroller board that 

integrates a powerful ESP32 chip, along with built-in Wi-

Fi and Bluetooth capabilities. It serves as the primary 

component of the setup. Additionally, the hardware 

includes a camera module, enabling the device to stream 

video and capture high-resolution images. Furthermore, 

the microcontroller and an SD card are utilized to store 

the programmed code, offering versatile and expandable 

storage options. To enhance the lighting conditions for 

image capture, an additional LED is incorporated to 

illuminate the surroundings. 

Regarding the power supply, this project utilizes a DC 

power source. To ensure compatibility with the hardware 

components, a 5V converter is employed. Acting as a 

crucial intermediary, the converter transforms the 

incoming AC power into a reliable 5V DC supply, which 

powers the main component of the project. This 

configuration guarantees a consistent and dependable 

power source, facilitating the smooth operation of the 

hardware and efficient execution of the programmed tasks. 

 

3. Results and Discussions 

3.1. Hardware Setup 

A custom casing as shown in Fig. 4 has been designed 

specifically for the ESP32 Cam to serve as storage. This 

casing is positioned above the water meter and securely 

fixed in place using supporting pillars. This ensures that 

the captured images remain clear and avoid any blurring 

or distortion. 
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Fig. 4. Device casing - front view. 

3.2. Mobile Application 

A mobile application has been developed with various 

functionalities, including the ability to scan the Smart 

Water Meter to establish a connection with the app. It 

enables users to monitor their water consumption and 

generates bills based on their usage. The usage page 

provides insights into the user's water consumption, while 

the billing page generates the corresponding water bill. 

The app retrieves data directly from the connected smart 

water meter, ensuring accurate and up-to-date 

information. 

With this mobile application, users can easily track 

their latest water usage and view the associated bill to 

understand the amount they need to pay. This 

functionality promotes increased awareness of current 

water consumption, leading to potential cost savings. By 

being more mindful of their water usage, users can 

effectively manage their consumption and make informed 

decisions to optimize their expenses. Fig. 5 illustrates the 

display of information in the developed app, specifically 

showcasing water usage details and the current usage bill. 

This information can be accessed within the app and has 

the capability to be printed for reference or 

documentation purposes. 

 

 

 

 

 

 
(a) 

 

 
(b) 

Fig. 5. (a) Water usage page and (b) water bill page. 

3.3. Data Analysis 

Thorough analysis and discussion are conducted on the 

collected data, considering the output results. This data is 

obtained using the smart water meter device to retrieve 

the meter reading. All the collected data is extracted into 

an excel file to generate a graph for visualization as 

shown in Fig. 6. The blue line represents the value 

obtained after image processing, while the orange line 

represents the actual reading recorded from the captured 

image of the water meter. 

Fig. 6 reveals the presence of spikes in the graph, 

indicating instances where the image processing detected 

false numbers from the water meter images. The primary 

cause of this issue is likely attributed to variations in the 

lighting conditions during image capture. The most 

common error occurs when detecting the last 3-digit 

number on the meter. Within the collected data, a cluster 

of errors is observed in the middle portion. This is 

attributed to a specific number repeatedly reading 

inaccurately, leading to the appearance of multiple spikes. 

However, as the dial turns to a different number, the errors 

diminish, resulting in fewer spikes toward the end of the 

data. 
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Another factor contributing to the occurrence of 

spikes is the presence of different background colors for 

the digits, specifically the red color shown in Fig. 1. The 

AI model used for the project was trained on images with 

a white background, which impacts the accuracy of the 

model and prevents it from reaching the desired level of 

performance. 

 
Fig. 6. Comparison of manual water meter actual 

reading between reading detected by the camera using 

image processing technique. 

3.4. Data Accuracy 

The spike in Fig. 6 may happen due to the different 

background color of the digits which is red color. The 

accuracy is only 3.33% for the device detecting all 8-digit 

numbers on the water meter. By reducing the last digit 

number with the red background, the accuracy has 

increased significantly to 53.33%. It is proved that the AI 

model can detect all the digits with white background as 

the accuracy for the first 5 digits is 100% accurate. The 

AI model is not trained with red background digit 

numbers, hence the accuracy for detecting the meter 

reading is not that high. Therefore, this explains the 

accuracy result in Fig. 7 that this AI model used has a low 

accuracy for detecting the meter digit number with red 

background. 

 
Fig. 7. White and red background effects on water scale 

meter accuracy. 

4. Conclusion 

Based on the aforementioned results, the system operates 

smoothly without encountering any critical errors, despite 

the detected data not being highly accurate. The accuracy 

of the data primarily depends on the AI model utilized for 

image processing. This discrepancy arises because the AI 

model was trained on a different type of water meter, 

distinct from the one employed in this project. Without 

proper training, the model's accuracy may be 

compromised. Nonetheless, the overall performance of 

the AI model is commendable, as it accurately identifies 

digits with a white background, exhibiting significantly 

higher accuracy than those with a red background. Thus, 

it can be concluded that a properly trained dataset greatly 

enhances accuracy. Utilizing the collected data enables us 

to ascertain the daily water usage for each household. By 

leveraging this data, predictions can be made to determine 

the water consumption in different areas, alerting the 

water supply company accordingly. This valuable 

information empowers the company to identify areas 

requiring additional water supply, ensuring residents do 

not face water shortages. Over time, as more data is 

gathered, the predictive capabilities of the system 

improve, resulting in more accurate forecasts. In 

summary, this IoT-based metering device resolves the 

issue of manpower required for water meter data 

collection while also offering long-term cost savings. 

5. Future Recommendation 

For the future implementation of this smart water meter 

system, there is a need to enhance the design of the device 

casing. The design should prioritize reliability and adhere 

to sound design principles. Additionally, the issue of 

sunlight penetration during the daytime must be 

addressed by reimagining the casing product. 

Furthermore, to address the common problem faced by all 

electronic devices, a comprehensive plan for sustainable 

energy usage in the power supply is necessary. 

Additionally, to improve the accuracy of the system, 

alternative algorithms can be explored and employed in 

conjunction with the AI model. Lastly, the mobile 

application can be enriched with additional features to 

enhance user experience. For example, incorporating a 

water leak detection feature would enable users to receive 

alerts regarding the condition of their pipes. Moreover, 

the billing system can be enhanced by expanding the 

range of payment methods, allowing for convenient 

online payments and improving user-friendliness. 
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Abstract 

This research employs object detection and instance segmentation algorithms to distinguish between objects and 

backgrounds and to interpret the detected objects. The YOLOV8 (You Only Look Once) framework and COCO 

dataset are utilized for detecting and interpreting the objects. Additionally, the accuracy of detection, segmentation, 

and interpretation is tested by placing objects at various distances from the camera. The algorithm's performance was 

evaluated, and the results were documented. In the experiments, a sample of 11 objects was tested, and 8 of them 

were successfully detected at distances of 45cm, 75cm, 105cm, and 135cm. For instance, segmentation, segmentation 

maps appeared clean when detecting a single object but faced challenges when multiple objects overlapped. 

Keywords: Image Processing YoloV8, COCO, Segmentation, Object detection. 

 

 

1. Introduction 

Traditional methods in object detection rely on hand-

crafted features and rules to identify and categorize 

objects, whereas machine learning-based approaches 

involve algorithms trained on extensive labeled image 

datasets. Notably, machine learning-based methods offer 

the advantage of handling complex and diverse 

environments by learning and adapting to new data [1]. 

However, they can be computationally demanding and 

require substantial labeled data for training. In the past 

few years, there have been notable strides in object 

detection algorithms, especially with the rise of deep 

learning-centered methods that have demonstrated 

cutting-edge capabilities on a variety of benchmarks. 

These methods utilize neural networks to learn features 

and classify objects, successfully finding applications in 

various domains [2], [3]. Nevertheless, prevailing 

monitoring systems might exhibit limited adaptability in 

computer vision, leading to difficulties in accurately 

detecting and classifying objects or features within 

visually intricate settings, including those characterized 

by low illumination, high contrast, or complex 

backgrounds [4]. Furthermore, current monitoring setups 

often heavily rely on human operators to analyze images 

and spot potential issues [5]. This manual procedure can 

be time-intensive and prone to errors, as human operators 

might encounter challenges in consistently and precisely 

interpreting images or detecting subtle anomalies [4]. To 

confront these challenges, this project introduces an 

object detection and self-interpreting application 

designed to augment monitoring systems. 

2. Related Work  

The research landscape in computer vision and deep 

learning has witnessed significant advancements in 

recent years, particularly in the domain of object 

detection and segmentation. Notably, Kousik et al. 

proposed a hybrid Convolution Recurrent Neural 

Network for improved salient object detection [9]. 

Additionally, Mekala et al. introduced a Deep 

Reinforcement Learning (DRL) based 4-r Computation 

Model for Object Detection on Roadside Units (RSU) 

using LiDAR on the Internet of Things (IoT) context [10]. 

Deep learning and image processing techniques for 

cancer diagnosis were effectively employed by Prassanna 

et al. [11], while Ghantasala et al. focused on texture 

recognition and image smoothing for microcalcification 
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and mass detection in abnormal regions [12]. In the 

context of the Internet of Medical Things, Manimurugan 

et al. utilized a deep belief neural network for effective 

attack detection in smart environments [13]. Furthermore, 

Natarajan et al. applied fully convolutional deep neural 

architecture for the segmentation of nuclei in 

histopathology images [14]. Lastly, Selvaraj et al. 

proposed an optimal virtual machine selection approach 

using swarm intelligence for anomaly detection [15]. 

These diverse works collectively contribute to the 

broader understanding and application of advanced 

techniques in the realm of computer vision and deep 

learning. 

3. Methodology 

Overall Object Detection and Instance Segmentation 

Segmentation is a specific type of image analysis that 

focuses on identifying individual instances of objects and 

outlining their boundaries [6]. Two essential computer 

vision tasks, semantic segmentation, and object detection 

are closely related to instance segmentation [7]. Semantic 

segmentation seeks to correctly assign the appropriate 

object category to every individual pixel present within 

an image. However, it fails to differentiate among 

separate instances of identical object classes. For instance, 

if there are three dogs in an image, semantic segmentation 

will only identify pixels belonging to one of these three 

dogs. 

Conversely, object detection involves predicting both 

the object's bounding box and its corresponding class for 

every instance of an object present in the image. However, 

it does not provide per-pixel identification for each object 

instance. Hence, object instance segmentation is notably 

more challenging than semantic segmentation and object 

detection because it seeks to both identify and label each 

object instance on a per-pixel basis [7]. 

To create a dataset, for example, one can collect 

images of cats and dogs, organizing them into two 

folders: "cats" and "dogs." Each folder should contain a 

similar number of images. In each folder, a total 80% of 

the images are allocated as training images, and the 

remaining 20% are used as test images. Annotations are 

required for the training images, involving manually 

drawing bounding boxes and segmenting the dogs or cats 

from the background. These annotations produce 

coordinates that are recorded in a blank text file, essential 

for the machine's ability to locate objects during image 

training and testing. Fig. 1 displays an example of object 

detection, with a bounding box around the Region of 

Interest (ROI), labelled with its name, and segmented 

with a coloured mask layer within the ROI, utilizing the 

COCO dataset [8]. 

 

 
Fig. 1. Object detection and instance segmentation. 

4. Results and Discussion 

4.1 Object Detection and Self-Interpreting Application 

Within Different Distance.  

To test the ability of detection and interpreting 

application, the experiment was carried out in room. 11 

objects were selected, and each object was placed in 

45cm, 75cm, 105cm and 135cm apart from the webcam. 

The results were recorded in Table 1 below. A tick 

indicates that the detection was successful, and a cross 

indicates that the detection was unsuccessful. 

 

 
(a) 

 

 
(b) 

Fig. 2. (a) Scissor at 45 cm distance and (b) scissor at 75 

cm distance from the camera. 
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(a) 

 
(b) 

Fig. 3. (a) Scissor at 105 cm distance and (b) scissor 

at 135 cm distance from the camera. 

 

Fig. 2 and Fig. 3 present examples of various 

distances captured by the webcam. The figures show a 

pair of scissors, accurately detected, and identified by the 

system. Most large objects, such as a person, cell phone, 

keyboard, and bowl, were successfully detected and 

identified. However, at distances of 105 cm and 135 cm, 

the objects like the mouse, fork, and spoon were not 

recognized. This lack of recognition was primarily due to 

object occlusion. When the fork and spoon were held at 

105 cm, the student's fingers obstructed part of the objects, 

making it challenging for the Yolo model to detect them. 

Furthermore, the webcam's resolution also impacted the 

Yolo model's detection rate. Although the webcam 

supported 1080p Full HD video quality, the output was 

compressed to 640px x 640px for smoother video 

operation. It is essential to note that this experiment was 

conducted on a CPU-only machine, resulting in 

significantly lower performance compared to using a 

GPU-supported machine. 

Instance Segmentation Within Different Distances. 

The results obtained from the YOLOV8 model for 

instance segmentation were observed and collected. 

When a single object was detected at distances of 45cm, 

75cm, 105cm, and 135cm, the segmentation maps of a 

person appeared to be clean, as evident from Fig. 2 and 

Fig. 3. However, in cases where multiple objects 

overlapped, the model encountered difficulties in 

accurate segmentation. Fig. 4 and Fig. 5 demonstrate the 

inconsistent segmentation of a keyboard at different 

distances. While the keyboard could be segmented 

successfully at 45cm when accompanied by a human, it 

failed to do so at 75cm, 195cm, and 135cm distances. 

Such limitations arise from the detection and 

segmentation networks, as overlapping objects pose 

challenges in separation and precise localization. The 

output image may look acceptable, but it merely 

represents the network's best estimation of object 

locations. When multiple objects overlap, the model may 

struggle, resulting in inaccurate bounding boxes or masks, 

which can sometimes lead to incorrect labels. 

 

 
(a) 

 

 
(b) 

Fig. 4. (a) 45 cm distance (b) 75 cm distance away from 

the camera. 

 

 
(a) 
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(b) 

Fig. 5. (a) 105 cm distance (b) 135 cm distance away 

from the camera. 

 

 

5. Conclusion 

The experiment involving object detection and a self-

interpreting system was carried out successfully, 

employing the YOLOV8 framework and the COCO 

dataset to collect the results. Out of the 11 objects that 

underwent testing, 8 of them were effectively identified 

at different distances: specifically, 45cm, 75cm, 105cm, 

and 135cm. This led to the algorithm used in the 

experiment achieving an accuracy rate of 72% in terms of 

object detection and interpretation. However, there were 

instances where 4 objects failed to be detected accurately 

at distances of 105cm and 135cm. This was attributed to 

the lower image quality at these distances. Notably, the 

segmentation maps displayed clean results when a single 

object was detected, but inconsistency in segmentation 

maps arose when multiple objects overlapped, mainly 

due to the limitations of the detection and segmentation 

network. In conclusion, while the experiment 

demonstrated promising results with a 72% accuracy in 

object detection and interpretation, challenges persisted 

in cases of poor image quality and overlapping objects, 

affecting the segmentation performance. 
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Abstract 

The motion planning algorithm of the robot arm plays an important role in the working process of the robot arm, 

especially in the complex environment, an efficient algorithm is more conducive to the robot arm to complete the 

corresponding planning task. Aiming at the problems such as low exploration efficiency and poor planning path in 

the current motion planning task of robotic arm, we propose a distance constraint mechanism. Based on 𝑅𝑅𝑇∗and 

𝐼𝑛𝑓𝑜𝑟𝑚𝑒𝑑 − 𝑅𝑅𝑇∗, the algorithm uses halton sequence to generate random points and introduces the current lowest 

cost path length. To avoid useless nodes extension. The simulation results show that the algorithm with distance 

constraint mechanism can improve the exploration efficiency and planning quality to some extent. 

Key words: mechanical arm, Motion planning, Distance constraint, Improved 𝑅𝑅𝑇∗algorithm, halton sequence

 

1. Introduction 

The robot arm has changed from the original rough 

industrial production equipment to today's multi-

disciplinary industrial automation equipment, entering all 

corners of society, showing the powerful role of the robot 

arm. At the same time, higher requirements are also put 

forward for the motion planning of the robotic arm. 

Therefore, the study of the motion planning of the robotic 

arm has important engineering value [1], [2]. 
At present, there are four main types of path planning 

methods for robotic arms: graph search-based algorithm, 

artificial potential field method, random sampling method 

and deep reinforcement learning method [3]. The 

algorithm based on graph search needs to be discretized in 

the whole planning space, so it is not suitable for the space 

with higher latitude. The artificial potential field method is 

easy to make the manipulator fall into the local minimum 

under the influence of the influence field, and the 

efficiency is greatly reduced. Methods based on deep 

reinforcement learning also have problems of poor process 

interpretability and stability [4]. 

The method based on random sampling is one of the most 

common methods for path planning of manipulators. Its 

core idea is to replace the complex actual planning space 

by the simple planning space obtained by sampling, so as 

to reduce the space complexity. the method based on 

random sampling is efficient and suitable for high-

dimensional space. Lavalle [5] proposed a classical RRT 

algorithm, which has strong exploration ability and 

probability completeness, but cannot guarantee the optimal 

solution and a large number of unnecessary waypoint 

searches. Frazzoli [6] proposed 𝑅𝑅𝑇∗  on the basis of 

RRT, which is an algorithm with asymptotic optimality. 

Compared with RRT, it adds two processes of re-selecting 

parent nodes and rewiring, Therefore, an optimal or 

suboptimal path can be found. Gammell [7] improved on 

the basis of 𝑅𝑅𝑇∗ and proposed the 𝐼𝑛𝑓𝑜𝑟𝑚𝑒𝑑 − 𝑅𝑅𝑇∗ 

algorithm. The principle is that after finding the first 

feasible solution, the subsequent sampling range is limited 

to a high-dimensional ellipsoid determined by the cost of 

the feasible solution. The convergence speed of 𝑅𝑅𝑇∗ is 

improved. 

To sum up, in order to solve the problem of low 

efficiency and too many redundant nodes in the 𝑅𝑅𝑇∗  

computing planning. In this paper, a distance constraint 

mechanism is introduced to improve 𝑅𝑅𝑇∗  and 

𝐼𝑛𝑓𝑜𝑟𝑚𝑒𝑑 − 𝑅𝑅𝑇∗, which can greatly reduce the search 

and expansion of unnecessary waypoints and plan a high-

quality path.  

2. Methodology 

2.1. Random tree growth distance constraint 

mechanism 

𝑅𝑅𝑇∗  algorithm has asymptotic optimality, but the 

random number growth in the sampling process has a 

strong blindness, thus reducing the efficiency of the 

algorithm. 𝐼𝑛𝑓𝑜𝑟𝑚𝑒𝑑 − 𝑅𝑅𝑇∗  Although the sampling 

points can be limited to an ellipse, the expansion of random 

trees within the ellipse is still blind. Therefore, this paper 

proposes a distance constraint mechanism, which 

introduces the current lowest cost path length. When the 
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random tree is extended, the minimum actual cost to reach 

the new node is calculated plus the Euclidean distance 

from the new node to the end point. If the estimated 

distance is greater than the current lowest cost path length, 

the new node will not be extended, which increases the 

search efficiency of the algorithm to a certain extent. A 

condition that determines whether a new node can be 

expanded: 

𝑔𝑇(𝑥𝑛𝑒𝑤) + ℎ̂(𝑥𝑛𝑒𝑤) < 𝑐𝑏𝑒𝑠𝑡 (1) 

Where 𝑔𝑇(𝑥) represents the minimum actual cost from 

the starting point to the new node, ℎ̂(𝑥) represents the 

Euclidean distance from the new node to the end point, and 

𝑐𝑏𝑒𝑠𝑡  is the current lowest cost path length. 

Similarly, the current lowest cost path length is also 

introduced in the process of rewiring in random trees. 

When a new node is selected as the parent node at a certain 

point in the neighborhood, if the minimum actual cost to 

reach the point plus the Euclidean distance from the point 

to the end point is greater than the current lowest cost path 

length, the parent node of the node will not be replaced. A 

condition that determines whether a node in the 

neighborhood can replace the parent node: 

𝑔𝑇(𝑥𝑛𝑒𝑤) + ||𝑥𝑛𝑒𝑤 − 𝑥𝑛𝑒𝑎𝑟|| + ℎ̂(𝑥𝑛𝑒𝑎𝑟) < 𝑐𝑏𝑒𝑠𝑡 (2) 

Where ||𝑥𝑛𝑒𝑤 − 𝑥𝑛𝑒𝑎𝑟||indicates the Euclidean distance 

between 𝑥𝑛𝑒𝑤  and 𝑥𝑛𝑒𝑎𝑟 . 

2.2. Random sampling point optimization strategy 

𝑅𝑅𝑇∗  and 𝐼𝑛𝑓𝑜𝑟𝑚𝑒𝑑 − 𝑅𝑅𝑇∗ algorithms have the 

problem of poor uniformity in the random sampling of 

points in space, so the space cannot be explored more fully. 

A random point sampling method based on halton 

sequence is proposed for reference to halton sequence. 
Random sampling method (Fig.1) and halton sequence-

based sampling method (Fig.2) are shown in the figure 

below. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.1 Random sampling method 

 

Fig.2 Sampling method based on halton sequence 

It can be observed that the sampling points in the upper 

left part of Fig. 1 are sparse, while the middle part is dense. 

In Fig. 2, the distribution of sampling points is more 

uniform, thus improving the ability to explore the space. 

3. Algorithm simulation analysis 

In order to verify the validity of the distance constraint 

mechanism, the  𝑅𝑅𝑇∗，  𝐼𝑛𝑓𝑜𝑟𝑚𝑒𝑑 − 𝑅𝑅𝑇∗ and the 

improved  𝐷𝐶 − 𝑅𝑅𝑇∗ and 𝐷𝐶 − 𝐼𝑛𝑓𝑜𝑟𝑚𝑒𝑑 − 𝑅𝑅𝑇∗ 

are simulated and analyzed experimentally in a three-

dimensional environment. 

In MATLAB, simulation experiments in simple and 

complex obstacle avoidance environments are set 

respectively. The simulation environment was set to the 

three-dimensional space of [0.2 × 0.12 × 0.2], the search 

starting point was [−0.09 0.37 0.1], the target point was 

[0.09 0.43 0.1] , the exploration step was 0.01, and the 

number of iterations was set to 100 to reduce the 

randomness of the algorithm. The experimental results are 

shown in the figure and table below.
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 a.  𝑅𝑅𝑇∗ algorithm tracing                b.  𝐷𝐶 − 𝑅𝑅𝑇∗ algorithm tracing 

           

      c. 𝐼𝑛𝑓𝑜𝑟𝑚𝑒𝑑 − 𝑅𝑅𝑇∗ algorithm tracing      d. 𝐷𝐶 − 𝐼𝑛𝑓𝑜𝑟𝑚𝑒𝑑 − 𝑅𝑅𝑇∗ algorithm tracing 

Fig.3 Algorithm tracing in 3D simple scenes 

Table 1.  Performance comparison of algorithms in 3D simple scenes. 

algorithm average path length /m average running time /s Node usage /% 

 𝑅𝑅𝑇∗ 0.2042 6.67 6.62% 

𝐷𝐶 −  𝑅𝑅𝑇∗ 0.1934 5.41 10.96% 

𝐼𝑛𝑓𝑜𝑟𝑚𝑒𝑑 − 𝑅𝑅𝑇∗ 0.1930 8.42 6.38% 

𝐷𝐶 − 𝐼𝑛𝑓𝑜𝑟𝑚𝑒𝑑 − 𝑅𝑅𝑇∗ 0.1906 5.72 12.31% 

As shown in Fig. 3, The blue line represents the extended 

branch, and the green line represents the final path. 𝑅𝑅𝑇∗ 
produces many useless branches. 𝐼𝑛𝑓𝑜𝑟𝑚𝑒𝑑 − 𝑅𝑅𝑇∗ 

also has some useless branches, but fewer than  𝑅𝑅𝑇∗. The 

final path of the two is tortuous and the path length is long. 

After the introduction of distance constraint mechanism, 

the useless branches of 𝐷𝐶 −  𝑅𝑅𝑇∗  and 𝐷𝐶 −

𝐼𝑛𝑓𝑜𝑟𝑚𝑒𝑑 − 𝑅𝑅𝑇∗  are significantly reduced, the final 

path is smoother and the path length is shorter. Combined  

 

 

 

 

 

with the data in Table 1, the average path of 𝐷𝐶 −  𝑅𝑅𝑇∗ 

is reduced by 5.29% from 0.2042m to 0.1934m compared 

with  𝑅𝑅𝑇∗ . The average running time decreased by 

18.90% from 6.67s to 5.41s; The node utilization rate is 

increased from 6.62% to 10.96%, and the average path of 

𝐷𝐶 − 𝐼𝑛𝑓𝑜𝑟𝑚𝑒𝑑 − 𝑅𝑅𝑇∗ and 𝐼𝑛𝑓𝑜𝑟𝑚𝑒𝑑 − 𝑅𝑅𝑇∗  is 

reduced from 0.1930m to 0.1906m by 1.24%. The average 

running time decreased by 32.07% from 8.42s to 5.72s; 

Node usage increased from 6.38% to 12.31%.
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a.  𝑅𝑅𝑇∗ algorithm tracing                 b.  𝐷𝐶 − 𝑅𝑅𝑇∗ algorithm tracing 

           

   c. 𝐼𝑛𝑓𝑜𝑟𝑚𝑒𝑑 − 𝑅𝑅𝑇∗ algorithm tracing         d. 𝐷𝐶 − 𝐼𝑛𝑓𝑜𝑟𝑚𝑒𝑑 − 𝑅𝑅𝑇∗ algorithm tracing 

Fig.4 Algorithm tracing in 3D complex scenes 

Table 2.  Performance comparison of algorithms in 3D complex scenes. 

algorithm average path length /m average running time /s Node usage /% 

 𝑅𝑅𝑇∗ 0.2191 17.16 7.63% 

𝐷𝐶 −  𝑅𝑅𝑇∗ 0.2056 18.42 14.75% 

𝐼𝑛𝑓𝑜𝑟𝑚𝑒𝑑 − 𝑅𝑅𝑇∗ 0.2003 20.41 7.01% 

𝐷𝐶 − 𝐼𝑛𝑓𝑜𝑟𝑚𝑒𝑑 − 𝑅𝑅𝑇∗ 0.1965 21.95 16.66% 

Fig. 4 shows the planning results of the algorithm in a 

complex environment. Combined with the data in Table 2, 

the average path of 𝐷𝐶 −  𝑅𝑅𝑇∗  decreases by 6.16% 

from 0.2191m to 0.2056m compared with  𝑅𝑅𝑇∗ . The 

average running time is 17.16s and 18.42s respectively, the 

node utilization rate is increased from 7.63% to 14.75%, 

and the average path of 𝐷𝐶 − 𝐼𝑛𝑓𝑜𝑟𝑚𝑒𝑑 − 𝑅𝑅𝑇∗  is 

reduced from 0.2003m to 0.1965m, a decrease of 1.89%. 

The average running time was 20.41s and 21.95s 

respectively, and the node utilization rate increased from 

7.01% to 16.66%. 

According to the analysis, since the introduction of 

distance constraint mechanism reduces the expansion of 

nodes that are useless for optimizing the path, the node 

utilization rate is higher, and the node distribution is more 

concentrated near the final path, then the node is more 

likely to optimize the cost of the current path. Secondly, 

although the introduction of distance constraint 

mechanism reduces the expansion of useless nodes, the 

nodes are more concentrated. In a simple obstacle 

avoidance environment, the time to reduce the expansion 

of useless nodes is greater than the time to increase the 

process of parent node re-selection and rewiring, so the 

average running time is reduced. In complex obstacle 

avoidance environments, parent node reselecting and 

rewiring processes increase the time more than the time to 

reduce the expansion of useless nodes, so the average 

running time increases. The distance constraint mechanism 

proposed in this paper enables the algorithm to select and 

optimize the path with higher efficiency during operation, 

which makes the node utilization rate increase and the final 

path length decrease. Especially in the simple obstacle 

avoidance environment, the search efficiency of the 

algorithm is improved to a large extent. 

4. Conclusion 

In this paper, a motion planning algorithm based on 

 𝑅𝑅𝑇∗ and 𝐼𝑛𝑓𝑜𝑟𝑚𝑒𝑑 − 𝑅𝑅𝑇∗  with distance constraint 

mechanism is proposed to improve the problems of low 

exploration efficiency and poor planning path in the 

current motion planning tasks of robotic arms under 

different complexity scenarios. It mainly reduces the 

expansion of useless nodes when the random tree grows, 

so that the algorithm can select and optimize the path with 
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higher efficiency when running. Combined with halton 

sequence sampling method, the space exploration ability 

of the algorithm is improved. The simulation results show 

that 𝐷𝐶 −  𝑅𝑅𝑇∗  and 𝐷𝐶 − 𝐼𝑛𝑓𝑜𝑟𝑚𝑒𝑑 − 𝑅𝑅𝑇∗  can 

reduce the path length, improve the node utilization rate, 

and improve the search efficiency of the algorithm to a 

large extent, especially in simple environment. 
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Abstract 

The Rapidly Exploring Random Tree Star (RRT∗) is recognized as a better path planning algorithm, but its path 

quality and path planning speed still have room for improvement. In this paper, an improved RRT* algorithm(CSM-

RRT*) based on constrained sampling mechanism is proposed .The entire planning process is divided into two steps: 

fast exploration and optimization of the initial path.   Subsequently, a dynamic sampling region consists of removed 

redundant nodes and collision nodes is formed around initial path By prioritizing exploration within this dynamic 

region, computational resources can be saved and the asymptotic optimal path can be quickly converged from the 

initial path. Eventually, simulation results presented in various obstacle environments confirm the efficiency of CSM-

RRT*.  

Keywords: Path planning, RRT*, Constrained sampling mechanism, Dynamic sampling region 

 

1. Introduction 

Rapidly-exploring Random Tree(RRT) is a sampling- based 

algorithm. Many scholars have conducted research on it. 

To further improve the speed of the RRT, a double-tree 

algorithm RRT-Connect [1] makes the target tree and the start 

tree grow alternately. To improve the path quality, RRT* 

[2] conducts the process of parent node selection and 

Rewire for the samples. As the number of nodes increases, 

the path gradually optimizes, but this process will 

consume a lot of time.In order to plan the best possible 

path within the same time, Informed RRT* [3] adopts an 

elliptical heuristic domain sampling method and 

continuously shrinks the elliptical region.In order to 

reach an optimum or near optimum solution at a much 

faster rate, Smart-RRT* [4] accelerate the rate of 

convergence. In addition, P-RRT* [5]  

incorporates the artificial potential field in RRT* to 

provide transcendental information for the path.Quick-

RRT* [6] enlarges the set of possible parent vertices, 

which generates a better initial solution and converges to 

the optimal faster than RRT*.PQ-RRT* [7] combines the 

P-RRT* with the Quick-RRT* to generate better initial 

solutions. 

Further research on path quality and planning speed of 

the RRT* has specific significance for solving the 

problem in complex constraints. Based on constrained 

sampling mechanism ,this paper proposes an improved 

RRT*algorithm, CSM-RRT*.By comparing with other 

algorithms, effectiveness of the proposed algorithm is 

verified. 

2. CSM-RRT* 

This section introduces the strategies of the CSM-RRT*, 

including the following aspects: ChooseParent, 

Rewire and constrained sampling mechanism. 
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2.1. Constrained sampling mechanism  

2.1.1. Node saved strategy 

The regional exclusion mechanism(Fig.1) was proposed, in 

which random sampling points were eliminated in a 

circular area of the node to ensure the sparsity of the 

entire tree and improves the exploration efficiency. 

 

Fig.1 regional exclusion mechanism. 

Xstart represents the initial node, Xgoal represents the 

target,Xexcluded  represents the nodes abandoned by the 

regional exclusion mechanism, and the circular dashed 

line represents the size of the exclusion region. 

However, the  xrand  was eliminated rather than 

xnew .Additionally, this method only focuses on the 

sparsity of the entire tree, without considering the sparsity 

of individual node. To address this issue,regional 

exclusion mechanism and node saved strategy are 

combined and applied to the path planning of the 

manipulator, ensuring the sparsity of both the entire tree 

and individual sub-node. The results proved to have good 

effect. 

As shown in Fig.2, after adopting the region exclusion 

mechanism, the parent node O can extend 6 nodes if the 

exclusion radius r is equal to step size, and the distance 

between each node is equal to the step size. However, in 

general, the distance of each node is greater than the step 

size, when a parent node extends 4 nodes. For a node, we 

can record the number of expansions and collisions. And 

the constraint condition is set to 5 times. When the sum 

of the number of extensions and collisions reaches 5 

times, it means that the node has been expanded, or there 

are a lot of obstacles around it, and it is difficult to 

continue to expand. In this case, we can save itself to 

ensure that the next sampling node will not appear in the 

vicinity again. At the same time, the redundant nodes of 

the regional exclusion mechanism will also be saved 

separately for path optimization.  

                       

   (a)Node extension range   (b) collision detection failed  node 

Fig.2 Node saved strategy   

2.1.2 Dynamic sampling region  

As shown in Fig.3, after the initial path planning is 

completed, each node in the path has an exclusion region, 

which contains a large number of redundant nodes and 

collision points. For path optimization, the main goal of 

path optimization is to obtain an optimal or asymptotic 

optimal path.In general, an optimal path can only be 

obtained when the path is close enough to the 

obstacle.Therefore, redundant and collision nodes close 

to the initial path should be employed to concentrate on 

meaningful areas, while discarding nodes with higher 

path costs.Starting from the node closest to the endpoint, 

the nodes with the lowest path cost in the dynamic 

sampling domain are selected to continuously improve 

path quality. The initial path quickly converges to the 

optimal path through cyclic iteration. 

 

Fig.3 Dynamic sampling region 

With further optimization of the path, dynamic region 

will change and contain many nodes. Nodes in dynamic 

regions can be included multiple times, resulting in 

increased runtime. To accelerate exploration, hash table  

is used. In other words, even if a node is included in the 

exclusion region many times, its distance to the starting 

point only needs to be detected once, and the result is 

saved and used directly later to avoid repeated distance 

detection. 

2.2.  ChooseParent and Rewire 

RRT* sets Xnear  within a certain radius range of the 

new node and as candidate parent nodes and candidate 

child nodes during ChooseParent and Rewire.The 

process is shown in Fig.4. 

              

(a)chooseParent                          (b)Rewire 

Fig.4 Process of ChooseParent and Rewire. 
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3. Simulation results and Analysis 

In order to ensure the reasonability of the statistical 

results, 50 sets of valid data are gotten for each algorithm 

when comparing each indicator. The experimental 

environment is shown in Fig.5.  

                           

(a)                                                  (b) 

Fig.5 Simulation environment (a)Simple environment 

(b)Cluttered environment. The entities are obstacles 

The results are compared in four directions: initial path 

planning time Tinit , the suboptimal path planning time 

T5% , the initial path cost Cinit  and the suboptimal path 

cost Ccost.  

3.1. Compare of algorithm convergence speeds 

The convergence speed of the algorithm is compared by 

Tinitand T5%. 

3.1.1 Simple environment 

Fig.6 shows the path planning results of the three 

algorithms in the simple environment, and Table 1 shows 

the average value of Tinit and T5%. 

 

 

(a)                        (b)                        (c) 

Fig.6 Path planning results in the simple environment (a) RRT*; 

(b)Informed-RRT*;(c) CMS-RRT* 

As shown in Table 1, in terms of T5%,the CMS-RRT * 

algorithm respectively saved 2.3 seconds and 1 seconds 

compared to RRT * and Informed-RRT*. The initial path 

planning speed is 2.5 times faster than the RRT* 

algorithm. Considering the impact of time saved by the 

initial path, the CSM-RRT * algorithm did not show 

significant performance in path optimization in simple 

environments. 

 

Table1.Average of Tinit and  T5% of the two algorithms in the 

simple environment 

Algorithm RRT* Informed-

RRT* 

CSM-RRT* 

Average(Tinit/s) 2.93 1.72 0.84 

Average(T5%/s) 5.46 3.23 1.56 

3.1.2 Cluttered environment 

Fig.7 shows the path planning results of the three 

algorithms in the cluttered environment,and Table 2 

shows the average value of Tinit and  T5%. 

  

  (a)                        (b)                        (c) 

Fig.7 Path planning results in the cluttered environment (a) 

RRT*; (b)Informed-RRT*; (c) CSM-RRT* 

As shown in Fig.7 and Table 2, it can be seen that as the 

map becomes more complex, the initial path search 

efficiency of the CSM-RRT * algorithm is not as 

significant as in a simple environment.However, its path 

optimization performance is still much better than other 

algorithms, with an optimization speed increased by 2~5 

times.The CSM-RRT* algorithm only samples around 

the initial path, rather than the entire environment, 

avoiding path optimization in invalid areas and ensuring 

fast convergence to the asymptotic optimal path. 

Table2.Average of Tinitand T5% of the two algorithms in the 

cluttered environment 

Algorithm RRT* Informed-

RRT* 

CSM-RRT* 

Average(Tinit/s) 4.64 2.76 1.58 

Average(T5%/s) 12.93 5.02 2.58 

3.2. Compare of path quality 

The path quality of the algorithm is compared by Cinit, 

Ccost .At the same time, in order to avoid similar 

simulation results, the number of algorithm iterations is 

set to 2000 for the convenience of viewing algorithm 

differences. 

3.2.1 Simple environment 

It can be seen from Table 3 that the path quality of 

CSM-RRT * is not the beset among all initial paths.This 

is mainly because the region exclusion mechanism and 

node preservation strategy in the CSM-RRT * algorithm 

focus more on fast exploration of the initial path. 
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However, the final path cost of CSM-RRT * algorithm 

remains minimal, proving that CSM-RRT * is superior to 

other algorithms. 

Table3.Average of Cinitand Ccost of the two algorithms in the 

simple environment 

Algorithm RRT* Informed-

RRT* 

CSM-RRT* 

Average(Cinit) 712.06 707.58 716.84 

Average(Ccost) 703.85 697.59 692.21 

3.2.2 Cluttered environment 

In order to verify the stability of the algorithm, 50 

repeated experiments were conducted on algorithms, and 

the final path cost simulation results(Fig.8) of the three 

algorithms in cluttered environments were obtained. 

 

 

Fig.8 Path cost results in the cluttered environment  

As shown in Fig. 8, the final path cost of the CSM-RRT 

* algorithm is much lower than those of the other 

algorithms, and the fluctuation between each path result 

is very small, indicating stable optimization ability. The 

performance indicates that with a limited iterations, the 

CSM-RRT* algorithm can quickly converge to the 

optimal path from initial path every time.   

4. Conclusion 

This paper proposes an improved RRT* algorithm, CSM-

RRT*, which has some advantages in planning speed of 

initial path, convergence speed and path quality. The 

main idea of the CSM-RRT* algorithm is to remove and 

record the redundant nodes and collision points, control 

the direction of path growth and optimize paths in 

dynamic sampling region. Compare RRT* and Informed-

RRT*,it is verified that the CSM-RRT* algorithm has 

good applicability to both simple and cluttered 

environments. 

References 

1. Kuffner JJ, LaValle SM. RRT-connect: an efficient appro 

ach to single-query path planning. Proceedings of IEEE 

International Conference on Robotics and Automation. 

2000 Apr 24–28; San Francisco, USA. pp. 1–7. 

2. Perez AT, Karaman S, Shkolnik AC, et al. Asymptotically 

optimal path planning for manipulation using incremental 

sampling-based algorithms. IEEE/RSJ International 

Conference on Intelligent Robots & Systems. 2011 Sep 

25-30; San Francisco, USA; pp. 4307–4313. 

3. GAMMELL JD, SRINIVASA SS, BARFOOT TD, et al. 

Informed RRT*: Informed RRT*: Optimal Sampling-

based Path Planning Focused via Direct Sampling of an 

Admissible Ellipsoidal Heuristic[C]//2014 IEEE/RSJ 

International Conference on Intelligent Robots and 

Systems. Chicago, USA: IEEE,2014, pp.2997-3004 

4. Islam, F., Nasir, J., Malik, U., Ayaz, Y., & Hasan, O. . 

Rrt*-smart: Rapid convergence implementation of rrt* 

towards optimal solution. In 2012 IEEE International 

Conference on Mechatronics and Automation ,2012, pp. 

1651–1656.  

5. Qureshi AH, Ayaz Y. Potential functions based sampling 

heuristic for optimal path planning. Auton Robot. 2015, 

vol.40(6), pp.1079–1093. 

6. Jeong IB, Lee SJ, Kim JH. Quick-RRT*: triangular 

inequality-based implementation of RRT*with improved 

initial solution and convergence rate. Expert Syst Appl. 

2019, vol.123, pp.82–90. 

7. Li Y, Wei W, Gao Y, et al. PQ-RRT*: an improved path 

planning algorithm for mobile robots. Expert Syst 

Appl.2020,vol.152,pp.113425–113436. 

 

Authors Introduction 
 

Mr. Hang Yang 

He is currently studying for a master's 

degree in mechanical engineering at 

Beijing Jiaotong University. He is mainly 

engaged in research on robot path planning. 
 

 
 

 

Dr. Jiwu Wang  

He is an associate professor, at Beijing 

Jiaotong University. His research interests 

are Intelligent Robots, Machine Vision, 

and Image Processing. 

 

 

Mr. Xueqiang Shang 

He is a senior engineer at Aero Engine 

Corporation of China, primarily engaged in 

hydraulic component design and 

verification. 

737

Powered by TCPDF (www.tcpdf.org)

http://www.tcpdf.org


 

©The 2024 International Conference on Artificial Life and Robotics (ICAROB2024), J:COM HorutoHall, Oita, Japan, 2024 

Small Sample Object Detection Based on Improved YOLOv5 

Yuxuan Gao 

School of Mechanical and Electronic Engineering, Beijing Jiaotong University 

Beijing, Haidian District, China 
Jiwu Wang 

School of Mechanical and Electronic Engineering, Beijing Jiaotong University 

Beijing, Haidian District, China 
Zixin Li 

Aero Engine Corporation of China,Beijing, Changping District, China 

Email: 18815511536@163.com, jwwang@bjtu.edu.cn,15311426793@163.com   

www.bjtu.edu.cn 

 

Abstract 

Object detection is widely used in various production and life, such as mask detection and recognition during the 

epidemic, face recognition with masks. Object detection algorithm based on deep learning has always been an 

important research content and implementation method in the field of object detection. Due to the large number of  

lead seals and fuses, their locations are not fixed, the lead seals and fuses have difficulties such as few sample datasets, 

complex target background and easy to be blocked, and strong reflective interference, and the conventional image 

processing methods are difficult to solve the problem of effective object recognition. In this study, by expanding the 

datasets, using different data enhancement methods, and training in the improved algorithm, the detection accuracy, 

detection speed, and adaptability were effectively improved. 

Keywords: YOLOv5; Deep learning; Object detection; Few-shot learning 

 

1. Introduction 

Visual inspection, as a key application in related fields, 

provides fundamental support for achieving automation 

and is a key link in promoting the development of 

industrial automation [1]. Feature based visual detection 

methods have been widely used in industrial inspection, 

but this traditional detection method relies too much on 

manually designed feature extractors based on experience, 

and when faced with changes in target morphology and 

interference, the detection accuracy will significantly 

decrease. With the development of machine vision and 

artificial intelligence technologies, deep learning has 

become a new paradigm for object detection tasks in the 

industrial field [2]. 

However, deep learning relies on a large amount of 

labeled sample data during the training phase, which has 

drawbacks in real application scenarios. In factories, it is 

often difficult to obtain sufficient sample data due to 

issues such as a single model [3]. In such cases, the 

limited number of labeled samples can lead to severe 

overfitting of deep learning models and a decrease in 

recognition accuracy. Moreover, with sufficient datasets, 

labeling data can be time-consuming and labor-intensive, 

leading to issues of omission and mislabeling during 

labeling. 

In this study, we used different image processing 

methods to further expand the original dataset and 

perform other data augmentations. At the same time, the 

automatic annotation of the dataset is completed through 

code to ensure the accuracy of the annotation, and it is 

trained in the improved YOLOv5 network to improve 

detection accuracy. 

2. Methodology 

2.1. Yolov5 algorithm 

The core idea of YOLOv5 algorithm is to treat the 

object detection task as a regression problem and segment 

the feature map into L×L sized cells, M bounding boxes 

are set for each cell to surround the target. Each cell is 

responsible for detecting targets that fall within its area. 

In one operation, the bounding boxes, localization 

confidence, and probability of each category of targets 

contained in all cells are predicted. Then, the detected 

bounding boxes are filtered using NMS (Non Maximum 

Suppression) method to obtain the position, category, and 

confidence of the target to be tested. 

The implementation of YOLOv5 algorithm can be 

summarized as the following steps: 

(1) Preprocessing. The input image is first preprocessed, 

including scaling, cropping, and normalization 

operations, to convert it into a format suitable for network 

input. 
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(2) Feature extraction. The input image is fed into the 

backbone network and the feature is extracted through the 

backbone network. 

(3) Feature pyramid network. YOLOv5 utilizes Feature 

Pyramid Networks (FPN) [4] to fuse feature maps of 

different scales, capture targets of different sizes, and 

improve detection accuracy. 

(4) Predictive header. YOLOv5 uses a prediction head 

to predict each cell, obtaining bounding boxes (including 

the position and size of the target), confidence 

(probability of target existence), and class probabilities. 

(5) Decoding prediction. Decode and convert the output 

of the prediction head into actual image coordinates, 

including adjusting the predicted bounding box to the 

original image size, and calculating the category and 

confidence score of each target. 

(6) Non maximum suppression. Use NMS algorithm to 

remove redundant detection boxes with high overlap, and 

finally retain the most likely object detection result. 

(7) Post processing. Perform post-processing on the 

detection results processed by NMS, including 

visualizing and saving the results. 

The YOLOv5-7.0 network model structure is shown in 

Fig. 1, which mainly includes Conv, CSPDarkNet, and 

SPPF modules.  

 

Fig.1 YOLOv5-7.0 model structure 

2.2. SENetAttention 

In order to obtain attention in the channel dimension, 

the input characteristic graph is convoluted to obtain the 

dimension H × W × C, and then compress the input 

characteristic graph through global average pooling. This 

step converts the characteristic graph of each channel into 

the scalar of 1 × 1 × C, thus forming a channel description 

vector, which captures the global spatial information of 

each channel and corresponds to the initial weight of each 

channel. This step is to compress (squeeze),as shown in 

equations (1) [5]: 

𝑍𝑐 = 𝐹𝑠𝑞(𝑥𝑐) =
1

𝐻 × 𝑊
∑ ∑ 𝑥𝑐(𝑖, 𝑗)             (1)

𝑊

𝑗=1

𝐻

𝑖=1

 

Where, H and W represent the height and width of the 

feature map, and xc represents the input at each channel. 

Then the second step is the excitation operation, which 

uses the small network of the Fully Connected (FC) layer 

to learn the relationship between channels. This network 

usually contains two full connected layers. The first full 

connected layer is responsible for mapping the channel 

description vector to a low dimensional space, with a 

ReLU activation function in the middle, and the second 

full connected layer maps it back to the original number 

of channels, This process can be regarded as a bottleneck 

structure, which aims to extract the dependencies 

between channels. The mathematical expression of this 

process is shown in Formula (2):   

𝑠 = 𝐹𝑒𝑥(𝑧, 𝑊) = 𝜎(𝑔(𝑧, 𝑊)) = 𝜎(𝑊2𝜎(𝑊1𝑧))       (2) 

Where, σ Represents the ReLU function, W1 represents 

the parameters of the dimension reduction layer, W2 

represents the parameters of the dimension increase layer, 

and z is the output result from the previous compression 

step. 

The last step is Re-scale, which multiplies the 

previously learned channel weight vector with the 

original feature map to achieve the function of adaptively 

adjusting the feature response of each channel and 

improve the performance of the network model. The 

network architecture of its algorithm module is shown in 

Fig. 2. 

 

Fig.2 The diagram of the squeeze-and-excitation 

block 

Adding the SENet attention module to the last layer of 

the Backbone network can effectively reduce the false 

detection rate and missing detection rate of lead seals and 

fuses, and improve the detection accuracy. 

3. Data processing 

3.1. image processing 

For the image acquisition work of the product object, 

considering the complex surface structure of the product 

and the obvious reflective effect of the metal material and 

paint surface, the shooting effect is easily affected by the 

lighting conditions. According to this feature, the product 

is placed in a variety of lighting conditions, and different 

types of camera equipment are used to collect images. At 

the same time, local images and unmarked background 

images are taken in each lighting environment, in order 

to maximize the diversity of target images.Sample is 

shown in Fig. 3. 

Residual

Input

Global pooling

Fully connected

ReLU

Fully connected

Sigmoid

Re-Scale

Output

C H W

C 1 1

C/r  1 1

C H W

C 1 1

C 1 1

C/r  1 1
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a) Low brightness      b) Normal lighting      c) High brightness 

environment               environment                environment 

Fig.3 Shooting in various lighting conditions 

ImgAug is a powerful and flexible image enhancement 

library based on Python language, which is mainly used 

in the field of deep learning and computer vision. It 

supports a variety of image processing libraries such as 

OpenCV. By calling ImgAug's API, the image can be 

transformed in various aspects such as geometry, color, 

contrast, etc., so as to expand the original image data set 

and improve the generalization ability and robustness of 

the model. With the help of its official API document, the 

corresponding Python code is written, and the image is 

transformed as follows. The process can be shown in Fig. 

4. 

 
 Fig.4 Image enhancement process 

Write python code to execute the above image 

enhancement operation, and realize the automatic 

annotation function of new images while realizing 

various transformations of images. By reading the XML 

annotation file corresponding to the original image, the 

position and coordinate information of all the annotation 

boxes are extracted, and according to the random 

enhancement process of each new image, the code 

automatically calculates and adjusts the information of 

the annotation box, thus generating a new XML file that 

is completely aligned with the target position in the new 

image. This method avoids the tedious work of manual 

marking and saves a lot of human resources. By 

automatically updating the annotation information, the 

enhanced image is consistent with the original annotation, 

thus improving the accuracy and reliability of the model. 

The new sample image of the original image after image 

enhancement is shown in Fig. 5. 

 
a) Original image                   b) New samples 1 

 
c) New samples 2                   d) New samples 3 

Fig.5 New samples after image augmentation 

Through the above image enhancement method, each 

initial image is expanded to 6 new images, and finally 

441 images are obtained as the final data set. 

4. Experiment and Comparison 

After completing the dataset production and modifying 

the YOLOv5 model, conduct training and compare the 

training results of the unimproved model. At the same 

time, verify the accuracy of the same image. 

Baseline is the yolov5 model without adding SE 

attention mechanism, and the training is carried out using 

the non-expanded dataset. The dataset is as shown in the 

figure. SENet is the yolov5 model with adding SE 

attention mechanism, and the training is carried out using 

the non-expanded dataset. SENet+dataset is the yolov5 

model with adding SE attention mechanism, and the 

training is carried out using the expanded dataset. The 

unexpanded dataset has 63 pictures, and the expanded 

dataset has 441 pictures, as shown in the following Fig. 

6. 

 
a) Baseline                                b) Expand the dataset 

Fig.6 Image expansion 

The key data of the training results are shown in Table 

1. Among them, mAP (mean Average Precision) refers to 

the average precision, which comprehensively considers 

precision and recall to measure the performance of the 

model on detecting targets. 
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Table1. Comparison of data under different 

training conditions 

 mAP

（%） 

precision

（%） 

time

（ms） 

Baseline 81.4 81.4 9.9 

SENet 87.5 89.5 9.3 

SENet+ dataset 96.3 96.9 12.3 

From the table, it can be seen that compared to the 

baseline reference benchmark, the use of SENet attention 

mechanism in mAP has improved by 6.1%, and the 

combination of SENet and expanded dataset has 

improved by 8.2%; In terms of accuracy, compared to 

Baseline, the use of SENet attention mechanism 

improved by 7.9%, and the combination of SENet and 

expanded dataset improved by 7.4%. 

The above data results demonstrate the advantages of 

SENet+augmented dataset. The best weight files trained 

using Baseline, SENet, and SENet+augmented dataset 

are tested on the images in the test set. The image 

detection results are shown in Fig. 7. 

                   
   a) Baseline                                    b) SENet 

 
c) NSENet+ Expand the dataset 

Fig.7 Comparison of detection under different 

training conditions 

From the figure, it can be seen that the effect is 

significantly improved after adding the SENet module 

network. However, due to the limited amount of data, 

there are still issues of false positives and missed alarms. 

After expanding the dataset, it can be clearly observed 

that not only is the accuracy further improved, but also 

false positives are reduced. In summary, the addition of 

SENet attention mechanism and the scalability of the 

dataset are helpful for model training and improving 

detection accuracy. 

5. Conclusion 

In this study, by improving the YOLOv5 model and 

expanding the dataset, the training accuracy is improved. 

The experimental results show that this method can meet 

the measurement accuracy requirements. Compared with 

the unimproved method, the method proposed in this 

paper improves detection accuracy and accuracy. This 

method can provide good support for deep learning based 

object detection research. However, due to the increased 

computational complexity of the algorithm, the running 

time is longer. In order to meet the real-time requirements 

of object detection, the speed of the algorithm needs to be 

further improved. 
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  Abstract 

In the production of castings, gas pores are a prevalent defect, particularly in components where air-tightness is 

crucial, such as cylinder blocks and heads. These defects primarily arise from the intrusion of gases into the casting 

during the combustion of resin in the sand core. Due to the complexity of the sand core's gas evolution and venting 

process, predicting gas pores using numerical simulation poses significant computational and time challenges. This 

paper introduces a rapid prediction method for gas pores based on the characteristic time of the sand core. By setting 

the heat transfer boundaries, initial conditions, and termination criteria for computation, the thermal conductivity of 

the sand core is adjusted. The termination computation time is used as the characteristic time of the sand core. This 

time is then compared with a critical characteristic time to predict the distribution of gas pores. As the analysis of 

more sand cores is incorporated, the precision of the critical characteristic time improves, leading to more accurate 

predictions of gas pores in castings.  

Keywords: Gas pore; Numerical simulation; Iron casting; Sand core; Resin

1. Introduction 

Gas pores are common and typical defects in cast iron 

and aluminum alloy castings, with entrapped gas pores 

being a major type of pore defect. In complex castings 

such as engine blocks and cylinder heads, numerous 

intricately shaped sand cores are employed. During the 

filling and solidification of molten metal, the sand cores 

are subjected to heating, causing the organic binder 

within them to decompose or burn at high temperatures, 

generating gas [1], [2]. If the gas cannot be expelled from 

the core and instead infiltrates the molten metal, it results 

in entrapped gas pores [3]. The factors influencing the 

occurrence of entrapped gas pores are numerous, making 
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it challenging to eliminate. This issue significantly 

impacts product quality, sometimes leading to the 

rejection of castings or the discovery of pore defects after 

machining. The complex formation mechanism of 

entrapped gas pores makes it difficult to predict using 

numerical simulation methods accurately [4], [5], [6]. 

This paper adopts a strategy for identifying hazardous 

sand cores and their critical points. Based on the 

principles of similarity in heat transfer within the sand 

core and the transport of gas within it, a virtual heat 

transfer method for sand cores is employed. The paper 

proposes a characteristic time indicator for predicting the 

occurrence of casting porosity induced by sand cores. 

This indicator is used to assess the critical points and 

severity of risks associated with sand cores, enabling the 

determination of whether casting porosity will be 

induced and predicting the location of gas pore formation. 

The characteristic time values are stored in a database for 

validation against actual test results. Furthermore, these 

values serve as a reference for predicting porosity in new 

sand cores. 

2. Methods  

2.1.  Heat transfer analysis and modified thermal 

property parameters 

Gases produced from the high-temperature 

decomposition of binders are expelled through exhaust 

channels. However, due to the intricate geometries of 

sand cores and variations in the distances from different 

points to the core head, some points, especially those 

farthest from the core head, may pose challenges in gas 

evacuation. This difficulty increases the probability of 

porosity formation. The term "distance" here is not 

spatial but pertains to the movement of gas within the 

sand core, exhibiting a certain similarity principle with 

heat transfer within the sand core. To identify the point 

farthest from the sand core, i.e., the most challenging gas 

evacuation point, a virtual heat transfer method is 

employed. The numerical simulation for virtual heat 

transfer focuses solely on the specific sand core in 

question, with other sand cores, moldings, and castings 

excluded from the simulation. These excluded 

components are, however, crucial for automatically 

determining the core head. This determination is 

achieved by identifying areas where the sand core does 

not contact the casting, signifying the presence of the 

core head. 

Heat transfer analysis is the foundation of the resin 

burning, gas release and flow, the melt solidification, and 

the formation of gas pores. The heat transfer inside the 

casting, mold, and sand core during the casting process is 

expressed by the Fourier equation,  

𝜌𝑐
𝜕𝑇

𝜕𝑡
=

𝜕

𝜕𝑥
(𝑘

𝜕𝑇

𝜕𝑥
) +

𝜕

𝜕𝑦
(𝑘

𝜕𝑇

𝜕𝑦
) +

𝜕

𝜕𝑧
(𝑘

𝜕𝑇

𝜕𝑧
) + 𝑞 (1) 

where 𝜌 is the density, 𝑐 is the specific heat capacity, 

𝑇 is the temperature, t  is the time, 𝑘 is the thermal 

conductivity, and q is the latent heat term as the melt 

solidifies. 

The nominal thermal conductivity of the sand core is 

adjusted based on the permeability of the sand core, and 

the adjustment formula is as follows: 

𝜆1 =
𝐾

100
𝜆0 (2) 

where 𝜆0 is the real thermal conductivity of the sand core 

(W/(m∙K)),  𝜆1 is the nominal thermal conductivity of the 

sand core (W/(m∙K)), 𝐾 is the permeability of the sand 

core. 

The nominal specific heat of the sand core is adjusted 

based on the gas generation of the sand core, and the 

adjustment formula is as follows: 

𝑐1 =
𝐺

20
𝑐0 (3) 

where 𝑐0  is the real specific heat of the sand core 

(J/(kg∙K)),  𝑐1  is the nominal specific heat of the sand 

core (J/(kg∙K)), 𝐺 is the gas generation of the sand core. 

2.2. Determination of dangerous gas penetration 

points in sand cores 

During the simulation process, six distinct boundary 

interfaces are evident, as depicted in Fig. 1: metal-sand 

core, metal-air, metal-sand mold, sand core-sand mold, 

sand mold-air, and sand core-air. The aforementioned 

coating is applied to both the surface of the sand core and 

within the sand mold cavity. Consequently, the interfaces 

involving metal-sand core, metal-sand mold, and sand 

mold-sand core are influenced by the presence of this 

coating. Its inclusion results in heightened thermal and 

penetration resistance at these boundaries. Moreover, 

owing to the coating's exceptionally low gas permeability, 

certain segments exhibit zero gas permeability at room 

temperature, signifying an incapacity to permit gas 

passage. 
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Fig. 1 Boundary setting conditions. 

Establishing the boundary conditions for the sand core 

involves setting the surface temperature of the core head 

to a constant 1500℃. The remaining exterior surfaces of 

the sand core are considered adiabatic. The initial 

temperature of the sand core's elements is set at 25℃. 

The virtual heat transfer computation is programmed to 

automatically terminate when the volume of the unheated 

portion of the sand core reaches 100 mm³, as illustrated 

in Fig. 2. This moment is recorded as the characteristic 

time of the sand core. 

 
Fig. 2 Virtual heat transfer of sand core identifies the most 

challenging gas exhaust point. 

When the characteristic time of the sand core exceeds the 

critical time for gas pore initiation, it is determined that 

the sand core induces gas pores in the casting. Conversely, 

when the characteristic time of the sand core is less than 

the critical time for gas pore initiation, it is determined 

that the sand core does not induce gas pores in the casting. 

The topmost units in the unheated portion of the sand 

core are selected, and these units are identified as the 

critical points for gas pore initiation in the casting. These 

critical points represent the locations in the sand core 

most susceptible to inducing gas pores in the casting. 

Save the characteristic time of the sand core to the sand 

core characteristic time database, and adjust the critical 

characteristic time based on the actual occurrence of gas 

pores for each sand core. 

3. Pore prediction results 

3.1. Parameters  

Predictions of pores were performed on a single cylinder 

head. The casting consists of the intake manifold, exhaust 

manifold, upper water jacket, lower water jacket, and 

chassis core.  

Due to the relatively simple geometry of the intake and 

exhaust manifold cores, only the cores themselves were 

considered in the determination of dangerous areas 

during the assessment of the intake and exhaust cores. 

For virtual heat transfer computations, the thermal 

property parameters of the cores were set with a density 

of 1.6 × 103 kg/m³, a nominal specific heat of 1 × 103 

J/(kg∙K), and a nominal thermal conductivity of 0.5 

W/(m∙K). 

3.2. Gas pore 

The virtual heat transfer simulation was conducted for the 

casting and sand cores, and the computation was 

terminated upon meeting the specified conditions. The 

characteristic time for the sand cores was determined to 

be 2.1 s. The critical units of each sand core, as illustrated 

in Fig. 3, align with the experimental results, where the 

critical characteristic time for gas pore generation in the 

sand cores was identified as 1 second. Consequently, the 

casting exhibits gas pores, and the locations of these 

pores are depicted in Fig. 4. 

 
Fig. 3 Dangerous units in each sand Core 
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Fig. 4 Casting pore results 

Comparison with castings produced in the actual factory 

workshop reveals a consistent distribution of gas pores, 

validating the effectiveness of the proposed method. 

4. Conclusion               

This paper proposes a gas pore prediction method based 

on the characteristic time of sand cores, enabling the 

forecasting of pores in castings. It addresses the 

challenges associated with the complex gas generation 

and exhaust processes in sand cores, difficulties in 

predicting them through numerical simulation techniques, 

and the significant costs and time associated with such 

simulations. This method provides guidance for practical 

casting production. As the analysis of sand cores 

increases, the critical characteristic time becomes more 

precise, leading to more accurate gas pore predictions. 
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Abstract 

In the foundry industry, accurate prediction of the temperature field of castings during solidification is crucial to 

ensure high product quality and improve productivity. This study provides an in-depth investigation of the Unet deep 

learning model used for temperature field prediction during solidification, focusing on the impact of key training 

parameters such as optimiser selection, batch size, number of iterations, and loss function selection on the prediction 

performance of the Unet model. The results of the study demonstrate the analysis of selecting and tuning these 

parameters to improve the accuracy and reliability of model predictions. The results of this study not only provide 

new ideas for the practice of deep learning applications in the foundry industry, but also help to improve the accuracy 

and efficiency of the production proces. 

Keywords: casting, deep learning, temperature field prediction, parameter optimization. 

 

1. Introduction 

In recent years, deep learning has expanded in field 

prediction, simplifying traditional numerical simulations 

[1], [2] while maintaining accuracy. Specifically, in 

casting solidification, data-based methods predict 

temperature fields [3] effectively. However, incorrect 

network structures or training parameters can cause 

underfitting or overfitting, leading to errors. Thus, 

optimizing these parameters is vital for enhancing 

accuracy, reducing costs, and speeding up design 

iterations for precise temperature field prediction in 

casting processes. 

2. Model Introduction 

Selecting an appropriate network model structure is 

crucial for high-precision prediction of the temperature 

field during the solidification process of castings. The U-

Net [4], [5] network demonstrates exceptional 

performance in the field of image segmentation, 

particularly in achieving precise segmentation with 

smaller datasets.  

 

Fig.1.  Unet network model [6]  

In the prediction of temperature field during casting 

solidification, due to the time-consuming computation of 
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the finite difference method, it is difficult to generate a 

large amount of training data, and the encoder-decoder 

network architecture is able to efficiently extract the 

semantic features of the image and retain the positional 

information, which is suitable for prediction tasks with 

small datasets. The Unet network model is shown in Fig. 

1. 

In this study, we employ a network model (Fig. 1) with 

the classic U-Net structure to predict the temperature 

field during the solidification process of castings. The 

model takes the mold images of sand castings as input, 

and the output is the temperature field image after a 

certain time step. Both input and output are single-

channel images.  

3. Optimization Methods 

In the realm of deep learning network architectures, the 

addition or alteration of various modules can 

significantly impact the final predictive performance. To 

achieve optimal neural network prediction capabilities, 

this study delves into several key factors affecting model 

training, including the choice of optimizer, batch size, 

number of iterations, and the selection of loss functions. 

The following sections will present a detailed 

comparative analysis of these crucial elements, aiming to 

elucidate how to optimize deep learning network 

structures for higher accuracy in predictions. This 

translation is intended for application in academic papers. 

3.1. The Impact of Different Optimizers on the 

Prediction Accuracy of the Temperature Field 

In this set of comparative experiments, the batch size 

was set to 32, and the number of epochs was fixed at 200. 

Mean Absolute Error(MAE) was chosen as the loss 

function. To analyze the impact of different optimizers, 

three distinct optimizers were selected for comparison: 

Adam, Nadam and SGD. The learning rate for each was 

adjusted using a cosine annealing learning rate strategy. 

The experimental results are presented in Table 1. 

Table 1. Comparison of results of different optimizers 

Serial Number Optimizer Accuracy Pearson Correlation Coefficient Loss Val-Loss Training Time 

1 Adam 0.9156 0.9989 0.0096 0.0230 66727.5657 

2 SGD 0.8198 0.7685 0.1977 0.1769 68961.8629 

3 Nadam 0.9118 0.9989 0.0099 0.0236 65335.4521 

 

 

Fig.2.  Error Plots of Predicted versus Actual Values Using 

Three Optimizers 

According to the data presented in  Table 1, the model 

demonstrates higher accuracy and correlation when 

employing the Adam optimizer, with the smallest loss 

value observed. To further analyze and compare these 

results, samples at a specific moment (t=10 minutes) were 

randomly selected for visual analysis. Fig.2 demonstrates 

the distribution of errors between the temperature fields 

predicted by the model and the actual temperature fields, 

under three different optimizers: Adam, Nadam, and SGD. 

3.2. The Impact of Different Batch Sizes on 

Prediction Accuracy 

In this set of comparative experiments, building upon the 

results of the previous set, Adam was selected as the 

optimizer, with the number of epochs set to 200 and MAE 

employed as the loss function. To investigate the impact of 

batch size on model performance, three different batch 

sizes (16, 32, and 64) were established for comparative 

analysis. The experimental results are shown in Table 2.     

Table 2. Comparison of results for different batch sizes (batch size) 

Serial Number Optimizer Accuracy Pearson Correlation Coefficient Loss Val-Loss Training Time 

1 16 0.9014 0.9889 0.0181 0.0217 68537.3182 

2 32 0.9118 0.9989 0.0096 0.0230 66727.5657 

3 64 0.8089 0.9979 0.0214 0.0286 66357.1713 
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Based on the data analysis from Table 2, it is observed 

that setting the batch size to 32 results in higher model 

accuracy and correlation, with the smallest loss value and 

shorter training time. Samples at the same moment (t=10 

minutes) were selected for visual analysis.  

 

 

Fig.3.  Error Plots of Predicted versus Actual Values for Three 

Batch Sizes 

Fig. 3 illustrates the distribution of errors between the 

predictedand actual values of the model under three 

different batch sizes (16, 32, and 64). The model exhibits 

relatively smaller prediction errors when the batch size is 

set to 32. 

3.3. The Impact of Different Iteration Counts on 

Prediction Accuracy 

In this set of comparative experiments, building upon the 

results of the first two sets, Adam was chosen as the 

optimizer, with the batch size set to 32 and Mean Absolute 

Error (MAE) used as the loss function. To explore the 

impact of different numbers of epochs on model 

performance, three distinct numbers of epochs (50, 200, 

and 500) were established for comparative analysis. The 

experimental results are shown in Table 3. 

According to the experimental data in Table 3, the model 

exhibits the highest accuracy and correlation, with the 

smallest loss value and relatively short training time, when 

the number of epochs is set to 200. With an increase in the 

number of epochs, the computational cost correspondingly 

rises. Therefore, when selecting the optimal parameters for 

the model, it is crucial to consider both prediction accuracy 

and computational cost as key factors in determining the 

most suitable parameter settings. Fig. 4 displays error 

distribution of the temperature field at different numbers 

of epochs (50, 200, 500), providing a more intuitive 

assessment of model performance. 

 

 

Fig.4.  Error Plots of Predicted versus Actual Values for Three 

Different Epoch Counts

Table 3. Comparison of results for different number of iterations (epoch) 

Serial Number Epoch Accuracy Pearson Correlation Coefficient Loss Val-Loss Training Time 

1 50 0.7264 0.8963 0.0302 0.0361 17488.4049 

2 200 0.9118 0.9989 0.0096 0.0230 66727.5657 

3 500 0.9083 0.9988 5.3330e-04 0.0040 157621.8659 

3.4. The Impact of Different Loss Functions on 

Prediction Accuracy 

In this set of comparative experiments, based on the 

results of the previous three sets, we selected the Adam 

optimizer with the number of epochs set to 200 (epoch = 

200). Three different loss functions were chosen for 

comparative analysis: Mean Squared Error (MSE), Mean 

Absolute Error (MAE), and their combination (MSE + 

MAE). The experimental results are presented in Table 4. 

Fig.5.  Error Plots of Predicted versus Actual Values for Three 

Different Loss Functions 

 

Based on the experimental data presented in Table 4, the 

highest accuracy and correlation, along with the smallest

Table 4. Comparison of results of different loss functions 

Serial Number Loss Function Accuracy Pearson Correlation Coefficient Loss Val-Loss Training Time 

1 MSE 0.9293 0.9990 4.9873e-04 0.0038 64514.8804 

2 MAE 0.9118 0.9989 0.0096 0.0230 66727.5657 

3 MAE+MSE 0.9083 0.9988 5.3330e-04 0.0040 67621.8659 
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loss value and relativly short training time, are observed 

when Mean Squared Error (MSE) is used as the loss 

function. Thus, choosing MSE as the loss function is the 

optimal parameter choice for the model. Fig. 5 illustrates 

the visualization of the error distribution of the temperature 

field predictions when different loss functions (MSE, 

MAE, and MSE+MAE) are employed. 

3.5. Experimental Results 

In the four comparative experiments conducted, we 

determined that the Adam optimizer is the optimal choice, 

surpassing Nadam and SGD in accuracy, correlation, and  

loss minimization. The model exhibits its best performance 

with a batch size of 32, effectively balancing efficiency and 

accuracy. Setting the number of epochs to 200 achieves a 

balance between computational cost and precision. Among 

the loss functions compared, Mean Squared Error (MSE) 

significantly excelled in predictive accuracy and 

minimizing loss. 

4. Conclusion  

In this study, we employed a data-driven Unet neural 

network model for temperature field prediction, optimizing 

its structure and training parameters (optimizer, batch size, 

epochs, loss function). The model, trained on 128x128 

pixel image data, showed optimal performance with the 

Adam optimizer, a batch size of 32, 200 epochs, and Mean 

Squared Error (MSE) as the loss function, achieving an 

accuracy of 0.9293 and a correlation of 0.9990. These 

findings offer new insights and valuable references for the 

application of deep learning in the casting industry. 
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Abstract 

Mobile phones and laptop computers require electrical power to recharge when the battery is down. As a result, it 

would be very useful if a portable charging station derived from renewable energy harvesting could be built, so that 

individuals could recharge their phones and laptops whenever needed. The objective of this project is to design and 

develop a green energy mobile and laptop charging station that uses wind and solar energy and evaluate the 

performance of the designed station under different working conditions. The efficiency of the power generated to 

charge the station is achieving 95.6% for solar charging, which is considered a high efficiency for a renewable energy 

charging station. Based on the analysis of the charging station results, it has been proven that it can provide sufficient 

power and is safe for use as a portable mobile laptop charging station. 

Keywords: Energy conversion, Portable power supply, Universal mobile laptop charging 

 

1. Introduction 

Electricity is a vital part of modern life and for a 

country's economic growth and development. Over the 

next two decades, average power consumption is 

predicted to nearly double, with overall electricity 

demand expected to rise by 2.3 percent per year on 

average from 13,290 billion kWh in 2001 to 23,072 

billion kWh in 2025 [1]. In Malaysia, home electric 

power consumption has grown substantially over the past 

years, resulting in high demand for energy to satisfy 

increasing social and economic activities. 

Fossil fuels are the most famous resources used. 

However, these fuels are creating huge carbon emissions 

to the atmosphere which has negatively impacted the 

environment. As the demand for electric power rises, 

additional power generation is required to meet the 

demand. Due to the depletion of conventional resources, 

renewable energy resources are the most suitable 

resources for generating electric power with little 

environmental effect. Renewable or non-conventional 

energy are tidal energy, wind energy, hydropower, 

biomass, geothermal energy, and solar energy [2]. It also 
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contributes to the achievement of Sustainable 

Development Goal 7 (SDG7), which calls for universal 

access to sustainable and renewable energy by 2030. 

This project's goal is to create a portable dual-source 

charging station that can charge mobile phones and 

laptops using both solar and wind energy. A hybrid 

power system is a system that combines two or more 

renewable energy sources to provide continuous energy 

generation to fulfil load needs. Researchers have 

discovered that a combined solar and wind hybrid system 

is the most reliable and efficient, as well as being 

ecologically friendly and affordable in cost [3]. Several 

recent research [4], [5], [6] have combined two non-

conventional sources to create a dual-mode portable 

mobile charger. Wind and solar hybrid systems for 

mobile chargers with minimal operating costs have been 

designed in this research. Additional components are 

necessary for laptop charging, which necessitates the use 

of an AC power source. When constructing a portable 

charging station for mobile and laptop devices, certain 

specifications and data are critical. 

2. System overview 

Major components of the system include power inverter, 

battery bank, system and battery controller, photovoltaic 

modules, wind turbines, and, in some cases, the 

prescribed electrical demands. Fig. 1 from MEDA [7] 

illustrates the system's basic working principle. The 

acquired energy from the wind turbine and PV array will 

be transformed into electrical DC power and stored in the 

battery bank. For the system under research, a 

monocrystalline solar panel and a vertical axis wind 

turbine are recommended. As compared to 

polycrystalline and thin-film solar panels, 

monocrystalline solar panels offer the highest efficiency 

of 15–20 percent [8]. According to the research [9], 

vertical axis wind turbines are more efficient to build and 

use in Malaysia's tropical and windy weather. A charge 

controller for wind and solar power is required to 

maintain your batteries properly supplied and avoid 

overcharging. For DC loads, the electric power stored in 

the battery bank may be utilized directly, however for AC 

loads, an inverter is required to connect to the battery 

bank. A power inverter is an electrical device that 

converts direct current (DC) from a battery bank to 

alternating current (AC). Finally, the system can be used 

to charge mobile phones and laptops.  

2.1. Fabricated prototype 

The prototype has been successfully built using 

polystyrene boxes, a plastic ammo box, and cardboard. 

The components of the prototype are labelled in Fig. 2 

and listed in Table 1. Fig. 3 shows the complete 

fabrication of the prototype. 

 

 

 

 

Fig. 1 A block diagram of Hybrid Solar-wind Energy system 

[7] 

 
 

Fig. 2 Full components of prototype 

 
Table 1 List of prototype components 

No. Component Specifications 

1 Power Inverter 200W 

2 Dokio Solar charge 

controller 

30A 

3 PWM Solar Charge 

controller 

10A 

4 Battery Indicator 

Voltmeter 

N/A 

5 Dokio Solar Panel 

connector 

N/A 

6 SLA Battery 12V, 7.2Ah 

7 Plastic Ammo Box N/A 

8 4-in-1 output panel Voltmeter, switch, 

USB ports, 12V 

cigarette port 
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The portable charging station consists of a Dokio solar 

charge controller, a PWM solar charge controller, a 

battery indicator voltmeter, a 12V, 7.2Ah GP SLA 

Battery, a 200W power inverter, and a 4-in-1 output 

panel as shown in Fig. 4. All the components in the circuit 

are linked in parallel with the 12V 7.2AH SLA Battery, 

ensuring that the station can function even if one of the 

components fails. A switch, voltmeter, USB ports, and a 

12V cigarette port are all included in the 4-in-1 output 

panel. The charging station can be turned on and the 

mobile phones can start charging through the USB port, 

while a power inverter must be connected to the 12V 

cigarette port to convert power into AC power for laptop 

charging. 

3. Result and Discussion 

The system has been tested to evaluate the performance 

of the designed station. The equipment used in the 

experiments was an 80 W Mono-solar panel, a 100 W 

wind turbine, and a 1000 W halogen lamp to generate 

electrical power. Several experiments have been 

conducted and the data were recorded and analyzed to 

evaluate the performance of the designed station under 

different working conditions. A multi-meter has been 

used to measure the current and voltage output from the 

solar panel and wind turbine, and then the energy output 

over the state of the battery of the experiments have been 

measured by the charge controller. The experiments have 

 

 

Fig. 3 The completed prototype 

 
Fig. 4 The charging mobile phone and laptop with using the 

charging station 

Table 2. Data collected for four different experiments conducted 
Experi
ment 

T
ri

al 

Aver
age 

Volta

ge 
Gene

rated 

(V) 

Aver
age 

Curre

nt 
Gene

rated 

(A) 

Charging 
Duration  

(Hour: 

minute) 

Solar 
Irradia

nces 

(W/m2

) 

Light 
Inten

sity 

(W/
m2) 

Spee
d of 

Win

d 
(m/s

) 

 

 

1 

 

1 12.75 0.935 2:42 734.95 - - 

2 12.67 0.873 3:01 679.46 - - 

3 13.50 1.450 1:08 839.69 - - 

4 13.24 1.140 1:36 837.85 - - 

5 12.85 0.982 2:14 760.80 - - 

6 12.72 0.955 2:38 745.23 - - 

 

2 

1 12.41 0.340 18:18 

(Not 

complete
d) 

 

- 

 

238.1

7 

- 

2 12.62 0.450 24:25 - 451.9

9 

- 

3 12.65 0.480 19:09 - 493.1
9 

- 

 

3 

 

1 11.30 0.250 23:00  

(Not 

complete
d) 

 

- 

 

- 

3.0 

2 11.32 0.275 23:12  

(Not 
complete

d) 

 

- 

 

- 

3.3 

3 11.38 0.300 22:30  

(Not 
Complete

d) 

 

- 
 

 

- 

3.6 

4 1 12.64 0.750 14:51 - 474.6
1 

3.6 
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been conducted to fully charge the 12V 7.2Ah Sealed, 

Lead Acid Rechargeable Battery for each trial of 

experiments. 

Experiments 1 and 2 are solar power charging for the 

designed station, with experiment 1 using sunlight to 

generate electrical power outdoor under the sun, whether 

experiment 2 is by utilizing a halogen lamp as the source 

of light to simulate the solar energy. The wind power 

charging for the station is evaluated with a power fan in 

experiment 3 to simulate the wind energy because of the 

low wind speed available outdoors. Experiment 4 is a 

hybrid solar and wind power charging system for the 

station, with a halogen lamp and a power fan used indoors 

to get more consistent and precise results. Table 2 shows 

the data collected for the four different experiments 

conducted. 

 

The average overall electrical current generated and 

overall average solar irradiances received for experiment 

1 are plotted and illustrated in Fig. 5 and Fig. 6 based on 

the data obtained. In Fig. 7 and Fig. 8, the overall average 

current generated and overall average light intensity 

received for experiment 2 are plotted and shown. Fig. 9 

illustrates the relationship between current generated and 

wind speed. 

 According to Fig. 5 and Fig. 6, it is shown that the higher 

the solar irradiances come the higher the current 

generation output result. The results reveal that even the 

lowest solar irradiation of 679.46 W/m2 can generate an 

average of 12.67 volt and 0.873 amperes. 

 Fig. 7 and Fig. 8 are showing that as the light intensity 

increase, the current generated and output power increase. 

Fig. 5 Overall average current generated and solar irradiance 

for experiment 1 

 
Fig. 6 Overall average solar irradiance received for 

experiment 1. 

 

 
Fig. 7 Overall average current generated for experiment 2. 

 
Fig. 8 Overall average light intensity received for 

experiment 2. 

 
Fig. 9 Overall average current generated with three different 

speeds for experiment 3. 
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As the solar panel receives more light intensity from the 

halogen lamp, the current generated is increasing as well 

as the power output. Although the light source to the solar 

panel is stable, the current and power generation is 

respectively low which is not utilizing the sunlight that 

contains higher solar irradiances. As a result, it also 

corresponds to the research done by [10], whereby the 

current rises steadily with an increase in solar irradiances 

or light intensity.  

 Fig. 9 shows that when the wind speed increase, the 

current generated will also increase. However, it can still 

be observed that the current is increasing with the speed 

of wind increase which gets a maximum of 0.3A with a 

3.6 m/s wind speed. As a result, it can be concluded that 

the greater the wind speed, the greater the magnitude of 

the current.  

From Table 2, it is shown that an average of 0.75A is 

generated with an average light intensity of 474.61 W/m2 

and a constant speed wind of 3.6m/s. The results have 

been taken when both solar and wind harvesting systems 

are working together to charge the station. The duration 

to fully charge the station is around 14.85 hours which is 

faster than experiments 2 and 3. 

The duration to fully charge the battery is also dependent 

on the renewable power supply. The higher the power 

supply to charge the station, the shorter the duration of 

the battery to be fully charged. The fastest battery of 7.2 

Ah capacity could be fully charged in around 68 minutes 

with a charging current of 1.45 A. To protect the battery, 

the battery is recharging at 12 V which is around 50 % to 

avoid irreversible damage occurring. The fully charged 

battery can fully charge an iPhone 11 with a battery 

capacity of 11.9 Wh for 5.5 cycles and an Asus gaming 

laptop with a battery capacity of 48 Wh for 1.8 cycles. 

3.1. Result comparison 

The average experimental results from experiment 1 

through experiment 4 are plotted and illustrated in Figure 

10. The average result is calculated by averaging the 

measurements based on the state of charge of the battery, 

which acts as a comparison point. This is because the 

charge controller will supply power following the 

battery’s status, which means that the power delivered 

will gradually grow following the status of the battery to 

prevent the battery from being damaged. 

According to Fig. 10, experiment 1 is the most efficient 

way, taking just 2.2 hours to fully charge the station with 

an average voltage of 12.95V and a current of 1.06A. It 

took around 7.31 hours less time than the expected result 

based on calculation. Even though the readings fluctuated 

during the experiment, it was still the most efficient 

method for solar charging when compared to experiment 

2 which utilized a halogen lamp as the light source. 

From Fig. 10, experiment 2 took an average of 20.62 

hours to completely charge the station battery, which is 

around 18.4 hours longer than experiment 1. With an 

average of 12.56 V and 0.42A, the power generated was 

likewise significantly lower than experiment 1. It took 

around 3.38 hours less time than the expected result 

based on calculation. As a result, the most effective 

approach for successfully charging the station batteries 

for the solar harvesting system is charging with a solar 

panel directly under the sun, which will maximize the 

power generated among other methods. 

 
Fig. 10 Average experimental result from experiment 1 to 

experiment 4. 
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Due to the low wind speed available in Malaysia, 

experiment 3 aims to see how much power can be 

generated at various wind speeds. It only can generate an 

average of 11.33V and 0.275A, which only charged 

station batteries to 60% in an average of 22.8 hours. This 

is because the charge controller utilized for the wind 

harvesting system is a solar charge controller, resulting 

in the charge controller power output being unstable and 

low. Furthermore, the solar charge controller is only 

designed for solar power systems with electrical 

characteristics that differ from those of wind power, 

resulting in low power received to charge the station. As 

a result, by adopting an appropriate wind charge 

controller, the wind power charging system may be more 

effective. 

Experiment 4 feeds the station using both solar and wind 

harvesting technologies. It aims to see if operating the 

combined harvesting system at the same time as charging 

the station is more efficient than working independently. 

According to Figure. 10, the result showed an average of 

12.64V and 0.75A, and it took an average of 14.8 hours 

to fully charge the station. However, the required 

duration to completely charge took 1.41 hours longer 

than the theoretical calculation. This outcome might be 

impacted by the fact that an inappropriate charge 

controller is used for a combined solar and wind 

harvesting system that prolongs the duration to be fully 

charged. As a result, it can be proven that the combined 

solar and wind harvesting system has a better 

performance than a system that only harvested wind or 

solar. 

 

4. Conclusion 

In summary, the design of a mobile dual source 

charging station, by using wind energy and solar energy, 

has been fabricated with several materials such as 

polystyrene boxes, cardboard, and plastic ammo toolbox. 

The performance of the designed station under different 

working conditions was investigated and evaluated using 

handphone and laptop as load. Based on the comparison, 

the designed station has the best performance when both 

solar and wind harvesting systems are working at the 

same time. Therefore, this study is promising to develop 

a clean energy portable charging station that is 

environmentally friendly and able to act as a charging 

station when there is no power supply available. 
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Abstract 

 
The objective of this project is to build an auto indoor hydroponics plant growing chamber that has an auto monitoring and controlling 

system. A ESP32 based hydroponics electrical system is built with the attachment of hardware components such as temperature and 

humidity sensor, light intensity sensor, water level sensor, and water flow rate sensor. The software development of the system is through 

Arduino IoT Cloud platform, which has an overall suitability in terms of features, cost, and user intuitiveness for starters. Results have 

shown that ESP32 can ensure stable power supply. After testing and validation, all of the electrical components are stored in a power 

enclosure box to prevent contact with liquid. In short, the developed auto indoor hydroponics plant growth chamber has effectively 

demonstrated the ability in easing the plant cultivation procedure for agricultural community. 

 
Keywords: Auto Indoor Hydroponics, ESP32, Controlling and Monitoring Hydroponics 

All the aforementioned issues have  made  it  difficult  to 
1. Introduction 

The global population is expected to reach 9.8 billion in 

2050 [1]. Meanwhile, scientists anticipate that a growing 

population will result in a decline in the amount of 

available land. The scarcity of land in the future is 

predicted to become a bottleneck in all industries, but 

especially in agriculture [2]. Not to mention, a lack of 

available land will make traditional farming difficult and 

increase the likelihood of a food crisis due to rising food 

demand but low yield rates [3]. 

provide adequate and nutritious food, particularly in 

urban areas. Therefore, new methods of producing 

enough food must be developed in order to sustainably 

feed the world's expanding population. New and modern 

farming techniques marked a significant technological 

advance for humanity. The substitution of liquid as the 

new growing medium for traditional growing medium 

can be the different approach for consistent crop 

production, preservation of rapidly depleting land and 

food availability. On that being in case, the rapid growth 

of hydroponic system is getting attention and increasing
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widespread all over the world. It is accounted to have a 

world growth of 18.8% from 2017 to 2023 [4]. 

Hydroponics is derived from Greek word means Hydro 

“water” and Pons “labour”. It is a method to grow various 

plants in water containing fertilizer without any soil by 

using different inert mediums such as sand, gravel, 

rockwool that act as a mechanical support [5]. The 

growth of hydroponics plants must be in a controlled 

environment and often affected by different parameters 

such as electrical conductivity in nutrients, nutrients 

circulation rate, PH, light intensity air and water 

temperature. Hence, the plant can have growth in an 

optimal condition with frequent monitoring for better 

yield rate of the plants [2]. 

Therefore, this project aims to develop an auto indoor 

hydroponic system prototype with “auto” monitoring and 

controlling features with IoT capabilities. 

 

2. Literature Review 

In this section, understanding and evaluating the 

monitoring and controlling systems from past research 

studies can be well understood. 

 

2.1.  Water and Nutrient Flow Path Monitoring 

and Controlling System 

Water flow path and control takes a critical role in 

hydroponics system as the growth condition of plant was 

highly determined by the nutrients absorbed. 

Fig.1. refers to the system used by M. E. H. Chowdhury 

et al., 2021 [6]. It contains two circulation paths: nutrient 

solution circulation and clean water supply. 

The pump on the clean water source will only operate 

when the nutrient container does not meet the height of 

the water level with the aid of the water level sensor. The 

placement of the water level sensor was determined with 

the water height formula used; the water level sensor of 

the system will be placed 22.4cm vertically on the inner 

container to ensure enough 37L water in the tank. 

An additional water flow sensor has been provided  on 

the nutrient container. The water flow sensor was capable 

of                                measuring volume circulation per day and water. The 

system will notify when there is no water flow sensing. 

 

 
 

Fig. 1. Water, Nutrient and pH Monitor and Control System 

 
 

2.2. Temperature and Humidity Monitoring and 

Controlling System 

Temperature and Humidity around the plants is crucial as 

it may affect the growth of plants in different temperature 

environments. 

Fig. 2. refers to the system used by S. Seni et al, 2020. 

[7]. It is an indoor hydroponics project in Malaysia that 

grow Pak Choy. There were two environmental sensors 

and two exhaust fans on each planting level on the system 

to ensure proper air circulation and detection. It’s also 

observed that the reading of sensors values on different 

levels will be slightly different. 

The temperature of the project is set within the allowable 

operating range of Pak Choy by implementing 

environment sensors and exhaust fans. The exhaust fans 

will be operating when exceed the allowable operating 

range. The project also identified that the temperatures 

will periodically rise in the afternoon that will cause 

continuous operation of exhaust fans in the afternoon. 

 

Fig. 2. Temperature and Humidity Controlling System 
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2.3. Light Monitoring and Controlling System 

Referring to another study about effects of Artificial 

Night LED Lighting by L. S. Wei et al, 2019, [8]. The 

proposed hydroponics system in Malaysia cultured the 

plant with a 18/6 (light/dark) photo period. Based on 

Table 1 below, it shows that the plant was cultured with 

8 hours of artificial lighting and 16 hours with natural 

lighting that continuously operate until plant maturity 

day. 

 
Table 1. Light Duration Used in the Study 

 

Natural Light 

without LEDs 
Support 

Night-time 

without LEDs 
Support 

Night-time 

with LEDs 
support 

8am to 6pm 6pm to 12am 12am to 8am 

 

2.4. IoT Monitoring System 

Fig. 3. shows the overall system setup for the monitoring 

process. The proposed system is an Arduino Mega based 

hydroponic system with MQTT protocol to communicate 

between Arduino Mega and Node MCU for data 

processing. This system proposed precise monitoring of 

the nutrient solution's properties, such as electrical 

conductivity (EC), pH, and temperature, to              ensure that 

the plants receive optimal levels of nutrients. The sensors 

result will then convert to JSON format and                                      sent to cloud 

platform for monitoring. Overall, the proposed system is 

an important step forward in the field of hydroponics 

farming. It allows for precise and automated monitoring 

of nutrient solution levels reducing the need for manual 

labor of the farming process. 

 

 
Fig. 3. IoT Monitoring Hydroponics System 

3. Methodology and Setup 

In this section, the monitoring and controlling systems 

from past research will be presented. 

 

3.1. Mechanical Design and Setup 

Fig. 4. shows the proposed hydroponics mechanical 

design with multiple main components. The hydroponic 

structure is arranged in a horizontal shape which has an 

overall dimension of around 1.25m x 0.79m x 1.2m (W x 

L x H) with 2 layers of planting platforms that can cover 

a total of 72 plants with 38 plants each layer. The system 

has additionally equipped with two ball valves that can 

help in controlling the water circulation and water level 

to void overflow piping [9]. The system has been 

installed in a chamber for easily controlled environments. 

The hydroponics system has mainly been using UPVC 

pipe as the structural material of the design for easily 

accessible, fabrication and assembly friendly as well as 

cost effective. Eventually, the chamber is also smaller in 

size as compared to a 160cm human being. 

 

Fig. 4. Hydroponics Design with Main Components 

 
 

3.2. Electrical System Infrastructure 

Fig. 5. shows the proposed electrical schematic designed 

with Proteus. The proposed design has utilized ESP32 as 

the mainboard and different sensors such as the DHT11 

for temperature and humidity sensing, the YF-S201 for 

water flow rate sensing, a water level sensor for nutrient 

level sensing, as well as light sensor module for light 

intensity sensing. Relays and actuating devices have been 

used to control the system automatically. In general, the 

total cost of components required to set up the system is 

about RM185.60 
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Fig. 5. IoT Monitoring Hydroponics System 

 
 

3.3. Software System Flow 

 
Ventilation Flow Chart 

Fig. 6. shows the hydroponics system monitoring and 

control flow chart. The main controller, an ESP32, will 

retrieve data from the sensor, DHT11. The ventilation fan 

will turn on when the temperature have reached the 

threshold set, vice versa. Meanwhile, the main 

microcontroller will then publish that data to the Arduino 

cloud to allow real-time monitoring for the user. 
 

 
Fig. 6. Auto Ventilation Flow Chart 

 
 

Grow Light Flow Chart 

Fig. 7. shows the hydroponics system monitoring and 

control flow chart. The main controller, an ESP32, will 

retrieve data from the NTP servers and LDRs sensors. 

The LED strips will turn on when the time has reached 

the threshold set, vice versa. Meanwhile, the main 

microcontroller will then publish that data to the Arduino 

cloud to allow real-time monitoring for the user. 

Fig. 7. Auto Grow Light Flow Chart 

 
 

Nutrient Level and Water Flow Rate Flow Chart 

Fig. 8. shows the hydroponics system monitoring and 

controlling flow chart. The main controller, an ESP32, 

will retrieve data from the water flow and water level 

sensors. The monitoring system will notify the user when 

the water level and water flow has reached the threshold 

set. Meanwhile, the main microcontroller will then 

publish that data to the Arduino cloud to allow real-time 

monitoring for the user. 

 

 
Fig. 8. Auto Grow Light Flow Chart 

 
 

4. Results and Discussion 

 
4.1. Testing, Analysis and Validation 

Table 2 below shows the comparison of measured 

voltage and actual voltage of power supply pin on the 

microcontroller. The percentage error of most pins is within 

an acceptable range. However, the percentage error for 

the 3V pins is 10.33%, indicating that there is an issue 

with the expansion board. This might be due to the 

voltage drops across the pcb trace of the used expansion 

board. Nonetheless, since the measured voltages are 

3.31V, it is possible that there is wrong labelling on the
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board. The 3V pins will be used as a 3.3V power supply   

to the system. 
 

Table 2. Measured Voltage and Actual Voltage 
 

 
Input 

Pin 

Symbol 

Measured 

Voltage 

(V) 

Actual 

Voltage 

(V) 

Percentage 

Error (%) 

 

 

 

 
5V 

2A 

VIN 4.98 5.00 0.40 

5V (1) 4.92 5.00 1.60 

5V (2) 4.91 5.00 1.80 

3.3V 3.31 3.33 0.60 

3V (1) 3.31 3.00 10.33 

3V (2) 3.31 3.00 10.33 

 

Temperature And Humidity Testing and Analysis 

Table 3 and Table 4, Are showing the comparison of 

temperature and humidity of used sensor and 

measurement tools. The results are retrieved every 5 

minutes until 30 minutes. Based on the results, it is 

observed that the temperature measurements have an 

average percentage difference of 1%. Nevertheless, 

humidity measurements have an average percentage of 

3.53%. Both measurements are relatively acceptable. 

 
Table 3. Measured and Actual Temperature 

 

 

 

Table 4. Measured and Actual Humidity 
 

 
Input 

 
No 

Relative Humidity 

(%) 
 

% 

Difference DHT 11 
Sensor 

Measuring 

Tool 

 

 

 

 
 

23℃ 

Initial Data 60 58 3.45 

Data at 5 Minutes 59 57 3.51 

Data at 10 Minutes 59 57 3.51 

Data at 15 Minutes 58 56 3.57 

Data at 20 Minutes 58 56 3.57 

Data at 30 Minutes 58 56 3.57 

Average Error Percentage Difference (%) 3.53 

 

Table 5 and Fig. 9 are for the Water Level Testing and 

Analysis. It shows the ADC reading of the water          level 

sensor corresponding with the height of the measuring 

tools. The ADC input channels of ESP32 have a 12-bit 

resolution, this means that analog readings of 0 to 4095 

shall be obtained. However, the measured value is only 

ranging from 0 to 2019 only, this might be due to         the 

corrosion of the water level sensor. The testing results   

helped in benchmarking the operating range of the water 

level sensor. Therefore, the water level sensor can be used 

in this system for water level measurements. 

 
Table 5. Comparison of Level Sensor and Ruler 

 

No 
Water Level Sensor 

(12-bit ADC Reading) 

Measuring Tools 

(cm) 

1 0 0 

2 976 1 

3 1454 2 

4 1703 3 

5 2019 4 

 
Data at 20 Minutes 23.30 23.00 1.30 

Data at 30 Minutes 23.20 23.00 0.87 

Average Error Percentage Difference (%) 1.00 

 

 
Input 

 
No 

Temperature (℃) 
 

% 

Difference DHT 11 
Sensor 

Measuring 

Tool 

 

 

 
23℃ 

Initial Data 23.50 23.20 1.29 

Data at 5 Minutes 23.40 23.20 0.86 

Data at 10 Minutes 23.40 23.20 0.86 

Data at 15 Minutes 23.30 23.10 0.87 
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Fig. 9. Actual Water Height Correspond to 12-bit ADC 

 
 

 For the water flow rate sensor testing and analysis, a

For the Light Intensity Testing, and based on the 

measurement conducted by comparing the light intensity 

sensor and lux meter in Table 5, it’s  identifying that the 

room lights itself is not enough to supply enough light 

intensity on the hydroponics system. The percentage 

difference of sensors and lux meter has less than 18% at 

different room conditions. It indicates that the light 

intensity sensor can be implemented in this prototype. 

Nevertheless, it’s important to place the hydroponics 

system near a room that has exposure to sunlight for 

enough brightness for plants to conduct photosynthesis. 
 

Table 5. Light Intensity Sensor and Lux Meter 

mathematical  equation  is  used  to calculate the flow  

rate of the system is as follows, [6]. 

 

 𝐹𝑙𝑜𝑤 𝑅𝑎𝑡𝑒 (𝐿/𝑚𝑖𝑛) =     
𝑆𝑒𝑛𝑠𝑜𝑟 𝐹𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 (𝐻𝑧)       

                                                                                7.5 

  
 

 
 

 

Based on Fig. 10, the obtained data suggests a linear 

relationship between the valve angle of rotation and the 

water flow rate, this proves that the water flow rate 

increases with increasing the valve angle. The R2 value 

of 0.9635 indicates that the data points are well- fitted to 

the linear regression line, indicating that the valve angle 

and water flow rate have a significant correlation. 

 

 

 
Fig. 10. Relationship of Valve Angle and Water Flow Rate 

 

For the Relay Testing, Table 6 shows the results of 

controlling ventilation fan with relay, it is noticed that the 

ventilation fan will be turned on every afternoon. The fan 

will be turned off during mornings and nights. This is due 

to the reason that the ventilation fan will be turned on when 

reaching the state point. 

 
Table 6. DHT11 and State of Fan 

 

 
Threshold 

Time 

(a.m. / p.m.) 

Temperature of 

DHT 11 Sensor 

(℃) 

State of Ventilation 

Fan 
(ON / OFF) 

 

 
29.50℃ 

Morning 

9 a.m. 
25.40 OFF 

Afternoon 

3 p.m. 
30.30 ON 

Night 

11 p.m. 
27.80 OFF 

 
Table 7 shows that the threshold was set, where the LED 

strips will be only turned on during 12 a.m. to 8 a.m. The 

LED strips will only turn on when it’s midnight. 

 

Room 

Condition 

Light Intensity 

Sensor (lux) 
Lux Meter (lux) % Difference 

Top Bottom Top Bottom Top Bottom 

Sunlight 128.0 94.0 151.30 105.40 15.40% 10.82% 

Room 
Lights 

41.0 17.0 50.0 19.30 18.00% 11.92% 

Without 

Lights 
0 0 0 0 0% 0% 
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Table 7. Results of Time and State of LED 
 

Threshold 
Time 

(a.m. / p.m.) 

State of LED Strips 

(ON / OFF) 

 

 
12a.m. to 

8a.m. 

Morning 

6 a.m. 
ON 

Afternoon 

12 p.m. 
OFF 

Mid-night 

1 a.m. 
ON 

 

4.2. Hardware Assembly and Implementation 

 

Fig. 11. shows the detail of the placement of the electrical 

components. All the electronics components are placed 

in an enclosure to prevent direct contact with the water 

and easy for maintenance. The temperature sensor is 

located on the top layer of the hydroponics system. 

Meanwhile, there is also a light intensity sensor that is 

placed nearby. The second light intensity sensor is placed 

on the second layer. Next, the water flow rate and water 

level sensor are placed along the flow of circulation and 

inside the nutrient container. The ventilation fan is placed 

on the front of the chamber                                  due to the reason that it can 

provide the lowest wire connection distance. 

 
 

 
Fig. 11. Placement of Electrical Components 

Final Implementation 

Fig. 12. shows the final assembly of the hydroponics 

system. The assembly of the hydroponics system started 

with the structure, continued with circulation channels, 

chamber and finally electrical and electronics system. 

 

Fig. 12. Mechanical Final Assembly 

 
 

4.3. Software and Interface Implementation 

Fig. 13. and Fig. 14. shows the Arduino IoT cloud 

dashboard and mobile app that measures the temperature, 

humidity, water flow rate, water level and light intensity 

on top and bottom layer. There is only one page of the 

dashboard and app interface of the system for user 

friendliness. The top part of the interface shows the 

measurement values and status of sensors in real time. 

Meanwhile, the bottom part of the interface shows the 

measurement values retrieved over time. 
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Fig. 13. Web Interface of Arduino IoT Cloud System 

 
 

 

Fig. 14. App Interface of Arduino IoT Cloud System 

 
 

4.4. Hydroponic System Comparison 

Table 8 shows two different similar commercial solutions 

as compared to the proposed system which are all 

solutions to indoor agriculture. It can be seen obviously 

that the proposed system offers more features with a 

monitoring and controlling system. Yet, remaining 

significantly cheaper and affordable to anybody to 

venture                              into agriculture. 

Besides that, the proposed system has a medium power 

consumption as compared to the Grow IT premium kit. 

This indicates that the system has consumed less energy 

and power. 

In general, the proposed system provides a cheaper and 

more features alternative for indoor farming, which is 

also suitable for growers that just started to venture into 

agriculture. 

Table 8. Comparison of Hydroponics System 
 

 

 
Similar 

Work 

or 

Commercial 

Solution 

 

 

 

 

 

 

 

HypoZ 

 

 

 

 

 

 

 

City Vertical 

Farm L 

 

 

 

 

 

 

 

GrowIT 

Premium Kit 

Plant 
Capacity 

72 48 70 

Volume 1.19 m3 1.48 m3 1.31 m3 

IoT Solution Yes None None 

Light 

Monitoring 

Yes None None 

Temperature 

Monitoring 

(M) 

and 

Control 

(C) 

M and C None None 

pH 

Monitoring 

(M) 

and 

Control 

(C) 

None None None 

Power 

Consumption 

58.665 W 18 W 120 W 

Price 

Information 

RM 700.07 RM 2899.00 RM 2999.00 

Vendor Self Developed CityFarm GrowEatWell 

 

 
5. Conclusion 

The designed and tested prototype has shown successful 

results in achieving the objectives of this project. There is 

still room for improvements. It is recommended that the 

hydroponics structure can be attached with additional 

features such as air- conditioning and humidity 

controlling devices to effectively control the growing 

environment of the plants. Besides, features like pH and 

EC  monitoring and controlling devices can be equipped, 

this                              may help to adjust accurately nutrient solutions up taken 

by the plants. 
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Abstract 

This study explores the use of a solar driven water pump. PV technology replaces conventional electricity and diesel 

pumps by using solar energy to power DC or AC water pumps. The main objective of this study is to design and 

construct a solar-powered agriculture water pumping system and to evaluate its performance. The solar agriculture 

water pumping system used in this project consists of a 40-watt monocrystalline solar cell with an efficiency 

conversion of between 23% – 24%. This can supply power to a 16.8 W DC Flow Submersible Pump. It could lift the 

water up to 5m and a flow range of 700 Liter/Hour. The system also includes a PWM 30A Solar Charge Controller 

to regulate the input power to a 12V, 7.2A Sealed Rechargeable Battery. Finally, a 20m long watering kit with nozzles 

irrigation system is connected to a 12V DC Submersible Pump to water the plants.  

Keywords: Solar panel, water pumped, renewable energy, irrigation system, SPVWPS. 

 

 

1. Introduction 

Electricity is an essential element of nature and a widely 

utilized form of energy that is vital for various human 

activities, such as lighting and work. With the ever-

increasing global population, energy consumption has 

surged significantly in recent times. From 2005 to 2014, 

global energy consumption increased by 18%, and it is 

expected to grow by 35% by 2035 [1]. Renewable energy 

sources, including biofuel, waste, hydro, solar, wind, 

geothermal, and thermal, Comprise merely 13% of global 

energy consumption. Fossil fuels, such as natural gas, 

coal, and oil, make up 81%, while nuclear power 

contributes only 5.7% [2]. Sustainable energy, such as 

water, sunlight, and wind, is a solution that has no 

harmful impact on the environment and contributes to 

achieving sustainable energy goals [3]. The sun is the 

most significant power source on Earth, providing more 

energy in one hour than all nations produce in a year. It 

delivers over 15,000 EJ of energy to the planet every day, 

which is more than 104 times the daily energy used by 

human activities [4]. However, only 0.1% of the sun's 

energy is consumed for electricity [5]. Alexandre-

Edmond Becquerel observed the PV effect for the first 

time in 1839 [6]. The initial contemporary silicon solar 
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cell was invented by Russel Ohl in 1946 [7]. Despite 

technological advancements, solar power installation 

costs five times more than coal, gas, or nuclear sources 

for electricity generation [8]. Agriculture is one of the 

important sectors in emerging nations. According to a 

World Bank estimate, rural agriculture areas employ 

nearly 86 percent of the global population (World 

Bank,2008). High water consumption coincides with 

periods of high solar irradiation. As a result, PV water 

pumping can help to alleviate the water shortage problem 

[9]. Climate change and population growth cause 

droughts and agricultural losses, prompting farmers to 

adopt solar-powered irrigation systems as an alternative 

energy source [10]. The world is facing a crisis in water 

and energy, both of which are critical for agricultural 

productivity. To cater to the needs of an expanding 

populace, a sustainable solution is necessary. The 

employment of solar photovoltaic water pumping 

systems is a feasible and economical substitute, 

especially in distant and undeveloped regions of 

developing nations. With continual innovation, these 

systems have gained widespread use in the industrial, 

residential, and agricultural sectors [11]. Solar Powered 

Photovoltaic Water Pumping Systems (SPVWPS) offers 

an alternative to traditional water pumping systems that 

rely on non-renewable sources like diesel, coal, and gas 

for electricity. Diesel systems require a lot of fuel, cause 

noise pollution, and result in environmental problems 

such as acid rain and greenhouse emissions [12]. 

Replacing diesel pumps with solar PV pumps costs 2-4 

times as much. SPVWPS have eco-friendly operations 

and low maintenance costs [13]. Solar water pumping 

systems are in the nascent phase of development and 

require addressing several obstacles, including 

intermittent performance, steep upfront expenses, low 

efficiency of 15%-16%, and weather conditions that 

affect sun availability. Sun availability is not constant, 

and it varies from day to day, making it difficult to rely 

solely on solar power [14]. The performance of SPVWPS 

relies on factors such as the number of solar panels used, 

the type of controllers employed, and the energy storage 

system utilized. The pump, PV array adjustment, and 

ambient conditions also impact system efficiency. The 

maximum conversion efficiency of solar panels is 18%, 

and controllers like MPP tracking and charge controllers 

can increase efficiency and battery life. As SPVWPS only 

generates electricity during daylight, energy storage 

systems are used [15].  

 

2. Methodology and Experimental Setup 

   The experimental setup comprises a 40-watt 

monocrystalline solar panel that generates a 12V DC 

output and 1.5A current. This panel is linked to a 30A 

PWM solar charge controller featuring an LCD controller 

and dual USB, which regulates the charging of 12V 

sealed lead-acid batteries with a 7.2AH capacity 

connected to the system. In addition, the charge controller 

is connected to a 12V DC submersible pump for water 

flow. This pump has a power range of 16.8W to 26.4W, 

a Nylon PA66 shell is placed in a 20L water tank. It can 

deliver a flow range of 700 to 800L/H and is programmed 

to operate at specific times via a timer. The pump is 

connected to a 20m water pipe and is part of a watering 

kit that includes spray nozzles, and tee connectors, 

designed for plant irrigations. Fig. 1 depicts the overall 

prototype. 

 

 
Fig. 1 Solar agriculture water pumping system prototype 

2.1. Design of solar agriculture water pumping 

system 

The design of the system is presented in Fig. 2 

SolidWorks has been employed to produce a detailed 

representation of the design. The external frame of the 

system is constructed using wood. Additionally, two 

sheets of plywood, each measuring 40cm by 45cm, are 

used as supporting pieces. One of these pieces 

accommodates the solar panels, while the other houses 

the battery, charge controller, and timer. A submersible 

pump located inside the water tank and the tank itself are 

other essential components of the system. 

 

Fig. 2 Different views of the prototype 
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The overall connection is illustrated as a block diagram 

in Fig. 3. To acquire an accurate experimental result and 

compare it to the theoretical outcome.  

 
 

Fig. 3 Overall connection of the prototype. 

 

3. Results and Discussion 

   In this section, Table 1 presents the average results for 

the three different solar panel orientation angles, with two 

different direct solar radiation of 854.3 W/m2 and 542.7 

W/m2. Table 2 presents the average results of charging 

duration, solar panel voltage input, solar panel current 

input, and solar irradiations when the solar panel of three 

different tilt angles was placed directly under the sun. 

Additionally, Fig. 3 is displaying the average results of 

voltage drops, the discharge rate of water under two 

different conditions of discharge (nozzles connected to 

hoses of different lengths and free discharge), and the 

time required for the battery to be fully discharged. The 

readings shown in Table 3 are taken with a constant water 

volume of one litre per minute. 

 
Table 1. The average readings throughout different tilt angles at 

Indoor two constant solar flux values. 
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Table 2 .The average outdoor readings through different  

tilts angle of solar panel 

 

 

Table 3. Overall average results for hoses of different 

lengths 

Tube 

length  

Voltage 

output  

(V) 

The 

discharge 

rate of 

water 

using a 

nozzles 

(L/min) 

The 

discharge 

rate of 

water 

without a 

nozzle 

(L/min)  

battery 

fully 

discharge 

(hours) 

5m 13 0.866 1.44 3.5 

10m 12.98 0.636 1.10 3.28 

15m 12.94 0.566 0.75 3.03 

20m 12.9 0.458 0.625 2.47 
 

Angle Charging 

Duration 

(Hour)  

 

Solar 

Panel 

Voltage 

Input  

(V) 

Solar 

Panel 

Current  

Input  

(A) 

Solar  

Irradiances 

(W/m2) 

16° 5.76 12.68 1.25 961.67 

25° 6.79 12.64 1.06 896.3 

45° 7.58 12.44 0.95 783.5 

 

 

3.1. Light Intensity 

Fig. 4 illustrates the light intensity recorded by the solar 

panel at different tilt angles. As the tilt angle increases, 

the amount of light received by the panel decreases 

significantly, particularly when the light source is 

positioned further away from the solar panel. This 

reduced light exposure results in a diminished input of 

voltage and current, ultimately leading to a lower power 

output generated by the solar panel. 

 
Fig. 4 Light intensity vs different tilt angles at two 

different indoor direct solar radiations 

 

3.2. Solar Irradiations 

Fig. 5 illustrates the solar panel's received solar irradiance 

at various tilt angles when placed directly under the sun. 
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Fig. 5 Solar irradiance received at various tilt angles 

 

  Furthermore, it is observed that the solar panel receives 

the most radiation when placed at a smaller tilts angle, 

which leads to the generation of more power this can be 

seen in Fig. 6. Hence, it can be concluded that the tilts 

angle of the solar panel has a significant impact on the 

amount of radiation received and the subsequent power 

generated. 

 

 
Fig. 6 Time required to charge battery against the state 

of charge at direct solar radiation of 854.3 W/m2 

 

3.3. Time required to charge the battery.  

In Fig. 6, the charging duration of the battery for three 

different tilts angles is shown as up to 10 hours when the 

height difference between the solar panel and the 1000-

watt halogen bulb is 50 cm. Similarly, Fig. 7 illustrates 

the charging duration of the battery for the same tilt 

angles, but up to 20 hours and when the height difference 

is 70 cm. Furthermore, in Fig. 8, the duration to charge 

the battery for six hours is exhibited when it is situated 

directly under sunlight. 

 

 

Fig 1. Time required to charge battery against the 

state of charge at direct solar radiation of 542.7 W/m2 

 

 
Fig 8. Time required to charge battery against the 

state of charge under outdoor sun light 

 
Fig. 6 and Fig. 7 illustrate that the differences in the time 

required to charge the battery can be attributed to the 

amount of current generated by the solar panel, which is 

related to the amount of radiation received by the solar 

panel.  

3.4. The discharge rate of water 

Fig. 9 illustrates the collective findings of the water 

discharge experiment conducted with hoses of varying 

lengths and nozzle openings. The experiment involved 

the flow of one litre of water per minute from a 20L water 

tank. The presented results are based on the different 

percentages of nozzle openings tested. 

 

 
Fig 9. Discharge rate of water against nozzles of 

different percentage opening 
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According to Fig. 9, the highest water discharge rate 

achieved is approximately 0.95 L/min, which occurred 

when a 5m long hose is connected to the nozzle while 

maintaining a 100% opening. Conversely, the slowest 

water discharge rate of 0.4 L/min is observed when the 

hose is 20m long, and the nozzle opening percentage is 

20%, unlike the hoses of 10m and 15m lengths. It is worth 

noting that friction between the water and the hose's inner 

surface, as well as changes in elevation or flow direction, 

contribute to losses in water pressure, known as head loss, 

during water pumping through a hose. Consequently, it 

can be inferred that hoses with smaller nozzle opening 

percentages offer more resistance to water flow, which 

leads to reduced water pressure and discharge rates. 

3.5. Maximum height water can reach 

Fig.10 presents the findings obtained by using hoses of 

different lengths which are 0.5m, 1m, 1.5m, 2.0m, 2.5m, 

and 3m to determine the maximum height that water can 

reach using a 12v DC submersible pump. 

 

 

Fig. 2 The discharge rate of water against hoses of 

different heights 

The graph shows that the pump can lift water to a 

maximum height of 3m with a discharge rate of 

approximately 0.321 l/min, while the minimum height of 

0.5m has the fastest discharge rate of water at around 1.95 

l/min. This indicates that the pump's lifting ability 

decreases as the height of the hose increases, resulting in 

a decrease in the water discharge rate. This is due to the 

longer hoses creating more resistance and reducing the 

flow rate. 

 

4. Conclusion 

The designed prototype for a solar irrigation system has 

been fabricated and tested. The study indicates that more 

solar radiation will result in higher charging power, 

which is useful for running the solar irrigation system. 

Additionally, the system is capable of pumping water up 

to 20 meters by fully utilizing solar energy. 

To maximize the efficiency of the system, it has been 

found that the solar panel should be tilted at an 

appropriate angle for each location, which enables the 

collection of more solar energy and facilitates faster 

battery charging. Moreover, the system is capable of 

pumping water up to a height of 3 meters. 

To maintain long battery life, it has been found that 

shorter irrigation pipes are more suitable. Furthermore, 

the study revealed that the solar collector efficiency is 

80%. Overall, the designed solar irrigation system has 

demonstrated its capability in achieving its intended 

objectives, and the findings of the study have provided 

valuable insights for future system improvements. 
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Abstract 

Treadmills are one of the most popular training equipment in the gym and at home. The working principle of 

treadmills is by moving the belt with the human knee bending, which creates mechanical energy to turn the belt. A 

gear or pulley and belt system connects to the generator along the axel line of the rolling bars. The power generated 

by the DC generator is stored in a battery pack and could be used to charge phones or other equipment. It has been 

found that treadmills can provide an efficiency of 95% when the DC motor is used and 92% when the AC motor is 

used. The main objective of this study is to design and fabricate a powder-generating manual treadmill and to analyze 

the performance of the system under different operation conditions. 

 

Keywords: Manual Treadmills, Gym Renewable Energy 

 

1. Introduction 

In 2015, the United Nations General Assembly 

established the Sustainable Development Goals (SDGs), 

which consist of 17 objectives to be accomplished by 

2030. SDG 7 aims to provide affordable, reliable, 

sustainable, and modern energy for all [1] This goal is 

especially relevant during the COVID-19 pandemic, as 

measures such as movement control orders (MCO) have 

significantly increased residential energy consumption 

while commercial and business energy consumption has 

decreased [2]. Impact of the MCO on electricity 

consumption has shown a sharp increase in residential 

electricity consumption [3]. To address this issue, the 

treadmill, which has become a popular fitness equipment 

for both home and gym use, can be modified to generate 

electricity. Originally the treadmill consumed energy to 

operate [4]. The treadmill consists of a wide belt driven 

by a variable-speed motor. However, by connecting it to 

a generator or an inverter, the kinetic energy generated by 

a person walking or running on the belt can be converted 

into electrical energy. This energy can then be used to 

power various devices or fed back into the power grid, 
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making the treadmill a potential solution to the increased 

energy consumption during the pandemic [5].  

2. Methodology and Experimental Setup 

As shown in Fig. 1, this experiment is set up with a 36 V 

DC generator that is driven by a pulley linked by a belt, 

with the main motion generated by the user walking or 

running on the treadmill belt [6]. The generator is 

connected to a charging control that regulates the voltage 

and current supplied to a 12 V, 7.2 Ah battery. The 

battery then supplies a 200 W inverter, which converts 

DC to AC power that can be used to charge devices such 

as phones and laptops. A Watt meter is connected 

between the generator and the charging controller to 

measure the current and voltage produced by the 

generator. 

 

 

 

Fig. 1 Connection Illustration of The Setup 

 

 

2.1. Design and Modifications 

As the treadmill was already made, modifications are 

required to convert the regular treadmill to manual one 

that is able to generate electricity. The modifications can 

be summarized as an assembly of a jack to have an incline, 

support for the side, generator base, motor pulley and 

treadmill roller. Fig. 2 shows the treadmill before 

modifications.  

 

Fig. 2 Treadmill Before the Modifications 

 

Fig. 3 shows the modified treadmill at its charging status. 

 

    Fig. 3 Charging Laptop from The 

Treadmill Battery 

 

3. Results and Discussion 

In this section, Table 1 shows the average results of 3 

different people who tested the prototype. The results are 

the readings from the watt meter for the voltage and 

current while the average speed is from the speedometer 

after 5 minutes of walking on the treadmill. As stated, 

before the treadmill is not motorized, therefore the speed 

is not constant, and the only way to maintain a constant 

speed is dependent on the person himself. However, the 

adjustment of pace was constant to maintain a relatively 

constant speed. 

 

Table 1. Average Speed for The Three Testers 

 

 Person 1 Person2 Person 3 

Speed 

(km/hr) 

2.24 3.12 5.05 

Current (A) 0.56 0.86 1.19 

Voltage (v) 12.18 12.53 13.24 

Power (W) 6.81 10.63 15.43 

 

3.1. Discussion 

Fig. 4 shows the average result for the three-persons. 

The results are combined in one graph, in terms  of speed 

(km/hr), current (A), Voltage, and power (W). 
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Fig. 4. Average Results for The Three Persons 

   From Fig. 4, it can be noticed that the higher the speed 

the higher the voltage and current, and accordingly the 

power generated. The data represents the average speed 

that has been achieved by each user. The voltage and 

current generated by the lowest speed of 2.24 km/h are 

12.18 v and 0.56A respectively. This speed can be 

achieved by anyone as it is within the normal walking 

speed. Speed 2 of 3.2 km/h induced a voltage of 12.53 v 

and a current of 0.86 A. The results are the average of the 

3 trials by each person. And lastly, speed 3 which is the 

average of the highest speed that can be achieved at 5.05 

km/h induced a voltage of 13.24 v and current of 1.19 A. 

Taking into consideration that the maximum current to 

charge the battery as recommended by the manufacturer 

is 0.1 to 0.25 of the battery capacity. The current achieved 

falls within these values. Based on the results, it is evident 

that there is a direct relationship between the speed, 

voltage, current, and power output of the manual 

Treadmill. When the speed of the person increases, the 

voltage and current generated also increase, resulting in 

higher power output. 

3.2. Theoretical Current 

From the generator specifications the RPM rating is 3400, 

while the current is 9.5 A for the 36 v. the generator 

efficiency is stated to be 78%. Eq. (1) is used to calculate 

the current produced by 1 RPM. 

 

 

(1) 

The treadmill belt is connected to the roller pulley with a 

ratio of 1:20 which is measured experimentally. The ratio 

between the roller pulley and the generator pulley can be 

calculated using Eq. (2) to Eq. (5): 

 

(2) 

 

(3) 

For Motor RPM = Roller Pulley RPM × 2.7 (4) 

 

(5) 

From Eq. (1) for each rotation of the generator, a current 

of 0.0029 A will be produced. The motor efficiency is 

78% as stated by the manufacturer, which will be 

considered when calculating the current. The average 

speed in Table 2 will be considered for these calculations. 

Table 2. Average Speed Current Calculation 

 
 Speed 1 Speed 2 Speed 3 

Speed (km/hr) 2.24 3.12    5.05 

Speed (m/s) 
37.28 52.0   84.11 

Roller (RPM) 125.0 174.14  282.0 

Motor (RPM) 337.41    470.16 
  761.31 

Current (A) 0.91 1.27 2.06 

Current with 

78%  

efficiency 

0.71 0.99 1.61 

 

Eq. (6) is used to calculate the efficiency for actual 

current and theoretical current. 

 

 

 

(6) 

Table 3. Actual Current and Theoretical Current 

Efficiency 

 

Actual Current (A) 0.56 0.87 1.19 

 

Current with efficiency 

 

0.71 
 

0.99 
 

1.61 

 

Efficiency 

 

78.88% 
 

87.88% 
 

73.91% 

From Table 3, it can be noticed that the produced current 

is less than the theoretical current and that is due to the 

losses due to friction during the experiments. 

4. Conclusion 

In conclusion, the prototype of the manual treadmill is 

able to operate and generate electricity of different values 

depending on the walking/ running speed of the user as it 

is directly connected. The results have shown that the 

faster the walking on the treadmill, the higher the current                             

generated which is required to charge a battery for later 

use. The average 3 speeds are 2.24 km/h, 3.12 km/h, and 
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5.05 km/h which have generated a current of 0.56A, 

0.86A, and 1.19 A respectively. While the voltage for the 

3 speeds is 12.18 v 12.53 v and 13.24 v. For the 

application of the manual treadmill, 3 devices with 

different battery capacities have been tested. The devices 

are a smartphone, a smartwatch, and a laptop, with 

batteries capacities of 4200 mAh, 455 mAh, and 56 Wh 

respectively. After testing using USB and a normal 

charger it has been found that the 7.2 Ah battery can 

charge the smartform 4.8 times, the smartwatch 44.6 

times, and the laptop 1.5 times. However, it is important 

to note that the manual treadmill is designed to be an 

affordable and accessible option for exercise beside being 

successful in generating electrical power. The findings of 

this research align with target 13.2 of the SDG’s, which 

emphasizes the integration of climate change measures 

into policies and planning. 
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Abstract 

This research explores the integration of smart technologies in traditional car jacks, aiming to enhance 

efficiency and user safety. By incorporating sensors and automation, the smart car jack introduced in this 

study not only streamlines the lifting process but also provides real-time data on load distribution and 

stability. ethodologically, the study involves the design, prototyping, and testing of the smart car jack, 

assessing its performance in various scenarios. Results demonstrate a significant reduction in lifting time 

and improved safety measures, positioning the smart car jack as a viable innovation in the automotive 

industry. The implications of this technology extend to increased convenience for users and a potential 

reduction in roadside accidents. This research contributes to the ongoing evolution of automotive  tools and 

underscores the benefits of merging smart technologies with traditional equipment. 

Keywords: Internet of Things; Car Jack, Smart, ESP32 

 

1. Introduction 

     This paper addresses the challenges of roadside 

emergencies, such as flat tires, and the limitations of 

conventional scissor car jacks that require physical effort 

and can lead to backache problems. To tackle these issues, 

the paper presents a modified car jack design that is safe, 

easy to operate, and reduces physical effort for lifting and 

lowering vehicles during automobile repair, especially 

for roadside situations. The study explores the integration 

of Internet of Things (IoT) technology in automotive 

tools, particularly in the development of smart car jacks. 

The aim is to revolutionize the traditional car lifting 

process, making it smarter, safer, and more efficient. By 

incorporating IoT, the proposed smart car jack offers 

convenience and enhanced control over vehicle 

maintenance tasks [1].This paper introduces a novel 

smart car jack design that leverages IoT technology to 

improve the efficiency and safety of roadside repairs, 

alleviating the burden on car owners during emergencies. 

The focus is on developing a user-friendly and cost-

effective solution that can significantly reduce the 

physical effort required for car maintenance tasks [2]. 

2. Methodology and Experimental Setup 

 
 A. Software and microcontroller  

In this project, software holds a pivotal position in 

designing and developing a smart car jack with Internet 

of Things (IoT) capabilities. To achieve the project's 

objectives, the software utilized includes the Blynk 

platform and the Arduino Integrated Development 

Environment (IDE) [3]. Blynk serves as a mobile 

platform, enabling remote control of various hardware 

modules like Arduino and ESP32 over the internet. 

With Blynk, developers gain access to an array of 

features, empowering them to control hardware 

components, store, and display data, visualize 
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information, and more. It simplifies the process of 

connecting input/output components with hardware 

devices and facilitates seamless data transfer between 

them. The Blynk server, functioning as a cloud-based 

backend service, establishes communication between 

the smartphone application and the hardware, making 

it highly convenient for developers to manage and 

control their IoT systems efficiently [4]. In this project, 

the ESP32 is utilized as the primary microcontroller. 

The ESP32 is a powerful and versatile microcontroller 

that operates using the Arduino IDE, an open-source 

software platform for writing and uploading code to 

Arduino boards.  

 

The ESP32, integrated with the Blynk platform, 

allows for enhanced remote control and monitoring of 

the smart car jack's hardware components. 

 

 
Fig. 1. Prototype Design 

 

To establish the connection between the ESP32 and 

the Blynk platform, the Blynk library was installed in 

the Arduino IDE [5].This library provides an interface 

for seamless communication between the ESP32 and 

the Blynk cloud server and mobile application. Once 

the library is installed, developers can utilize the Blynk 

API to program the ESP32, enabling control and real-

time monitoring of the smart car jack's various 

hardware functionalities [6]. 

 

B. Prototype Design 

 

This section presents the final design for the smart car 

jack project, as depicted in Fig. 1. The design features 

a scissor jack prototype mounted on a movable base, 

allowing for increased mobility. The prototype is 

equipped with mecanum wheels driven by a DC gear 

motor, transforming it into a smart car jack. To control 

the lifting mechanism, a steel rod is connected to a 

stepper motor, which receives instructions from the 

microcontroller, ESP32. The components of the design, 

except for the steel rod, are 3D printed using robust 

PLA+ (Polylactic Acid) material, renowned for its 

improved mechanical properties like enhanced 

toughness and impact resistance compared to standard 

PLA. This ensures the smart car jack's stability and 

durability during the car lifting process. The final 

design incorporates a movable scissor jack prototype 

with mecanum wheels, operated by a stepper motor 

controlled by the ESP32 microcontroller. The use of 

PLA+ material for 3D printing ensures the structure's 

strength and ability to withstand the pressure exerted 

during the lifting operation. 

 

 
Fig. 2. System wiring diagram. 

 

C. Coding and Programming  

 

The code implemented in this project outlines the 

core functionalities and control logic of the Arduino 

sketch for the IoT-enabled car jack. It begins by 

including essential libraries for Wi-Fi communication, 

Blynk (the IoT platform), and Stepper motor control. 

The Blynk template ID, obtained from the Blynk 

website, along with the name and authentication token, 

is defined to establish communication with the Blynk 

app. Wi-Fi credentials are set to connect the ESP32 

board to the network. In the setup function, the code 

connects to Wi-Fi, initializes Blynk, and sets up the 

motor control pins, ensuring the motors start in a 

stationary state. The loop function continually checks 

for incoming commands from the Blynk app through 

virtual pins. Corresponding functions are executed to 

control the car jack's movements or perform other 

desired actions. Additional functions are defined for 

precise motor control, including forward, backward, 

left, and right movements. The Stepper1 function 

governs the stepper motor's rotation based on specified 

parameters for direction and the number of rotations 

required [7]. This pseudocode provides a concise 

overview of how the IoT-enabled car jack interacts 

with the Blynk app, processes input commands, and 

controls the motors to achieve specific movements. 

 

 D. Connections  

 

Fig. 2 illustrates the interconnected setup of the Smart 

Car Jack Prototype, comprising two power supplies, 

three motor drivers, one stepper motor, four DC gear 
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motors, and the ESP32 microcontroller. The motor 

drivers are connected to the power supply and the 

respective motors, with specific pins interfacing them 

to the ESP32 for control signals.  

Regarding the stepper motor, pin connections were 

established using pins 25, 26, 21, and 19 as IN1, IN2, 

IN3, and IN4 for its motor driver. These specific pins 

allow precise control and coordination of the stepper 

motor, significantly contributing to the overall 

functionality and performance of the Smart Car Jack 

Prototype.  

 

3. Results and discussion  

 

Tests to analyse the performance of the smart car 

jack: A. Prototype efficiency on different ground 

surfaces. Table 1 shows the car jack performance while 

moving on different surfaces, The prototype 

demonstrated varying speeds on different surfaces. It 

achieved the highest average speed of 0.41 m/s on 

asphalt, performed moderately on grass with an 

average speed of 0.23 m/s, but encountered challenges 

on sand, getting stuck in all trials and unable to 

complete the one-meter test. Surface conditions 

significantly affected its mobility and effectiveness [8]. 

 

Table 1. Test Results 

 
 

B. Analysing the performance of the car jack with 

no load.  

 

The data of the car jack with no load has been 

tabulated in Table 2 and illustrated in Fig. 3 which shows 

that the car jack's consistent and efficient performance in 

both jacking up and jacking down processes without any 

load. The mechanism is well-calibrated and operates 

smoothly, ensuring reliable and convenient operations for 

users during routine tasks [9]. 

 

Table 2. Test Results 

 
 

 

 
 

Fig. 3. The performance of the car jack with no load 

C. Analysing the performance of the car jack with 

different loads. 

 

The results reveal that the jacking up time increases 

with the load on the jack, indicating a direct relationship 

between them. Conversely, the jacking down time 

decreases as the weight applied to the prototype increases, 

showing an inverse relationship. These results provide 

valuable insights for optimizing the prototype's 

performance under varying load conditions, as illustrated 

in Table 3. 

 

Table 3. Test Results 

 

D. Determining the maximum height of the prototype.  

 

This test findings determine the prototype's 

maximum safe height as 30 cm, beyond which the 

stability and safety of the car lifting process could be 

compromised. Establishing this critical height limit 

provides valuable guidance for users to safely operate the 

smart car jack, ensuring both user and load safety during 

lifting operations. Table 4 shows the stability of the car 

jack with different heights.  

 

Table 4. Test Results 
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E. Comparison between the jacking up speed of 

manual scissor car jack and the proposed prototype  

 

The smart car jack prototype reaches its maximum 

height significantly faster than the manual scissor car jack, 

thanks to the use of a stepper motor that ensures precise 

and consistent movements. The elimination of human 

factors during operation contributes to enhanced 

efficiency and reliability, making the smart car jack an 

appealing choice for users seeking faster and more 

reliable lifting operations, as shown in Table 5. 

 

Table 5. Test Results 

 
 

4. Conclusion  

 

This study aimed to develop a smart scissor car jack 

with IoT capabilities, incorporating mecanum wheels and 

a stepper motor, controlled through the Blynk application. 

The prototype demonstrated remarkable performance, 

lifting a 200 N toy car to 30 cm in just 13.13 seconds, 

outperforming manual alternatives. The success of this 

project highlights the potential of IoT-integrated 

automotive tools in enhancing efficiency, safety, and 

convenience in vehicle maintenance. Future 

recommendations include improving mobility with larger 

wheels, implementing intelligent positioning systems, 

and enhancing safety mechanisms through IoT sensors. 

These enhancements will transform the smart car jack 

into an advanced and user-friendly automotive solution 

for various terrains and vehicles. 
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Abstract 

Global warming remains one of the most detrimental by-products of industrialization. Fossil fuels contribute to the 

majority of greenhouse gases emitted but remain a popular option for the generation of energy. An easy fix for this 

conundrum is to utilize other forms of fuel for energy generation which burns cleaner and renewable as opposed to 

fossil fuels. The aforementioned solution would be to use biomethane generated from waste products which burn 

cleaner and comes from a renewable source. In this paper, an IoT based biogas monitoring system for biogas reactors 

is proposed. An ESP-32 microcontroller system is deployed and tested to detect the presence of gas production. A 

dashboard plotting the data obtained from sensors is designed to help user monitor parameters. Data obtained is 

automatically uploaded to a Google Spreadsheet for data. 

Keywords: Sensors; Biogas monitoring; Microcontroller; IoT 

1. Introduction 

Fossil fuels have been lambasted for being one of the 

main contributors of global warming. The burning of 

fossil fuels releases harmful chemicals into the 

atmosphere such as carbon dioxide and nitrogen oxides 

into the atmosphere. Carbon dioxide contributes to the 

greenhouse effect in which the heat from the sun is 

trapped in the atmosphere. Since the mid-19th century, 

the United States alone were responsible for a whopping 

29% of carbon dioxide emissions by humans or 

328,000,000 metric tons of carbon dioxide [1]. With the 

increase in temperature comes the melting of the glaciers 

which results in an increase in sea levels. The world 

population continues to grow every year, and with that 

the demand for energy also continues to grow. In big 

countries such as China, it was estimated that the 

population in 2021 was 1.43 billion and 543.98 million 

in 1950 [2]. The increase in population also contributes 

to the increase in urbanization of a country. With the 

increase in urbanization comes the increase in energy 

demand as well. China’s energy consumption in 2003 
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reached 1678 million tonnes coal equivalent (or MTCE) 

where coal consumption took up 67% of the total 

consumption, oil taking up 23% and hydroelectricity and 

natural gas being 7% and 3%, respectively [3]. This 

shows that the burning of fossil fuels remains one of the 

preferred fuels for energy generation.  

With the continuous use of fossil fuels, comes the 

detriment of the environment and eventual depletion of 

this fuel source as fossil fuels are not renewable. A 

promising solution for this is to use biogas as an 

alternative to fossil fuels. The decomposition of waste 

products such as animal manure and food wastes through 

anaerobic digestion of different microorganisms creates 

biogas as one of the end products of the decomposition 

process [4]. All that is required by the average household 

to create their own biogas is an affordable way to monitor 

the biogas production. 

IoT helps connect previously unconnected and dumb 

physical devices while simultaneously giving them the 

intelligence to act on a command or situation. It is likely 

that the integration of IoT technology and other industries 

can change the mode of economic development, achieve 

green growth and low-carbon economy [5]. IoT 

technology has been widely used in environment 

protection, industry monitoring, food tracing source, 

logistic trading and other fields [6]. In this paper, a 

system that utilizes IoT to monitor components in a 

biogas reactor will be presented. 

 

2. Methodology and Experimental Setup 

2.1. Materials 

Biogas samples were obtained by mixing animal 

manure and food waste in a blender and then adding 

inoculum to the solution. Desiccant beads were included 

in the biogas chamber to remove moisture.   

2.2. Apparatus and Equipment 

The microcontroller used for the data acquisition device 

is an ESP-32. An MQ-4 semiconductor sensor was used 

for the detection of methane. An MQ-135 sensor was 

used to detect the presence of carbon dioxide in the air 

while a DHT-11 sensor is used for detecting the presence 

of temperature and humidity. A soldering set was used to 

create a circuit board for the data acquisition device. 

IFTTT protocol was used to constantly update a Google 

Sheets file with the data obtained from the sensors.   

2.3. Prototype Setup 

The basic idea of the system is to monitor the biogas 

generated in the biogas reactor and update the remote 

database. The microcontroller collects data from the 

sensors and then sends it to the Blynk mobile application 

and Google spreadsheets via IFTTT. Fig. 1 shows the 

overall architecture of the system proposed while Fig. 2 

shows the system flowchart. The reactor contains a 

mixture of inoculum, food waste and rabbit dung. Biogas 

produced in the reactor travels from the reactor to a 

mason jar containing the sensors of the data acquisition 

device. 

 

 

Fig. 1 Overall System Architecture 

 

 

Fig. 2 System Flowchart 

 

The data acquisition device is placed together with the 

biogas reactor. The device measures the methane gas as 

well as carbon dioxide produced by the biogas reactor 

and then uploads the data to Blynk’s database and a 

Google spreadsheet via IFTTT. The data can then be 

viewed on Blynk’s dashboard. The data acquisition 
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device requires an active internet connection to send data. 

A Telegram bot was created to receive alerts from the 

device if the data is out of the specified range. 

2.3.1 Preheating Process 

The MQ-4 and MQ-135 sensors require initial 

preheating before the sensors provide stable readings. 

The datasheet advises that the sensors be given a 24-hour 

period to preheat. The sensors were found to provide 

stable readings after 12-hours from the start of power on. 

The subsequent use of the sensors requires roughly 10-

minutes of preheating. 

2.3.2 Sensor Calibration Process 

The MQ-4 and MQ-135 sensors require calibration. 

After the sensors were preheated and readings stabilized, 

data from a reference sensor was used to assist in the 

calibration process. Both readings were compared and 

the difference in data was compensated for in the code 

written for the ESP-32 microcontroller. 

2.3.3 Data Acquisition Device fabrication 

The data acquisition device consists of an MQ-4 sensor 

to detect methane, MQ-135 sensor to detect carbon 

dioxide, and DHT-11 to detect temperature including 

humidity. The microcontroller used for the device is an 

ESP-32. Fig. 3 shows the circuit diagram of the device. 

 

 

Fig. 3 Data Acquisition Device Circuit Diagram 

2.3.4 Blynk Dashboard and IFTTT 

A dashboard was designed to show the data obtained by 

the device. The dashboard displays the data in the form 

of a graph and the value at an instance on a gauge. The 

data is provided in PPM (Parts Per Million) over time. 

Fig. 4 shows the dashboard as viewed on a computer and 

Fig. 5 shows the dashboard on the mobile application. 

 

 

Fig. 4 The dashboard on the computer 

 

Fig. 5 The dashboard on the mobile application 

2.3.5 Telegram Alert Function 

A Telegram message bot was created to receive alerts 

from the device in an event where a specific condition 

has been met (Fig. 6). An example of this would be when 

the methane or carbon dioxide levels drop below a certain 

level or when methane is detected. When the methane or 

carbon dioxide levels drop from a high concentration to 

a lower concentration, it may signify that a leak is present 

in the chamber and allows the user to perform data-driven 

decision making. 

 

 

Fig. 6 Telegram Alert Function 

2.3.6 Test Setup 

The first prototype was built and tested as shown in Fig. 

7. From the labels in Fig. 7, one represents the reference 

sensor, two represents the biogas reactor containing food 

waste and animal manure, three represents the sensors in 

a mason jar, and four represents the microcontroller. 
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Fig. 7 Prototype test setup 

3. Result and Discussion 

3.1. Data Acquisition Device 

In determining the sensor’s accuracy, the sensor 

readings of the MQ-4 and MQ-135 were compared to a 

secondary set of data obtained in clean air and in biogas. 

The DHT-11 sensor data was compared with another 

measuring device that measures temperature and 

humidity. 

Fig. 8 shows results of the MQ-4 sensor in clean air. 

The sensor readings fluctuate slightly when compared to 

the secondary set of data due to noise. Fig. 9 shows the 

results of the MQ-135 sensor in clean air. The data shows 

a similar trend when compared to the secondary set of 

data in clean air. Fig. 10 and Fig. 11 shows the 

comparison between the data obtained by the DHT-11 

sensor and the reference measuring device. It was found 

that the temperature data from the DHT-11 sensor 

deviated about two degrees Celsius while the humidity 

data was found to deviate about three percent. As the data 

of the MQ-4 and MQ-135 fluctuates drastically, a 

tabulation of data was created for comparison (Table 1). 

 

 

Fig. 8  Methane comparison graph 

 

Fig. 9 Carbon dioxide comparison graph 

 

Fig. 10 Temperature comparison graph 

 

Fig. 11 Humidity comparison graph 

 

Table 1 Sensor Data in Clean Air 

No. 

Sensor Data 

MQ-4 
MQ-

135 

Reference 

(methane) 

Reference 

(carbon 

dioxide) 

1 0 474 0 453 

2 0 449 0 458 

3 0 456 0 460 

4 0 454 0 461 

5 0 467 0 459 

6 0 458 0 455 

7 0 449 0 458 

8 7 450 0 457 

9 0 451 0 459 

10 0 457 0 459 

11 7 449 0 455 
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No. 

Sensor Data 

MQ-4 
MQ-

135 

Reference 

(methane) 

Reference 

(carbon 

dioxide) 

12 3 457 0 456 

13 8 454 0 453 

14 1 461 0 456 

15 0 460 0 458 

16 9 446 0 459 

17 0 457 0 456 

18 0 453 0 458 

19 0 457 0 462 

20 0 454 0 463 

21 0 448 0 462 

22 0 456 0 460 

23 5 457 0 461 

24 2 455 0 465 

25 1 464 0 466 

26 4 465 0 461 

27 3 453 0 462 

28 7 446 0 461 

29 0 467 0 458 

30 3 440 0 461 

31 4 465 0 463 

 
Fig. 12 shows the results of the MQ-4 sensor in biogas. 

It was observed that the MQ-4 sensor provided near 

similar readings compared to the reference sensor until 

near the end where a leak was likely the cause of the large 

deviation. Fig. 13 shows the MQ-135 sensor in biogas. 

The percentage of error was calculated using Eq. (1). 

 

𝑃𝑒𝑟𝑐𝑒𝑛𝑡 𝑒𝑟𝑟𝑜𝑟 =   
𝐴𝑐𝑡−𝑀𝑒𝑎𝑠

𝐴𝑐𝑡 
× 100%             (1) 

 

Where; 

 

Act= Actual reading 

Meas= Measured reading 

 

It was discovered that the MQ-4 sensor had an error of 

less than 6% and was deemed accurate. It was discovered 

that in higher carbon dioxide concentration, the MQ-135 

becomes less sensitive and thus has a 41% error. 

However, the MQ-135 did detect the presence of carbon 

dioxide and is deemed acceptable. The data for Fig. 12 

and Fig. 13 were tabulated in Table 2. The readings from 

the DHT-11 were affected by the heat generated by the 

MQ-4 and MQ-135. Due to the reference sensor being 

placed in a separate compartment, the data of the DHT-

11 and reference sensor was different and was thus 

omitted. 

 

Fig. 12 Comparison Between MQ-4 and Reference in 

Biogas 

 

Fig. 13 Comparison Between MQ-135 and Reference in 

Biogas 

 

Table 2 Sensor Data in Biogas 

No

. 

Sensor Data 

MQ-

4 

MQ-

135 
Ref. (CH4) Ref. (CO2) 

%error 

(CH4) 

%error 

(CO2) 

1 432 881 444 1451 2.703 39.283 

2 438 882 442 1462 0.905 39.672 

3 430 887 437 1459 1.602 39.205 

4 440 897 435 1452 1.149 38.223 

5 438 885 432 1471 1.389 39.837 

6 436 884 430 1466 1.395 39.700 

7 429 883 428 1468 0.234 39.850 

8 434 885 425 1476 2.118 40.041 

9 419 892 423 1473 0.946 39.443 
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No

. 

Sensor Data 

MQ-

4 

MQ-

135 
Ref. (CH4) Ref. (CO2) 

%error 

(CH4) 

%error 

(CO2) 

10 428 890 421 1479 1.663 39.824 

11 430 884 423 1482 1.655 40.351 

12 434 886 425 1479 2.118 40.095 

13 429 888 428 1485 0.234 40.202 

14 436 980 432 1482 0.926 33.873 

15 419 890 435 1488 3.678 40.188 

16 434 877 440 1485 1.364 40.943 

17 436 922 447 1484 2.461 37.871 

18 440 890 444 1487 0.901 40.148 

19 445 885 442 1482 0.679 40.283 

20 440 887 446 1475 1.345 39.864 

21 437 889 442 1479 1.131 39.892 

22 436 895 440 1484 0.909 39.690 

23 435 892 447 1479 2.685 39.689 

24 437 889 449 1485 2.673 40.135 

25 436 889 451 1484 3.326 40.094 

26 434 890 454 1490 4.405 40.268 

27 438 892 456 1487 3.947 40.013 

28 437 890 461 1493 5.206 40.388 

29 439 892 463 1491 5.184 40.174 

30 440 902 462 1486 4.762 39.300 

*To save space methane and carbon dioxide has been 

abbreviated to CH4 and CO2 respectively. 

 

3.2. Power Consumption 

The current draw of the sensors including the ESP-32 

were pulled from the data sheet. The power consumption 

was calculated using Eq. (2). 

𝑃𝑜𝑤𝑒𝑟 =   𝐶𝑢𝑟𝑟𝑒𝑛𝑡  𝑉𝑜𝑙𝑡𝑎𝑔𝑒                           (2) 

 

Table 3 shows that the estimated power consumption of 

the device totals up to 2.702W. Although the power was 

calculated using the maximum rated current draw from 

the component’s respective datasheet, the actual power 

consumption of the device could potentially be higher 

due to energy loss in the form of heat. 

 

 

 

Table 3 Power Consumption 

Component 

Current 

draw 

(mA) 

Power 

(W) 

MQ-4 150 0.75 

MQ-135 150 0.75 

DHT-11 0.3 0.0015 

ESP-32 240 1.2 

Total 540.3 2.7015 

3.3. Project Cost Analysis 

The project cost analysis breakdown is shown in Table 

4. Some of the components of the project such as the 

wires and soldering iron were not taken into account for 

as the cost is negligible due to only using a small amount. 

 

Table 4 Cost Breakdown 

Part 

name 

Individual 

Price 

(MYR) 

Quantity 
Total 

(MYR) 

ESP-32 15.00 1 15.00 

MQ-4 5.20 1 5.20 

MQ-

135 
6.50 1 6.50 

DHT-

11 
4.90 1 4.90 

PCB 1.00 1 1.00 

Mason 

Jar 
10.00 1 10.00 

Total 42.60 

 

4. Conclusion 

The design proposed in this paper is a scalable 

solution to monitor the production of methane and carbon 

dioxide within the biogas which are important parameters 

to determine the efficiency of the biogas reactor. The 

proposed design was tested and was deemed capable in 

detecting the presence of biogas and carbon dioxide in 

the biogas reactor. 
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Abstract 

This project introduces an IoT-based smart mushroom growing kit to meet the rising global demand for high-quality 

mushrooms. Various species of mushrooms can be efficiently grown in different environmental conditions with the 

help of IoT devices that enable farmers to regulate the climate condition according to the specific needs of each type 

of mushroom. The kit employs sensors and actuators, including temperature, humidity, MQ-135, and ultrasonic sensors, 

along with an ESP32 camera, controlled by a microcontroller. The collected data is transmitted to an IoT platform via 

Wi-Fi, facilitating real-time monitoring and control through a user-friendly dashboard on Blynk website and Blynk app. 

This innovative system optimizes mushroom cultivation by adjusting environmental conditions, offering efficiency and 

profitability. Users can remotely monitor and regulate the growth environment through their smartphones, enhancing 

the overall mushroom cultivation experience. 

Keywords: Internet of Things; Environmental Condition Control, Mushroom Growing Kit 

 

1. Introduction 

With the growth of cities and urbanization in 

Malaysia, there is a growing demand for sustainable 

food production within the urban areas. Mushrooms are 

types of fungi that are known as high protein food 

which is beneficial for health. Mushrooms were mostly 

used in health supplements and used as an ingredient in 

meals to provide nutritional properties to the human 

body [1]. The demand for mushrooms in Malaysia was 

expected to increase due to the health awareness among 

the people increases [2]. Based on Hedley [3], the 

duration of the complete mushroom life cycle can vary 

from as short as one day to couple of years based on 

the types of the mushroom species. Thus, it is best to 

consume the mushroom fresh within a day. Other than 

that, drying, freezing, canning, pickling are the 

common processing and preservation methods to keep 

the mushrooms fresh [4]. Despite the fact that, 

Malaysia is a tropical country with suitable climates 

condition to grow and produce various mushrooms 

locally, Malaysia had imported more than five tons of 

mushrooms every year since 2009 and has reached up 

to 10 million tons in 2012 which cost more than USD 

3.0 million from China [2]. This shows that, the 

mushroom industry in Malaysia is inadequate as the 

local mushroom production can barely supply enough 

mushroom for local consumers [5]. There are several 

techniques that can be used in mushroom cultivation. 

Machine learning technique is one of the advanced 

technologies used in large-scale farming for crops 

monitoring and pest control. Fuzzy logic technique and 

command control programming were also used in 

urban farming and greenhouse to monitor the 

environmental parameters [6]. However, the cost of 

implementing advanced technology can be relatively 
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high, making it difficult for small-scale farmers to 

afford [7].  

 

The paper shows the development of an IoT-based 

smart mushroom growing kits that allows beginners 

and urban farmers to monitor and remotely control the 

growing condition of mushroom easily through smart 

device without being worried or being at the presence 

using Blynk IoT application and sensors. The 

automated IoT smart mushroom growing system can 

help users to take care of the mushrooms and save user 

time while enjoying growing mushrooms at home for 

cooking or to earn extra income. 

2. Methodology and Experimental Setup 

ESP32 microcontroller was used in this project. The 

IoT platform chosen for this project is Blynk as it is a 

mobile application-based platform, easy to use and it 

offers a user-friendly interface to control and monitor 

the IoT devices. The controlling parameters and output 

devices of this project consist of temperature, relative 

humidity, carbon dioxide level, water level, LED light, 

fan, misting system and camera. 

 

A. System block diagram 

 

The IoT-based smart mushroom growing kit was 

designed to monitor the growth of mushrooms under 

the desirable environmental condition by obtaining 

data from the sensors and controlling the actuators 

using IoT technology. Fig. 1 shows the block diagram 

of the IoT system where the input and output devices 

were connected to the microcontroller and the ESP32 

microcontroller communicates with Blynk IoT 

platform through Wi-Fi internet connection. 

 

 
Fig. 1 Block diagram of the system 

 

B. Control System wiring diagram 

 

The control system consists of three subsystems 

which are the lighting, ventilation and misting system. 

Fig. 2 shows the wiring connection of the system which 

consists of the microcontroller, sensors, actuators and 

power supply. A three-pin plug was used to connect the 

240V AC input power generated from the power 

station to the house to the power supply transformer to 

convert voltage 240V AC to 12V DC. Then, the 12V 

DC output voltage positive and negative pole were 

connected to the terminal block to supply 12V DC to 

the fan, water pump, LED light and buck converter. In 

addition, the ESP32 microcontroller, MQ-135 air 

quality sensor, HC-SR04 ultrasonic sensor, ESP32-

CAM and relay were connected to the output of the 

buck converter where 12V DC is step down to 5V DC. 

Lastly, the DHT22 temperature and humidity sensor 

was powered with 3.3V DC from the ESP32 

microcontroller. 

 

 
Fig. 2 System wiring diagram 

 

C. System structure design 

 

Fig. 3 shows the structure design of the mushroom 

growing kit using SolidWorks software which consists 

of the misting system, LED light, ESP32-CAM for 

video streaming, MQ-135 air quality sensor, DHT22 

temperature and humidity sensor, a DC fan and an 

ultrasonic sensor. The material used for the mushroom 

growing kit structure is stainless steel with a dimension 

of 450mm length, 360mm width and 690mm height. 

The kit was designed to fit 10 mushroom bags in 

pyramid arrangement. The electrical component 

section was designed to keep the electrical components 

safe on top of the kit and the water tank section was 

used to place the plastic container used as the water 

tank for the misting system, while the mushroom room 

section was used to place the mushroom bags for 

mushroom development. The components used in the 

IoT-based smart mushroom growing kit were arranged 

and labeled in Fig. 3 and Fig. 4. 

790



 IoT Based Smart Mushroom 
 

 

©The 2024 International Conference on Artificial Life and Robotics (ICAROB2024), J:COM HorutoHall, Oita, Japan, 2024 

 
Fig. 3 IoT-based smart mushroom growing kit section 

 

 
Fig. 4 IoT-based smart mushroom growing kit 

components labels 

3. Results and discussion 

A. IoT-based smart mushroom growing kit prototype 

 

Fig. 5 shows the kit prototype when the LED light 

button is pressed as shown in Fig. 6. on Blynk IoT 

application. Blue light spectrum was used in the 

prototype due to blue-colored LED light is the most 

effective color in enhancing the development and 

production of the oyster mushroom [8]. 

 

 

Fig. 5 Mushroom growing kit prototype 

 

Fig. 6 LED Light setting on Blynk app interface 

Desired value for temperature, relative humidity and 

CO2 concentration can be set by user in the Blynk app as 

shown in Fig. 7. Once the desired values are set, the data 

will be read by ESP32 microcontroller, and the actuators 

will operate according to the command given by the 

ESP32 microcontroller to alter the kit environmental 

temperature, relative humidity and CO2 concentration. 

The user is able to monitor and control the kit from the 

Blynk IoT application as measured readings from the 

DHT22, MQ-135 and ultrasonic sensors are displayed on 

the Blynk app IoT interface as shown in Fig. 8 and user 

could view the live-stream video by clicking on the video 

stream button on the Blynk app as shown in Fig. 9. 

 

 

Fig. 7 Desired controlling variables setting on Blynk 

app interface 
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Fig. 8 Measured readings from sensors displayed on 

Blynk app interface 

 

 
Fig. 9 Video stream button 

 

B. Sensor detection accuracy results 

 

To analyze the accuracy of the sensors, the 

temperature, relative humidity, CO2 concentration level 

and water level readings obtained from a commercial air 

detector, and a ruler were compared with the ultrasonic 

sensors used in the kit. After eight attempts of testing, the 

result shown that temperature and humidity sensor 

(DHT22), air quality sensor (MQ-135) and ultrasonic 

sensors (HC-SR04) have high accuracy in detecting 

temperature, relative humidity, CO2 concentration level 

and water level as it has low percentage error below 6%. 

 

C. Results before and after IoT system implementation 

 

Desired temperature value was set at 27℃. Based on 

Fig. 10, temperature value detected outside the prototype 

kit remain constant at 28℃ and the temperature value 

measured from the DHT22 sensor inside the prototype kit 

reduced from 28.1℃ to 27.8℃ throughout the 10 

minutes testing. This has proven that the prototype kit 

was able to work according to the microcontroller 

command by reading the desired value from the Blynk 

IoT application to turn on the fan. However, the 

prototype kit was only able to reduce the temperature up 

to 0.3℃ due to there is no cooler and heater implemented 

in the mushroom growing kit. 

Fig. 10 Temperature before and after IoT system 

implementation graph 

 

 

  

 Moreover, the desired value for relative 

humidity was set at 70%. The relative humidity value 

detected outside the prototype kit has a slight change 

from 61% to 63% as shown in Fig. 11.  However, it does 

not reach the desired humidity value. The relative 

humidity value measured from the DHT22 sensor inside 

the prototype kit increases from 60.4℃ to 69.5℃ 

throughout the 10 minutes testing. This has proven that 

the misting system in the prototype kit was able to work 

effectively by proving sufficient humidity required for 

the mushroom development when the humidity detected 

is low. 

 

 
Fig. 11 Relative humidity before and after IoT system 

implementation graph 

 

D. Mushroom harvest result 

 

A mushroom harvest cycle was conducted to observe 

the performance of the IoT-based smart mushroom 

growing prototype kit and the traditional mushroom 

cultivation methods. Fig. 12 shows the mushroom 

harvest using traditional method and Fig. 13 shows the 

mushroom harvest using the IoT-based smart mushroom 

growing prototype kit. 

 

 
Fig. 12 Mushroom harvest using traditional method 
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Fig. 13 Mushroom harvest using prototype kit  

 

The traditional harvest method took eight days for the 

primordia formation while the mushroom harvest using 

prototype kit only took five days which is three days 

faster than the traditional harvest method. Hence, the 

duration for the mushroom fruitbody development using 

traditional method is longer compared to the mushroom 

fruitbody development using prototype kit. Other than 

that, the weight of the mushroom produced using the 

traditional method was only 49 grams which is 11 grams 

lesser than the 60 grams weight of the mushroom 

produced using the prototype kit. The mushroom 

produced from the prototype kit is bigger in size and the 

color is more even compared to the mushroom grown 

with the traditional method. This shows that the 

mushroom harvest using prototype kit is more efficient 

compared to the traditional method. By using the 

traditional method, user must continuously damp the 

cloth in water and place the cloth on top of the mushroom 

bag once the cloth is dry. The prototype kit could 

automatically control the environment condition to 

ensure the surrounding has enough moisture which could 

help in speeding up the mushroom development process 

and to produce good quality mushrooms. 

4. Conclusion 

The proposed IoT-based smart mushroom growing 

prototype kit has achieved all requirements to control 

the environmental condition for the mushroom’s 

development. The kit was capable of controlling the 

environmental variables based on the desired value set 

by the user. An IoT system was created with Blynk 

application to control and monitor the growth of 

mushrooms through the smartphone. Other than that, 

users could obtain the data stored on the google sheet 

for data analysis. The kit was considered a successful 

innovation to support the sustainable development 

goals (SDGs) to reduce the use of resources and waste 

in the mushroom growing process and increases the 

efficiency and productivity of the mushroom growing 

operation.  
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Abstract 

In this paper, the process of developing the reformulation equation of the Square AMC is conducted. The 

reformulation yielded results with less than a 5% difference for an AMC using FR-4 substrate with thickness of 3 

mm. The equation for calculating capacitance was developed using the conformal mapping theory, with the 

assumption that inductance remains fixed at the thickness of the AMC. A comprehensive study analysis and 

integration of an Artificial Magnetic Conductor (AMC) tailored explicitly for metal shielding in Radio Frequency 

Identification (RFID) applications. The primary focus is to establish a stable and efficient communication link 

between RFID readers and tags, ensuring reliable data transmission within metallic environments. The proposed AMC 

structure exhibits a symmetrical design to facilitate seamless integration with RFID tags. This integration strategy 

aims to optimize communication stability and signal fidelity despite challenging metallic surroundings.  

Keywords: Artificial Magnetic Conductor (AMC), RFID, Dipole Antenna.

1. Introduction 

The Artificial Magnetic Conductor (AMC) belongs to 

the metamaterial structure group, specifically designed to 

enhance the performance of various antenna types, 

including dipole, monopole, and patch antennas [1], [2], 

[3]. Employing AMC as the ground plane serves to 

enhance the antenna's gain by minimizing undesirable 

back radiation and mitigating mutual coupling effects. 

The AMC is characterized by its high surface impedance, 

exceeding a thousand ohms, rendering it akin to an open 

circuit or lossless structure under these conditions. The 

reflection graph, which exhibits a phase angle of zero 

degrees and a magnitude of +1 when the system is in 

resonance, serves as a defining feature of AMC behaviour 

[4], [5], [6]. 

 

In [7] and [8], AMC-based antenna designs were 

explored to enhance gain and optimize radiation patterns 

by manipulating the top layer of the Perfect Electric 

Conductor (PEC) patch on a conductive substrate 

material. By applying the lumped circuit concept in [9], 

the modelling strategy based on characteristic modes, a 

generic smartphone antenna’s impedance characteristic 

can be achieved. The research was further extended by 

[10], who employed a similar circuit model to calculate 

the resonant frequency and reflection phase of structures 

based on Jerusalem crosses for artificial magnetic 

conductors (JC-AMC) to intercept waves that would 

typically strike the structure. 

 

In the paper presented by [11] includes the analysis of 

a new equation model of resonant frequency for absorber 

based on the AMC structure composed an array of square 

patch. Using an equivalent LC circuit model to analyse 

the square patch array's physical dimensions and material 

properties, the resonant frequency is determined. The 

comparable LC circuit model formula was derived using 

the conformal mapping theory for neighbouring co-

planar square patches. While the Gauss' law and the 

Faraday's law are applied to the square patch that is 

parallel to the ground plane. This paper proposed a 

modification of the standard equation of square patch 
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AMC for different parameters and produce smaller 

discrepancy between the simulated and calculated 

resonant frequency. The new equation was modified by 

introducing the correction factor based on the parametric 

analysis conducted. The difference of formulation for 

capacitive element of the proposed structure based on the 

parametric analysis of patch width, substrate width and 

gap size.  

2. Methodology 

The method of RFID tag for metal object detection 

presented in the paper is divided into two parts; single 

AMC design and array AMC with dipole antenna 

integrations. 

2.1. Single 2.45 GHz AMC design 

The single AMC structure consists of three layers of 

patch, substrate, and ground plane. The size of the patch 

must be smaller than the substrate to allow some gap 

between the patches when integrating with the dipole 

antenna in array arrangement. The resonant frequency 

and bandwidth of the standard AMC structure presented 

in square shape can be calculated using Eq. (1) and Eq.  

(2) where the 𝐿  and 𝐶  represents the inductive and 

conductive elements of the structure which determine by 

the Eq. (3) and Eq. (4). Fig. 1 shows the structure of the 

basic square AMC with square patch on a FR-4 substrate 

with 3 𝑚𝑚 thickness and backed with a full ground plane.  

𝑓 =
1

2𝜋√𝐿𝐶
 (1) 

𝐵𝑤 =
1

𝜂0

√
𝐿

𝐶
 (2) 

𝐶 =
𝑤𝑝𝜀°(1 + 𝜀𝑟)

𝜋
𝑐𝑜𝑠ℎ−1 (

𝑤𝑠

𝑔
) (3) 

𝐿 =  𝜇°ℎ (4) 

where 𝑤𝑝= patch width, 𝑤𝑠= substrate width, 𝑔=gap 

around patches, 𝜀𝑟=substrate permittivity, 

ℎ =substrate thickness.  

 

Fig. 1 Structure of the basic square patch AMC, SP-

AMC 

The flowchart in Fig. 2 show the design steps of 

designing the Square AMC using CST software. The 

single structure is simulated using the frequency domain 

solve with modified boundary setting shows in the 

flowchart. The simulated result should meet the 

characteristics of the AMC by achieving the zero-

reflection phase and high impedance at resonant [12], 

[13].  

 

Fig. 2 The flowchart of single unit AMC design using 

CST software. 

2.2. Dipole antenna and Array AMC integration 

The second part discussed about the proses of dipole 

and array AMC integration. A simple dipole antenna will 

be used to replicate the RFID Tag antenna. The 

50𝛺 discrete port is used to replace the RFID chip at the 

center of the dipole antenna [14]. The single unit cell 
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AMC will be arranged in 2 × 2 and 3 × 3 arrangement 

and will be presented Section 3. 

Fig. 3 shows the flow chart of the dipole antenna and 

array AMC integration. To maintain the symmetrical 

structure, the array arrangement used in this chapter will 

be in constant multiplication of  2 × 2 and  3 × 3 

arrangement. It is important to analyze the effect of 

adding the dipole antenna at different positions on the two 

different array SP-AMC to see the effect of different 

metallization around the dipole antenna.  

 

 
Fig. 3 Flow chart of the dipole and array AMC 

3. Results and Discussion 

3.1. Analysis of single unit cell AMC  

In this section, the characteristics of the capacitive and 

inductive components will be investigated through the 

simulated frequency. Then, the capacitance value is 

calculated based on the resonant frequency. By applying 

the conformal mapping theory, the inductance of the 

Square AMC use in this paper will be based on the fixed 

thickness of 3 mm and Fr-4 as substrate. By using the Eq. 

(4), the inductance value is maintained at 3.77 nH. With 

this, the capacitance value can be calculated using the Eq. 

(1) and Eq. (3). The capacitance obtained from both 

equations will be compared and the Eq. (3) will be 

reformulated again using the curve fit method. The 

reformulation of Square Based AMC has been conducted 

by [11] and produced a maximum deviation of 9.59%. In 

this paper, the new formulated proposed is expected to be 

less than 5% by using the MATLAB curve tools.  

 

Table 1 shows the comparison of simulated and 

calculated resonant frequency of the AMC with substrate 

size of 50 mm and patch size varied from 18 mm to 21 

mm. The calculated frequency using the standard formula 

displays a significant disparity with percentage different 

more than 30% when compared to the simulated 

frequency. The reformulation of the Eq. (5) was 

conducted using the curve fit tools in MATLAB. The 

reformulated resonant frequency (R) shown in Table 1 

produce smaller discrepancy less than 1%. Fig. 4 shows 

the comparison between the standard formula, simulated 

and reformulation resonant frequency of the square AMC 

with different patch size. 

 

Table 1: Comparison of the S=simulated, C=Calculated, 

R=Reformulated and percentage different CS= calculated 

and simulated and RS = reformulated and simulated.  

 

Patch 

size 
Frequency (GHz) 

Percentage 

Different  

 S C R CS RS 

18 3.62 4.81 3.58 33.0% 0.9% 

19 3.44 4.59 3.43 33.5% 0.3% 

20 3.27 4.38 3.28 34.0% 0.3% 

21 3.15 4.19 3.15 33.1% 0.1% 

 

 

𝐶 = (
1.63𝑤𝑝𝜀0(1 + 𝜀𝑟)

𝜋
) × 

𝑐𝑜𝑠ℎ−1 (
𝑤𝑠

0.9(𝑤𝑝 − 𝑤𝑠)

) 

(5) 

 

Fig. 4 Comparison of frequency based on standard 

formula, simulated, and reformulated for the Square 

AMC with different patch (𝒘𝒑) and gap (g) size.  
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The Eq. (5) is used to recalculate the frequency based 

on the proposed structure in [15] and [16] respectively. 

Table 2 shows the comparison of calculated frequency 

based on the proposed equation and the actual resonant 

frequency presented in the paper. Both use the same 

substrate but with different thicknesses. The comparison 

yields a percentage difference below 15%.  
 

Table 2: Comparison of frequency the Square Patch 

AMC based on the previous papers. 

 

Paper 

Structure 

dimension 

 

𝐹𝑅, 

GHz 

𝐹𝐴, 

GHz 

Percentage 

Different 

[15] 

10.8
× 12.4
× 1.6 

3.40 3.90 12.8% 

[16] 

25.6
× 28.1
× 1.25 

2.22 2.45 9.54% 

where 𝐹𝑅 = calculated frequency based proposed 

reformulation in Eq. (5) and 𝐹𝐴 =actual resonant 

frequency 

3.2. Dipole and AMC Integration and Analysis 

This section will discuss the performance of the dipole 

antenna on two different AMC array integrations. Dipole 

antenna is placed at different positions on the array 

antenna to obtain optimized results in term of gain, 

directivity and efficiency. Fig. 5 shows the structure of 

dipole antenna placed at two different positions on the 

2 × 2 array AMC. Based on the simulated graph shows 

in Fig. 8, the dipole antenna on the 2×2 array SP-AMC 

affects its interaction with the metallization components 

of the structure, leading to changes in impedance, 

radiation pattern, near-field effects, and resonance 

behavior. The overall structure for 2×2 array SP-AMC is 

measured at 92 𝑚𝑚 × 92 𝑚𝑚.  

 

  
(a) (b) 

Fig. 5 Placement of the dipole antenna with optimized 

performance at the top center and bottom center on the 

2 × 2 array AMC 

 

As the dipole antenna position changed around the 2×2 

array SP-AMC, the coupling and interaction with the 

near-field area due to the patches of gap between the 

patches has different effect to the efficiency of the energy 

and radiation characteristics. For example, when the 

dipole is placed at the top center and bottom center of the 

2×2 array SP-AMC, the center of the dipole is in contact 

with the gap between the patches. The placement of the 

dipole antenna on the 2×2 array SP-AMC also affects the 

effective capacitance and inductance of the SP-AMC, 

hence modifying the mutual coupling and impedance of 

the structure. Based on the simulated graph, the 

optimized result obtained when the dipole is place at the 

center top and bottom of the 2×2 array SP-AMC with 

return loss -28.03 dB.  

 

Fig. 6 shows the surface current distribution of the 

dipole antenna on the 2×2 array SP-AMC. More inducted 

current from the dipole antenna was distributed around 

the top AMC structure compared to the bottom. The 

AMC structure placed at the back of the dipole antenna 

helps to realign the surface current to be in-phase with the 

dipole antenna. Hence, overcome the problem of metal 

object detection in RFID application.  

 

 
Fig. 6 Surface current distribution of the dipole 

antenna backed with 2 × 2 array AMC. 

 

The next analysis discussed on the performance of 

dipole antenna on the 3 × 3 array AMC. The dipole is 

placed at the top and bottom of the gap between patched 

on left and right of the array the structure as shown in Fig. 

7. The overall structure for 2×2 array SP-AMC is 

measured at 138 𝑚𝑚 × 138 𝑚𝑚 . Table 3 shows the 

comparison of the performance of the dipole antenna on 

two different square AMC array arrangements. 

 

  
(a) (b) 

Fig. 7 Placement of the dipole antenna with 

optimized performance on the 3 × 3 array AMC 
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Table 3: Comparison of the dipole antenna performance 

with different AMC array arrangements. 

Structure Gain (dB) 
Directivity 

(dB) 

Dipole only 1.87 2.02 

 Dipole with 2 × 2 

SP-AMC 

3.32 8.21 

Dipole with 3 × 3 

SP-AMC 

3.75 7.58 

 

Fig. 9 shows the surface current distribution of the 

dipole antenna on the 3 × 3  array SP-AMC. More 

inducted current from the dipole antenna was distributed 

around the top AMC structure compared to the bottom. 

The induced current are lesser as the distance between the 

dipole and array cell increased due to the large gap used 

in this structure. Therefore, for structure with big gap, it 

is recommended to limit the array cell to achieve compact 

structure.  

 

The return loss in Fig.8 shows the comparison between 

the dipole antenna with and without the array AMC. It is 

observed that the use of AMC degrades the bandwidth of 

the dipole antenna. However, the integration of dipole 

and AMC shows in Table 3 improved 77% of gain and 

275% of directivity compared to dipole antenna without 

AMC. 

 

 

 
Fig.8: Return loss of the dipole antenna with and 

without the AMC 

 

 
Fig.9: Surface current distribution of the dipole antenna 

backed with 3 × 3 array AMC 

4. Conclusion and Recommendations 

To conclude, the first part of this paper the new 

reformulation of square AMC has been proposed with 

smaller discrepancy of less than 1% compared to the 

simulated resonant frequency in CST software. The 

second part discussed the performance of the simple 

dipole antenna on two different arrays with optimized 

results obtained at the top and bottom center of the SP-

AMC structure.  

 

The dipole and array AMC structure proposed in the 

paper can be used as metal shielding in RFID applications 

such as car detection for parking or toll-system. The use 

of AMC to the dipole RFID tag can improve the detection 

range as the AMC helps to reduce the back radiation of 

the dipole and improve the directivity and gain of the 

structure. The array arrangement in this paper is limited 

to 3 × 3 to minimize the overall structure.  

 

A bigger array is recommended for any application 

which has no objection on the size limits. For low 

frequency such as UHF RFID, the AMC structure with 

slots can be introduced to achieve compact size.  
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Abstract 

In this research, the performance of oil palm empty fruit bunch (OPEFB) fiber-reinforced epoxy composite with 

varying fiber orientation and stacking sequence as the material for mountain bike frame was studied utilizing ANSYS 

software. The choice of OPEFB fiber was motivated by the fact that the waste by-product of oil palm extraction in 

Malaysia alone might reach 70-80 million tons per year, with 90% of oil palm biomass lost as waste. The properties 

of epoxy OPEFB composite in principal 1, 2, and 3 directions were calculated using Whitney and Riley estimates. 10 

stacking sequences and five loading conditions were taken. The results show that the fibre orientation of epoxy 

OPEFB composite on the bicycle frame had little effect on the performance contrary to the number of plies in the 

laminate or number of laminates which had major effects. 

Keywords: Biocomposites, Bicycle frame, Oil palm empty fruit bunch, Polymer composites 

 

1. Introduction 

In the 21st century, companies and governments always 

push towards green technologies, eco-friendly products, 

and sustainability. In fact, in 2015, Sustainable 

Development Goals (SDGs) were established by the 

United Nations (UN) to push for all countries to take part 

in sustainability for the conservation and preservation of 

nature and resources for current and future generations 

[1]. SDGs were fully adopted by the Malaysian 

government and taught in universities. With this 

awareness, to reduce the use of resources like fuels and 

cut carbon emissions, bicycles become the ideal vehicle 

for short-distance travel. 

While it is true that bicycles do not produce emissions, 

the manufacturing of steel, aluminium, or titanium 

bicycle frames produces a lot of carbon emissions. With 

the increasing popularity of bicycles, more bicycles are 

going to be manufactured and more carbon emissions are 

going to be produced. In Malaysia, there is also another 

problem involving the oil palm industry. Oil palm empty 

fruit bunches (OPEFB) are discarded by the industry as 

waste in large quantities without utilization [2]. OPEFB 

fibre has the potential to be used as reinforcing fibre in 

composite materials. Therefore, utilizing OPEFB fibre in 

a composite bicycle frame would ease both problems at 

the same time.  

Many researchers have investigated the properties of 

OPEFB fibre and OPEFB fibre in matrix. Gunawan et al. 

[3] performed experiment to find out mechanical 

properties of 40 strands of OPEFB fibre and found that 

the average Young’s modulus is 11.88 GPa and the 

average tensile strength is 156.3 MPa. Zuhri [4] 

experimented on just a single strand of OPEFB fibre and 

found that Young’s modulus is 1.7 GPa and tensile 

strength is 71 MPa. Hassan [5] experimented on 
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unidirectional OPEFB fibre-reinforced epoxy composite 

in 0º, 45º, and 90º directions and found that the tensile 

strengths are 30.5 MPa, 10 MPa, and 9.2 MPa 

respectively.  

Utilizing unidirectional continuous OPEFB fibre in a 

composite bicycle frame requires the study of the fibre 

orientation and stacking sequence to produce a bicycle 

frame that can withstand all loading conditions. As 

investigated by the researchers, the properties of OPEFB 

fibre are adequate for the development of composite 

bicycle frames.  

2. Methodology 

2.1. Mountain bicycle frame 

The dimensions and geometry of the mountain bicycle 

frame was adopted from a journal by Sajimsha B et al. 

[6]. The modelling of the frame was completed on 

SOLIDWORKS. Table 1 shows the parameters of 

dimensions and geometry of the bicycle frame.  

Table 1.  Parameters of dimensions and geometry 

of the mountain bicycle frame 

Parameter Value 

Head tube angle 73.5º 

Seat tube angle 73.5º 

Top tube length 580 mm 

Seat tube length 570 mm 

Chain stay length 360 mm 

Head tube length 120 mm 

 

For composite material simulation, the shell model of the 

bicycle frame was exported to ANSYS. The meshing was 

done on ANSYS Mechanical and the completed meshed 

model has 12830 nodes and 12306 elements. Fig. 1 shows 

the completed meshed model of the bicycle frame. 

 

 
Fig.1 Shell model of mountain bicycle frame 

2.2. OPEFB fiber reinforced epoxy composite 

properties 

Although many researchers have conducted 

experiments on the properties of OPEFB fibre reinforced 

epoxy composite, only the properties of Young’s 

modulus, tensile strength, and flexural strength were 

found. Properties such as shear modulus and Poisson’s 

ratio in principal 1-2, 2-3, and 1-3 directions and 

compressive strength and shear strength in principal 1, 2, 

and 3 directions were not found. To find the moduli and 

Poisson’s ratios in all three directions of composite, many 

theoretical estimates were developed. One such 

theoretical estimates is Whitney and Riley estimates 

developed by Air Force Materials Laboratory [7-8]. The 

calculations of the moduli and Poisson’s ratios using 

Whitney and Riley theory are less rigorous than other 

theoretical estimates and only require Young’s modulus, 

shear moduli, bulk moduli and Poisson’s ratios of the 

fibre and matrix. The theory also regards that the fibre 

and matrix are isotropic. The compressive strength and 

shear strength of the composite were calculated using the 

equations in Chapter 5 of the book of Engineering 

Mechanics of Composite Materials by Daniel and Ishai 

[9]. The properties of OPEFB fibre were obtained from 

an experiment done by Gunawan et al. [3] and the 

properties of epoxy were obtained from Appendix A in 

the book [9]. Table 2 shows the calculated properties of 

the epoxy OPEFB composite. Note that the fibre-to-

matrix volume ratio is 60:40. 

Table 2.  OPEFB fibre properties 

Young’s modulus 1 (GPa) 8.848 

Young’s modulus 2 (GPa) 6.347 

Young’s modulus 3 (GPa) 6.347 

Poisson’s ratio 1-2 0.3184 

Poisson’s ratio 2-3 0.32 

Poisson’s ratio 1-3 0.3184 

Shear modulus 1-2 (GPa) 2.899  

Shear modulus 2-3 (GPa) 2.404 

Shear modulus 1-3 (GPa) 2.899 

Bulk Modulus (GPa) 5.937 

Tensile strength 1 (MPa) 142 MPa 

Tensile strength 2 (MPa) 49.46 MPa 

Tensile strength 3 (MPa) 49.46 MPa 

Compressive Strength 1 (MPa) 400 MPa 

Compressive Strength 2 (MPa) 143.4 

Compressive Strength 3 (MPa) 143.4 

Shear Strength 1-2 (MPa) 70.82 

Shear Strength 2-3 (MPa) 48 

Shear Strength 1-3 (MPa) 70.82 

2.3. Stacking sequence 

The stacking sequences of the plies were determined 

from the journal of Thomas Jin-Chee LIU et al. [10] who 

found 10 stacking sequences of 8-ply laminate that 

802



 

©The 2024 International Conference on Artificial Life and Robotics (ICAROB2024), J:COM HorutoHall, Oita, Japan, 2024 

produced better designs for composite bicycle frames. 

The 10 stacking sequences are shown in Table 3. Each 

stacking sequence is designated with a letter with 0, 45 

and 90 indicating the fibre orientation angle in the 

composite. Fig. 2 shows examples of 0º fibre orientation 

and 90º fibre orientation on the bottom bracket. 

Table 3.  Composite stacking sequence 

Designation Stacking Sequence 

A [0/90/45/-45]s 

B [0/90/-45/45]s 

C [90/0/45/-45]s 

D [90/0/-45/45]s 

E [-45/45/0/90]s 

F [-45/45/90/0]s 

G [45/-45/0/90]s 

H [45/-45/90/0]s 

I [0/90/90/0]s 

J [90/0/0/90]s 

 

Thomas Jin-Chee LIU [10] used the same stacking 

sequence of 8-ply laminate for the entire bicycle frame. 

Other studies are more dynamic with having different 

stacking sequence and number of plies for each section of 

the bicycle frame. For instance, Hu et al. [11] separated 

the bicycle frame into two sections: section A with 8-ply 

laminate consisting of head tube, top tube, seat tube, and 

bottom bracket and section B with 5-ply laminate 

consisting of seat stays and chain stays. Jung et al. [12] 

initially used the same stacking sequence of 8-ply 

laminate for the entire bicycle frame then separated the 

bicycle frame based on the weak regions and failure 

indexes into three sections with different stacking 

sequences and 16-ply laminate only for section 3. Jung et 

al. [12] grouped the head tube into Group 1, top tube, seat 

stays, and chain stays into Group 2, and seat tube, top 

tube, and bottom bracket into Group 3. Similarly, Chun 

et al. [13] initially employed the same stacking sequence 

of 20-ply laminate throughout the bicycle frame and then 

optimised different stacking sequences for each member 

of the frame based on the initial results. 

 

  

a. 0 b. 90 

Fig. 2. Fibre orientation angle 

2.4. Loading conditions 

The bicycle frame design and loading conditions 

applied were based on Sajimsha B et al. [7] work. There 

were five loading conditions simulated and analysed. All 

the loading conditions are shown in Fig. 3. The first 

loading condition is static start-up. It simulates the 

bicycle in a resting state with a rider sitting on the saddle 

and the rider is about to start pedalling. A force of 700 N 

is applied to the top of the seat tube implying the weight 

of the rider and a force of 200 N is applied to the bottom 

bracket implying pedalling force. The head tube and rear 

brackets are fixed supported. The second loading 

condition is steady state pedalling. It simulates the 

bicycle is being pedalled out of saddle, meaning that the 

rider is not sitting on the saddle instead standing up while 

pedalling. Force of 1000 N is applied to the top of the 

head tube implying the force of the rider’s hands pushing 

down on the steering and force of 200 N is applied to the 

bottom bracket implying the pedalling force. The head 

tube and rear brackets are fixed supported. The third 

loading condition is vertical impact. It is to simulate an 

event of impact to the top of the seat tube. Downward 

force of 2250 N is applied to the top of the seat tube. The 

head tube and rear brackets are fixed supported. The 

fourth loading condition is horizontal impact. Similarly 

to third loading condition, it simulates an event of impact 

to the top tube. Horizontal force of 2250 N is applied 

along the top tube. The head tube and rear brackets are 

fixed supported. The fifth loading condition is rear wheel 

braking. It simulates the rider is applying brake to the rear 

wheel when coming to a stop. Horizontal force of 750 N 

is applied to each of the rear bracket. The bottom bracket 

is fixed supported. 

To analyse whether the bicycle frame fails or not in a 

loading condition, multiple composite failure theories 

were selected in composite failure tool on ANSYS. 

ANSYS calculates the failure theories based on inverse 

reserve factor (IRF) which tells a number that indicates 

failure. IRF between 0 and 0.99 indicates that the bicycle 

frame is still intact while IRF that exceeds 1 indicates the 

bicycle frame already fails. Composite failure theories 

can be divided into three groups. Limit or noninteractive 

theories like maximum stress and maximum strain 

theories disregard interaction among different stress 

components and only compare individual ply stresses or 

strain with the corresponding ultimate strengths or strains 

[9]. Interactive theories like Tsai-Hill and Tsai-Wu 

theories include all stress component in one expression 

without reference to particular failure modes 9. Partially 

interactive or failure-mode-based theories like Hashin 

and Puck theories give separate criteria for fibre and 

interfibre failures [9]. Five failure theories are chosen in 

the composite failure tool: Maximum stress theory, Tsai-

Wu theory, Tsai-Hill theory, Hashin theory, and Puck 

theory. 
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(a) Static start-up 

 

(b) Steady-state pedalling 

 

(c) Vertical impact 

 

(d) Horizontal impact 

 

(e) Rear-wheel braking 

Fig. 3. Loading conditions applied 

3. Results and Discussion 

3.1. Initial analysis 

The initial equivalent (von-mises) stress results show 

good or even better performances than those of the 

conventional materials for some stacking sequences and 

loading conditions. All the stress values for 

corresponding stacking sequences and loading conditions 

are shown in Table 4. For comparison, the equivalent 

(von-mises) stress results produced by Deepak [14] were 

listed in Table 5. 

 
Table 4.  Initial equivalent (von-Mises) stress 

 
Static 

Start-

up 

Steady 

State 

Pedalling 

Vertical 

Impact 

Horizon

-tal 

Impact 

Rear 

Wheel 

Braking 

A 11.242 4.5884 35.034 11.127 40.049 

B 11.245 4.5864 35.051 11.128 40.148 

C 9.7708 3.7435 30.249 8.0981 32.523 

D 9.7704 3.7417 30.248 8.0976 33.298 

E 10.248 4.149 31.733 9.3719 34.823 

F 10.259 4.2497 31.768 9.3758 35.377 

G 10.235 4.1446 31.695 9.4727 38.412 

H 10.245 4.2379 31.728 9.4773 38.717 

I 11.196 4.6299 34.896 10.994 40.239 

J 9.7798 3.6939 30.279 7.9794 32.685 

 

Table 5.  Equivalent (von-Mises) stress of 

conventional materials 

 
Static 

Start-

up 

Steady 

State 

Pedalli

-ng 

Vertic

al 

Impac

t 

Horizo

ntal 

Impac

t 

Rear 

Wheel 

Brakin

-g 

Steel 9.8212 6.3773 31.216 28.069 17.746 

Aluminium  10.915 7.4270 33.722 30.364 17.780 

Titanium  10.896 7.3168 34.607 31.071 18.022 

Carbon 
Fibre 

10.940 10.940 34.839 33.941 19.498 

 

In static start-up, stacking sequence C, D, and J have 

lower stresses than all the conventional materials. 

Stacking sequence E, F, G, and H have lower stresses 

than aluminium 6061 T6, titanium grade 9 and carbon 

fibre while stacking A, B, and I have higher stresses than 

all the conventional materials. In steady state pedalling, 

all the stacking sequences show lower stresses than all the 

conventional materials. In vertical impact, stacking 

sequence C, D, and J have lower stresses than steel while 

stacking sequence E, F, G, and H have lower stresses than 

aluminium 6061 T6, titanium grade 9 and carbon fibre. 

Stacking sequence A, B, and H have higher stresses than 

all the conventional materials. In Horizontal impact, all 

the stacking sequences have lower stresses than all the 

conventional materials contrary to rear wheel braking 
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condition which displays that all the stacking sequences 

have higher stresses than all the conventional materials. 

In each of the loading condition, the maximum stress is 

always concentrated at the same region despite the 

different stacking sequences. As can be seen in Fig. 4, the 

stress concentration is at the connection between seat 

tube and seat stays in static start-up; connection between 

down tube and bottom bracket in steady state pedalling; 

connection between seat tube and seat stays in vertical 

impact; connection between heat tube and top tube in 

horizontal impact; intersection between chain stays in 

rear wheel braking. 

The bicycle frame will not necessarily fail at the stress 

concentration region. The region may be able to hold the 

maximum stress while other regions may not be able to 

hold their lower stresses. This is further seen with the 

location of maximum inverse reserve factor. 

The initial total deformation results in Table 6 are not 

comparable to the results of the conventional materials in 

Table 7. As expected, the deformation in each loading 

condition and stacking sequence is way higher than the 

deformations for all the conventional materials. This is 

due to the epoxy OPEFB composite having way lower 

tensile and compressive moduli than all the conventional 

materials. Thus, producing way higher deformations. The 

deformations in rear wheel braking condition are 

unacceptable as 6 mm deformation is too high and will 

possibly affect riding performance and stability. As 

observed as well the different in deformations between 

the stacking sequences in each loading condition is 

insignificant. 

Table 6.  Initial total deformation induced. 

 
Static 

Start-

up 

Steady 

State 

Pedalling 

Vertical 

Impact 

Horizon

-tal 

Impact 

Rear 

Wheel 

Braking 

A 0.29322 0.13132 0.8982 0.25591 6.8875 

B 0.29323 0.1314 0.89823 0.25591 6.8863 

C 0.29325 0.13792 0.89828 0.25626 6.8907 

D 0.29325 0.13801 0.89829 0.25626 6.8895 

E 0.29334 0.13446 0.89861 0.25608 6.8894 

F 0.2932 0.13663 0.89812 0.25618 6.8824 

G 0.29333 0.1342 0.89859 0.25608 6.8927 

H 0.29318 0.13636 0.89808 0.25617 6.886 

I 0.29066 0.13167 0.89057 0.25316 6.8304 

J 0.29083 0.13614 0.89113 0.25341 6.8401 

 

Table 7.  Total deformation of conventional 

materials 

 

 

(a) Static start-up 

 

(b) Steady-state pedalling 

 

(c) Vertical impact 

 

(d) Horizontal impact 

 

(e) Rear-wheel braking 

Fig. 4. Stress concentration of each loading 

condition 
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Similarly to stress concentration, the bicycle frame 

deforms at the same location in each loading condition 

regardless of the stacking sequences. The bicycle frame 

always deforms the most at the highest load location if 

there is no fixed support at the location. The bicycle 

frame deforms at the tip of the seat tube where force of 

700 N is applied in static start-up; bottom bracket where 

force of 200 N is applied in steady state pedalling; tip of 

the seat tube where force of 2250 N is applied in vertical 

impact, connection between top tube and seat tube where 

force of 2250 N is applied to the top tube in horizontal 

impact; both rear brackets where force of 750 N is applied 

to each in rear wheel braking.  

Inverse reserve factor (IRF) is an indication if the 

bicycle frame will fail under the loading conditions. If the 

inverse reserve factor exceeds 1, the bicycle frame will 

fail. As can be observed in Table 8, the bicycle frame has 

relatively low IRF in static start-up and steady state 

pedalling but high IRF in vertical impact, horizontal 

impact, and rear wheel braking, indicating that the frame 

will most likely fail under these loading conditions. 

 
Table 8.  Initial inverse reserve factor 

 
Static 

Start-

up 

Steady 

State 

Pedalling 

Vertical 

Impact 

Horizon

-tal 

Impact 

Rear 

Wheel 

Braking 

A 0.15252  0.09564 0.52981 0.2719 0.6079 

B 0.15182 0.095529 0.54129 0.27586 0.61455 

C 0.20657 0.13149 0.80163 0.34544 0.84844 

D 0.20922 0.13133 0.81165 0.34912 0.85809 

E 0.20234 0.11412 0.80113 0.35434 0.80075 

F 0.20584 0.11701 0.81488 0.35861 0.81305 

G 0.15299 0.11521 0.5253 0.27102 0.71251 

H 0.1565 0.11821 0.53666 0.27416 0.72179 

I 0.15032 0.096605 0.53767 0.27396 0.61409 

J 0.20484 0.12935 0.7955 0.34325 0.84165 

 

The stacking sequence A, B, G, H, and I have slightly 

higher IRF than 0.15 compared to stacking sequence C, 

D, E, F, and J that have IRF higher than 0.2 in static start-

up. Stacking sequence A, B and I have IRF lower than 

0.1, stacking sequence E, F, G, H have IRF slight higher 

than 0.11, and stacking sequence C, D, and J have IRF 

higher than 0.12 in steady state pedalling. 

Stacking sequence A, B, G, H, I have slightly higher 

IRF than 0.5 while stacking sequence C, D, E, F, and J 

have IRF around 0.8 in vertical impact. Stacking 

sequence A, B, G, H, and I have IRF slightly higher than 

0.27 while Stacking sequence C, D, E, F, and J have IRF 

higher than 0.34. Lastly, Stacking sequence A, B, and I 

have slightly higher IRF than 0.6, stacking sequence G 

and H have IRF slight higher than 0.7, and stacking 

sequence C, D, E, F, and J have slight higher IRF than 

0.8. General trend can be seen here is that stacking 

sequence A, B, G, H, and I produce lower IRF than all 

the other stacking sequences in all loading conditions. 

For initial results, stacking sequence A, B, G, H, and I are 

chosen to be general good stacking sequences. Table 9 

shows the top five stacking sequences in each loading 

condition and they are composed of stacking sequences 

A, B, G, H and I except for steady state pedalling that 

swaps stacking sequence H for E. The (a), (b), (c) and (d) 

are indicators for the location of the maximum IRF which 

occurs at only four locations; as shown in Fig. 5. Location 

a is the connection between seat tube and chain stays; 

location b is the connection between bottom bracket and 

seat tube; location c is the connection between bottom 

bracket and down tube; location d is the chain stays 

intersection. These locations are also the weak regions of 

the bicycle frame. The designation inside the bracket 

beside the IRF value is the location of the IRF. The 

maximum IRF is greatly influenced by loading 

conditions but not the stacking sequences except for static 

start-up which shows variation in the maximum IRF 

locations based on the stacking sequences. 

Table 9.  Top five stacking sequences of each 

loading condition for IRF  

Static Start-up 

[0/90/90/0]s 

[0/90/-45/45]s 

[0/90/45/-45]s 

[45/-45/0/90]s 

[45/-45/90/0]s 

0.15032 (a) 

0.15182 (a) 

0.15252 (a) 

0.15299 (c) 

0.1565 (c) 

Steady State Pedalling 

[0/90/-45/45]s 

[0/90/45/-45]s 

[0/90/90/0]s 

[-45/45/0/90]s 

[45/-45/0/90]s 

0.09552 (c) 

0.09564 (c) 

0.09660 (c) 

0.11412 (c) 

0.11521 (c) 

Vertical Impact 

[45/-45/0/90]s 

[0/90/45/-45]s 

[45/-45/90/0]s 

[0/90/90/0]s 

[0/90/-45/45]s 

0.5253 (b) 

0.52981 (b) 

0.53666 (b) 

0.53767 (b) 

0.54129 (b) 

Horizontal Impact 

[45/-45/0/90]s 

[0/90/45/-45]s 

[0/90/90/0]s 

[45/-45/90/0]s 

[0/90/-45/45]s 

0.27102 (b) 

0.2719 (b) 

0.27396 (b) 

0.27416 (b) 

0.27586 (b) 

Rear Wheel Braking 

[0/90/45/-45]s 

[0/90/90/0]s 

[0/90/-45/45]s 

[45/-45/0/90]s 

[45/-45/90/0]s 

0.6079 (d) 

0.61409 (d) 

0.61455 (d) 

0.71251 (d) 

0.72179 (d) 
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Fig. 5. Locations of maximum inverse reserve factor 

3.2. Optimization  

It was obvious that only one laminate of epoxy OPEFB 

composite cannot be feasible for a good performance 

bicycle frame. The deformation was too high compared 

to those of conventional materials and especially in rear 

wheel braking with one laminate. The IRFs in vertical 

impact, horizontal impact, and rear wheel braking were 

also high with one laminate. To reduce the deformation 

and the IRF, another laminate of 8-ply was introduced, 

creating two 8-ply laminates or 16 plies all together for 

every member of the bicycle frame. 

The results, as shown in Table 10, 11 and 12, show 

reduction in half for all the stresses, deformations, and 

IRFs in all the loading conditions. The equivalent (von-

Mises) stress was averagely reduced by 50.63% in static 

start-up; 65.39% in steady state pedalling; 49.95% in 

vertical impact; 41.55% in horizontal impact; 47.44% in 

rear wheel braking. The deformation was averagely 

reduced by 57.13% in static start-up; 71.56% in steady 

state pedalling; 57.68% in vertical impact; 51.79% in 

horizontal impact; 60.56% in rear wheel braking. The 

IRF was averagely reduced by 61% in static start-up; 

70.98% in steady state pedalling; 59% in vertical impact; 

63.69% in horizontal impact; 53.79% in rear wheel 

braking. 

Table 10.  Equivalent (von-Mises) stress results 

for double-laminate bicycle frame 

 
 

Table 11.  Total deformation results for double-

laminate bicycle frame 

 
 

Table 12.  Inverse reference factor for double-

laminate bicycle frame 

 

While all the stresses, deformations, and IRFs were 

reduced half by just adding an additional laminate, the 

bicycle frame still had the same stacking sequence 

throughout. Different stacking sequences for different 

members of the bicycle frame is proven to be beneficial 

for sustaining different loading conditions. Therefore, 

based on the weak regions, the bicycle frame was 

sectioned into three sections: section 1 consists of top 

tube, head tube, and down tube; section 2 consists of seat 

tube alone; section 3 consists of seat stays, chain stays, 

bottom bracket, and rear brackets. Section 1 would 

employ stacking sequence B2 and I2, section 2 would 

employ stacking sequence A2, B2, G2, and I2, and section 

3 would employ stacking sequence A2, and H2. The 

combinations of all the stacking sequences of each 

section are clearly listed in Table 13.  

Table 13.  Stacking sequences for section 1, 2, 

and 3 
Stac

-

king 

Section 1 Section 2 Section 3 

K [(0/90/90/0)2]s [(0/90/90/0)2]s [(45/-45/90/0)2]s 

L [(0/90/90/0)2]s [(0/90/90/0)2]s [(0/90/45/-45)2]s 

M [(0/90/90/0)2]s [(0/90/-45/45)2]s [(45/-45/90/0)2]s 

N [(0/90/90/0)2]s [(0/90/-45/45)2]s [(0/90/45/-45)2]s 

O [(0/90/90/0)2]s [(0/90/45/-45)2]s [(45/-45/90/0)2]s 

P [(0/90/90/0)2]s [(0/90/45/-45)2]s [(0/90/45/-45)2]s 

Q [(0/90/90/0)2]s [(45/-45/0/90)2]s [(45/-45/90/0)2]s 

R [(0/90/90/0)2]s [(45/-45/0/90)2]s [(0/90/45/-45)2]s 

S [(0/90/-45/45)2]s [(0/90/90/0)2]s [(45/-45/90/0)2]s 

T [(0/90/-45/45)2]s [(0/90/90/0)2]s [(0/90/45/-45)2]s 

U [(0/90/-45/45)2]s [(0/90/-45/45)2]s [(45/-45/90/0)2]s 

V [(0/90/-45/45)2]s [(0/90/-45/45)2]s [(0/90/45/-45)2]s 

W [(0/90/-45/45)2]s [(0/90/45/-45)2]s [(45/-45/90/0)2]s 

X [(0/90/-45/45)2]s [(0/90/45/-45)2]s [(0/90/45/-45)2]s 

Y [(0/90/-45/45)2]s [(45/-45/0/90)2]s [(45/-45/90/0)2]s 

Z [(0/90/-45/45)2]s [(45/-45/0/90)2]s [(0/90/45/-45)2]s 

Equivalent (von-Mises) stress results, as shown in 

Table 14, show insignificant difference between the 

stacking sequences except for a few stacking sequences 

in some loading condition. Stacking sequence Q and Y 

have lower stresses slightly above 4.5 MPa compared to 

the rest of the stacking sequences that have stresses 

slightly above 5 MPa in static start-up. All the stacking 

sequences in steady state pedalling have stresses slightly 

above 1.4 MPa and the difference between each other is 

insignificant. Stacking sequence Q and Y have stresses 

slightly above 14.3 MPa, stacking sequence R and Z have 

stresses slightly above 15.5 MPa, and all other stacking 

sequences have stresses slightly above 16 MPa in vertical 

impact. In horizontal impact, stacking sequence L, K, N, 
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P, R, M, O, and Q have stresses slight above 5.28 MPa 

and stacking sequence T, S, V, X, Z, and U have stresses 

slightly above 5.35. In rear wheel braking, stacking 

sequence K, S, M, O, Q, U, W, and Y have stresses 

slightly above 17.24 MPa and stacking sequence V, X, Z, 

N, P, R, T, and L have stresses slightly above 18.09 MPa. 

The stresses are not improved over the stresses of the 

same case of double-laminate bicycle frame. 

Table 14.  Equivalent (von-Mises) stress results 

for double-laminate sectioned bicycle frame 

 

Static 

Start-

up 

Steady 

State 

Pedalling 

Vertical 

Impact 

Horizon

-tal 

Impact 

Rear 

Wheel 

Braking 

K 5.1354 1.4279 16.009 5.2887 17.241 

L 5.1469 1.4218 16.044 5.2881 18.093 

M 5.1607 1.429 16.091 5.2892 17.242 

N 5.1722 1.4229 16.126 5.2887 18.091 

O 5.159 1.429 16.085 5.2892 17.242 

P 5.1709 1.4229 16.121 5.2887 18.091 

Q 4.5435 1.429 14.397 5.2893 17.242 

R 5.0339 1.4229 15.543 5.2887 18.091 

S 5.1407 1.4306 16.023 5.3502 17.241 

T 5.1521 1.4245 16.059 5.3497 18.091 

U 5.166 1.4316 16.105 5.3508 17.242 

V 5.1775 1.4255 16.141 5.3502 18.09 

W 5.1643 1.4316 16.1 5.3508 17.242 

X 5.1762 1.4255 16.136 5.3502 18.09 

Y 5.1354 1.4279 16.009 5.2887 17.241 

Z 5.1469 1.4218 16.044 5.2881 18.093 

Similar trend is observed for the total deformation for 

double-laminate sectioned bicycle frame, as shown in 

Table 15. The deformation difference between the 

stacking sequences in each loading condition is very 

insignificant. The deformations do not see any 

improvement over the deformations of the same case of 

double-laminate bicycle frame. IRFs also do not see any 

improvement over the IRFs of the same case of double-

laminate bicycle frame. The IRF difference between 

stacking sequences in each loading condition is very 

insignificant, as shown in Table 16.  

Table 15.  Total deformation results for double-

laminate sectioned bicycle frame 

 

Static 

Start-

up 

Steady 

State 

Pedalling 

Vertical 

Impact 

Horizon

-tal 

Impact 

Rear 

Wheel 

Braking 

K 0.12515 0.037681 0.37848 0.12185 2.7085 

L 0.1251 0.037485 0.3783 0.12181 2.7057 

M 0.12536 0.037711 0.37918 0.12188 2.7113 

N 0.12531 0.037515 0.379 0.12184 2.7085 

O 0.12536 0.037709 0.37918 0.12188 2.7113 

P 0.12531 0.037514 0.379 0.12184 2.7085 

Q 0.1254 0.037709 0.37929 0.12188 2.7114 

R 0.12534 0.037514 0.37911 0.12184 2.7086 

S 0.1253 0.037874 0.37884 0.12315 2.7108 

T 0.12525 0.037678 0.37867 0.12311 2.708 

U 0.12552 0.037904 0.37955 0.12318 2.7137 

V 0.12546 0.037708 0.37937 0.12315 2.7109 

W 0.12552 0.037903 0.37954 0.12319 2.7137 

X 0.12546 0.037707 0.37937 0.12315 2.7109 

Y 0.12555 0.037902 0.37965 0.12319 2.7138 

Z 0.1255 0.037707 0.37948 0.12315 2.711 

 

Table 16.  Inverse reserve factor for double-

laminate sectioned bicycle frame 

 
Static 

Start-

up 

Steady 

State 

Pedalling 

Vertical 

Impact 

Horizon-

tal 

Impact 

Rear 

Wheel 

Braking 

K 
0.05958 

(b) 
0.029985 

(c) 
0.22218 

(b) 
0.10058 

(b) 
0.29283 

(d) 

L 
0.06072

(b) 

0.029894 

(c) 

0.22028 

(b) 

0.09677 

(b) 

0.3086 

(d) 

M 
0.05919

(b) 
0.03  
(c) 

0.22057 
(b) 

0.10025 
(b) 

0.29282 
(d) 

N 
0.06034

(b) 

0.02991 

(c) 

0.21869 

(b) 

0.09647 

(b) 

0.30858 

(d) 

O 
0.05918

(b) 
0.03  
(c) 

0.22061 
(b) 

0.10024 
(b) 

0.29282 
(d) 

P 
0.06034

(b) 

0.029909 

(c) 

0.21873 

(b) 

0.09645 

(b) 

0.30857 

(d) 

Q 
0.05900

(b) 
0.03  
(c) 

0.22007 
(b) 

0.10006 
(b) 

0.29282 
(d) 

R 
0.06016

(b) 

0.029909 

(c) 

0.21818 

(b) 

0.09626 

(b) 

0.30857 

(d) 

S 
0.05942

(b) 
0.030027 

(c) 
0.22194 

(b) 
0.10144 

(b) 
0.29282 

(d) 

T 
0.06056

(b) 

0.029935 

(c) 

0.22004 

(b) 

0.09759 

(b) 

0.30857 

(d) 

U 
0.05902 

(b) 
0.030042 

(c) 
0.22033 

(b) 
0.1011 

(b) 
0.29281 

(d) 

V 
0.06017

(b) 

0.029951 

(c) 

0.21845 

(b) 

0.09729 

(b) 

0.30855 

(d) 

W 
0.05902

(b) 
0.030042 

(c) 
0.22037 

(b) 
0.10109 

(b) 
0.29281 

(d) 

X 
0.0601 

(b) 

0.02995 

(c) 

0.21849 

(b) 

0.09727 

(b) 

0.30854 

(d) 

Y 
0.0595 

(b) 

0.029985 

(c) 

0.22218 

(b) 

0.10058 

(b) 

0.29283 

(d) 

Z 
0.0607 

(b) 

0.029894 

(c) 

0.22028 

(b) 

0.09677 

(b) 

0.3086 

(d) 

Overall, different stacking sequence for each section of 

the bicycle frame does not produce any improvement at 

all for epoxy OPEFB composite mountain bicycle frame 

in this study. Major improvement of equivalent (von-

Mises) stresses, total deformations, and inverse reserve 

factor are seen with addition of laminate or ply. Unlike 

other studies which found that major improvement of 

performance by applying different stacking sequence to 

different member of the bicycle frame, all the other 

studies used synthetic fibre such as carbon fibre and glass 

fibre which, in a composite, possess big difference 

between the Young’s modulus 1 and 2, and tensile 

strength 1 and 2. As calculated by using Whitney and 

Riley theory, epoxy OPEFB composite does not have 

very big difference between the properties in principal 1 

and 2 direction. Therefore, the fibre orientation of epoxy 

OPEFB composite in each section of the bicycle frame 

does not contribute much to the performance compared 

to the fibre orientation of the entire bicycle frame which 

saw some improvement in the initial results. 

4. Conclusion 

The fibre orientation and stacking sequences of epoxy 

OPEFB composite on mountain bicycle frame have been 

studied thoroughly. A total of 10 stacking sequences were 

adopted from previous research. It was found that of the 
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10 stacking sequences, five stacking sequences, 

[0/90/45/-45]s, [0/90/-45/45]s, [45/-45/0/90]s, [45/-

45/90/0]s, and [0/90/90/0]s, were found to be general 

good stacking sequences. But the deformations and IRFs 

of the five stacking sequences in some loading conditions 

were still high. Therefore, the additional laminate was 

introduced and the results showed significant reduction 

by half in stresses, deformations, and IRF. The bicycle 

frame was also sectioned for employment of different 

stacking sequence in each section but the results showed 

no improvement. Hence, for epoxy OPEFB composite 

bicycle frame, additional laminate or ply will improve the 

performance significantly but not employment of 

different stacking sequence in each member of the frame. 
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Abstract 

This research paper presents the power protection study on a grid-connected Battery Energy Storage System (BESS) 

in a typical Malaysia low-voltage (LV) residential network. The BESS model and control algorithm is developed in 

MATLAB/Simulink environment. The BESS model can charge and discharge its energy with an algorithm-controlled 

bidirectional AC/DC converter. The paper also presents two cases for BESS short circuit evaluation to investigate 

stability of internal and external systems of BESS. The protection level on BESS is also optimized by introducing a 

time-delay characteristics model to coordinate circuit breakers in compliance with standards outlined in IEEE Std 

1375-1998, IEC/EN 60898-2, IEC/EN 60947-2, UL 1077, and CSA 22.2. No.235. The paper presents BESS system 

stability with and without overcurrent protection. As a conclusion, BESS was interrupted within stipulated time. In 

case of internal short circuit protection failure, a backup protection will act on isolating BESS from the grid provided 

Keywords: Battery Energy Storage System, Fault analysis, Power system stability, Protection scheme, Optimized 

protection 

1. Introduction 

Lately, more than 200 energy storage demonstration 

projects, at megawatt level and above, have been set up 

across the world, indicating huge potential for further 

expanded application of 154 Grid-scale energy storage 

systems and applications energy storage technologies [1]. 

According to U.S. department of energy, ESS increases 

grid resistant to disruptions, promotes clean electricity, 

and increases the economic value of wind and solar 

power [2]. ESS is also essential to provide power at 

optimal response speed to overcome the intermittence of 

renewable sources and contribute to the mains voltage 

regulation [3]. There are various types of ESS 

technologies proposed by [4] used for transportation, 

emergency, and small-to-large scale power generation. 

BESS may be the most versatile of the several storage 

systems according to [5]. 

BESS has three primary components: an AC grid, a 

battery, and a battery management system [6]. The kind 

of battery used in the system determines the power output 

and energy levels of BESS. Various research has been 

previously conducted for modelling of BESS. In [7], the 

author has proposed a detailed modelling of BESS using 

various power electronic components and control 

modules have been discussed. On the other hand, a 

simplified BESS model using MATLAB/Simulink 

logical-numerical modelling approach has been proposed 

by authors in [8] that can simulate the behaviors of a 

typical BESS.  
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Several issues have been faced by BESS due to its fault 

behaviours. The primary issue is the high fault current 

contributed from BESS [9]. The second issue is the rate 

of current rising [10], [11]. Regarding the two issues, the 

power electronic switches used with BESS may also be 

harmed by the current and its increasing rate [12]. The 

sudden decline in battery state of charge (SOC), which 

had an adverse effect on battery lifetime, is the final issue 

[13]. BESS can pose a significant safety risk to both users 

and installers, with the potential to cause hazards such as 

fire, flash burns, and explosion if it suffers from short 

circuit or fault if installed and used improperly [14]. 

Short circuits are a major contributor to the electrical and 

temperature risks brought on by Li-ion batteries [15]. 

Accordingly, it is crucial to achieve power protection of 

BESS to ensure its proper functions during critical time. 

Therefore, two main areas of BESS protection are 

protection of BESS itself for internal fault and isolating 

BESS from a system for external fault [6]. Several 

options to protection of stationary battery systems such 

as circuit breakers and fuses have also been provided in 

[16] to DC system designer. The paper presents an LV 

grid-connected BESS with and without overcurrent 

protection of both internal and external circuit of BESS 

alongside with fault analysis. 

 

2. Methodology 

2.1. System Design 

       As displayed in Fig. 1, the BESS is connected to a 

typical Malaysia LV network. The connection between 

BESS and Grid is straight forward since no load is 

connected to the network bus. BESS consists of a battery 

module and a bidirectional AC/DC converter. The BESS 

has utilized a battery module from manufacturer’s 

datasheet. The battery module is referred to technical 

specifications outlined in manufacturer’s datasheet. With 

the aid of a converter, the BESS can charge or discharge 

the battery at constant voltage and current. The BESS is 

protected by internal and external protection units against 

internal and external short circuit faults respectively. 

Short circuit and power system stability can be analyzed 

through DC and AC protection breaker monitoring 

interface. 

 

Fig. 1 Overview of BESS system protection model 

in Simulink 

2.2. BESS model 

       The three primary components of BESS are an AC 

grid, a battery, and a battery management system as 

presented in [6]. The BESS consists of a Li-Ion battery 

and a bidirectional AC/DC converter. The nominal 

voltage and ratings of the battery are 450V and 33.33Ah 

respectively. The converter is designed using an average 

model based VSC as the converter bridge. A subsystem 

that consists of a series of mathematical blocks is built to 

generate pulse-width modulation (PWM) signal for the 

converter output as well as regulating the grid current. In 

addition, the subsystem also provides charging and 

discharging modes for BESS through current settings. 

The converter circuit has a DC link capacitor for 

smoothing the DC voltage as well as series parallel LCL 

filter to reduce the Total Harmonic Distortion (THD) of 

AC waveforms. Being the main charging source for 

BESS, AC grid is designed at 230V which is a typical LV 

residential network level in Malaysia. Simulation is run 

to analyse the behaviours of BESS when there is no short 

circuit. 

 

2.3. BESS short circuit evaluation 

According to previous research on protection of BESS in 

a DC microgrid, fault on the bus at BESS side and fault 

on DC terminals at battery side are the two fault locations 

as identified in [12]. Based on the project model in this 

research, similar fault locations have been determined in 

a block diagram as shown in Fig. 2. Three-phase fault 

blocks from MATLAB/Simulink library are placed 

across the identified fault locations as shown in Fig. 3. 

The fault blocks are set to provide line-to-line fault as F1 

and line-to-line-to-ground fault as F2. F1 and F2 are 
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identified as internal fault and external fault, respectively. 

The simulation is run to analyze the short circuit 

behaviors of BESS in terms of voltage, current, and SoC 

characteristics of its battery. The simulation is repeated 

with several short-circuit resistance adjusted in the fault 

block parameter settings to observe the impacts of 

different network short-circuit levels on system stability 

of BESS and AC grid. 

 

Fig. 2 Block diagram of short-circuited BESS network 

 

 

 

Fig. 3 A short-circuited BESS model. 

 

2.4 Proposed design of BESS protection scheme with optimization method 

       Circuit breaker as a main protection scheme has been provided in [6]. However, AC breaker for DC use must be 

modified by adjusting the magnetic trip characteristics of an AC circuit breaker [16]. In this paper, a combination of AC 

breaker (ACCB) and DC breaker (DCCB) are used for the external and internal power protection of BESS, respectively as 

shown in Fig 4. During an external fault, F2, BESS will be isolated from AC bus whereas during an internal fault, F1, 

battery will be isolated within the BESS system. An ideal switch is used as a basic circuit breaker to isolate battery or 

BESS from the short circuit when the switch is opened. A circuit breaker trips according to its trip characteristics curve 

based on the guidelines provided in [16]. A model that simulates B and C trip characteristics curves has been developed 

using look-up table block from MATLAB/Simulink library. The trip characteristics used are referenced from a 

manufacturer datasheet for a miniature circuit breaker (MCB). As a common practice, B type curve is employed in DCCB 

whereas C type curve is employed in ACCB. 
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Fig. 4 Locations of circuit breaker. 

 

Once the trip characteristics curves are verified, the curve 

model is employed in a subsystem. This subsystem is 

built to generate signal as if it was a “relay” for opening 

the circuit breaker. Some of the main parameters like 

current ratings and breaking capacity are defined in this 

system. Trip time limit is used to define the maximum 

and minimum trip time as indicated from trip curve from 

manufacturer datasheet. The current ratings of a circuit 

breaker are defined in [16]. Based on parameters of 

generic battery model predefined from 

MATLAB/Simulink, BESS can discharge current at 

approximate 14.5A. Whereas based on simulation, the 

AC bus is regulated by the converter at approximate 6A. 

Therefore, the DCCB and ACCB current ratings from 

calculation are 18.1A and 7.5A respectively. The current 

ratings selection should be at least or above the calculated 

values for common practice. From the available range of 

current ratings found in datasheet, DCCB and ACCB 

current ratings are determined as 20A and 8A 

respectively. In trip signal generator, MATLAB 

functional codes are developed to compare the current 

detected on the system the breaker is connected to with 

current multiples of the trip curve. A time-delayed signal 

that indicates trip will be sent to circuit breaker model to 

open the switch. The tripping sequence of the circuit 

breaker as coordinated by the trip signal generator 

subsystem is summarized in a flowchart shown in Fig 5. 

The trip curve model with trip signal generator subsystem 

can optimize the protection scheme by introducing 

delayed tripping in circuit breaker model approved with 

standards outlined in IEEE Std 1375-1998, IEC/EN 

60898-2, IEC/EN 60947-2, UL 1077, and CSA 22.2. 

No.235. After installing the protection schemes in the 

project model, system stability with protection is 

analyzed. 
 

Fig. 5 Tripping sequence of a circuit breaker model. 
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3. Results and discussion 

3.1 BESS behaviors under normal circumstances 

       Under normal circumstances, the voltage, current, 

and SoC of BESS are displayed on graphs shown in Fig 

6(a) and Fig 6(b). From the graphs, BESS is operating at 

a constant voltage of 485V which is higher than its 

nominal voltage, 450V due to other settings assumed by 

default in generic battery model. However, the operating 

voltage is still within operating range based on datasheet. 

The BESS is also charging and discharging at 3A which 

is lower than current source from the grid due to 

impedance losses. The current when BESS is discharging 

opposes the polarity of current during charging as the 

direction of current flow differs in both states. The initial 

spike of current is due to initialization of the simulation. 

However, it does not effect on system stability as it 

happens only within 0.05s. SoC of BESS is increasing 

steadily during charging state whereas decreasing 

steadily during discharging state. 

 

Fig. 6(a) BESS when charging. 

Fig. 6(b) BESS when discharging. 
As seen from Fig 6(a) and Fig 6 (b), after a fault occurs 

at 0.1s, the battery starts to discharge quickly as observed 

from the graph of SoC during BESS charging and 

discharging states. Moreover, the voltage across the 

terminals of battery begins to decrease due to voltage 

drop through the resistance. The gradual decrease in 

voltage is caused by chemical changes occurring at the 

surface of electrodes. Furthermore, the battery current 

rises rapidly within 20ms to its peak at approximate 

1.4kA. The gradual increase in the current is due to 

battery inductance. 
 
3.2. Analysis of BESS under external short circuit 

 
From the graphs in Fig 7(a) and Fig 7(b), voltage of 

battery remains stable after external short circuit effects 

at 0.1s. Therefore, the battery voltage does not drop due 

to lower resistance on external circuit of BESS. 

Moreover, the battery current decreases in both charging 

and discharging states of BESS. Furthermore, the rate of 

charge and discharge of BESS also decreases. Therefore, 

it is said that BESS does not display several issues as 

discussed in [9]–[13] by neither having high discharged 

current, voltage drop, nor sharp decrease in SoC except a 

decrease in power efficiency or performance of BESS. 

The converter shows current blocking effect by 

functioning as a diode rectifier and pass the current 

through only the reverse diodes. The grid filter between 

ac grid and converter then limits the fault current through 

the diodes [10]. 

Fig. 7(a) External short circuit of BESS during charging. 
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Fig. 7(b) External short circuit of BESS during 

discharging. 

 

Fig. 8 Grid stability during BESS external short circuits 

under charging and discharging of BESS 

 

As seen from Fig 8, grid voltage level drops to 

approximate 60V. Moreover, the grid current increases 

rapidly to approximate 600A. The gradual decrease and 

increase in voltage and current are due to grid impedance. 

The short circuit occurs on the AC bus which is also 

common point of coupling to the grid. Therefore, AC grid 

is directly affected by the short circuit. 

 

4. Conclusion 

       A grid-connected BESS model applicable to a 

typical LV network in Malaysia has been developed in 

MATLAB/Simulink environment. The BESS can charge 

or discharge energy by adjusting the current settings in 

the converter block to achieve AC/DC bidirectional 

conversion. Short circuit analysis has also been 

conducted on the internal and external circuit of BESS. 

In the internal circuit, faults are conducted across the 

terminals of battery. Whereas in the external circuit, fault 

is conducted on the AC bus which is point of common 

couplings for BESS terminals and AC grid. Based on the 

fault analysis, internal short circuit causes high current 

discharged from BESS alongside with voltage drop and 

rapid decrease of SoC. These behaviors are damaging to 

the battery lifespan of BESS. On the other hand, external 

short circuit does not cause BESS to discharge high 

current but operating at lower power efficiency instead 

due to current blocking effect of the converter. The 

protection scheme using a combination of ACCB and 

DCCB is designed for BESS power protection. The trip 

characteristics curve models referenced from 

manufacturer datasheet are developed to optimize the 

circuit breakers in compliance with standards outlined in 

IEEE Std 1375-1998, IEC/EN 60898-2, IEC/EN 60947-

2, UL 1077, and CSA 22.2. No.235 according to 

manufacturer datasheet. AC breaker is also adjusted for 

DC application in the modelling. Then, fault cases are 

conducted son BESS to investigate the BESS system 

stability with power protection. The simulation results 

show that BESS operation is successfully interrupted in 

0.02s by DCCB during an internal short circuit event. In 

addition, ACCB trips with longer time delay to internal 

fault when DCCB fails to trip. Therefore, ACCB acts as 

secondary protection in case of DCCB failure. During an 

external short circuit event, ACCB will trip to protect 

BESS from AC bus fault by means of BESS isolation. 

DCCB will never trip because the converter diodes and 

AC LCL filter have limited the fault current passing 

through converter. 
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Abstract 

This paper presents a low-cost and user-friendly warehouse management system developed using Arduino and 

ESP8266 hardware. The system accurately monitors temperature, humidity, and harmful gas concentration, and acts 

as an intrusion detector in a warehouse environment. It also includes functions for managing and detecting goods 

using RFID chips and for automatic delivery using unmanned intelligent vehicles. Data is uploaded to a cloud-based 

relational database in real-time. The system provides a cost-effective and efficient solution for warehouse 

management. 

Keywords: Arduino, ESP8266, Warehouse management system, RFID chips, Unmanned intelligent vehicles 

 

1. Introduction 

In today's fast-paced business environment, efficient 
warehouse management plays a crucial role in maintaining 
a competitive edge [1], [2]. The ability to monitor and 
control warehouse conditions accurately has a significant 
impact on the quality of stored goods and overall operational 
efficiency [3]. To address these needs, the development 
team has developed a highly extensible, comprehensive, 
user-friendly, quick-to-deploy, and cost-effective 
warehouse management system [4]. 

The system offers real-time monitoring of temperature, 
humidity, harmful gas concentration, and intrusion 
detection, ensuring optimal storage conditions and 
enhanced safety measures [5]. The collected data is 
seamlessly uploaded to the cloud, enabling easy access to 
the warehouse conditions from anywhere. 

Besides monitoring capabilities, the system also uses 
ESP8266 and RFID chips to enable efficient goods 
management and detection. By scanning the RFID chips [6] 
attached to goods boxes, the system can obtain detailed 
information about the goods which includes quantity and 
type. This information is then uploaded to a cloud-based 
relational database [7], providing real-time visibility of 
inventory levels and facilitating streamlined inventory 
management. 

Moreover, an experimental proportionally scaled small 
car model is constructed. The small car can automatically 
perform point-to-point transportation of goods. Through the 
integration of routing algorithms, the system optimizes the 
routing of small cars, ensuring efficient and timely 
transportation of goods from one location to another without 
the need for human intervention. This automation reduces 
manual labor and enhances operational efficiency. 

The warehouse management system offers a cost-
effective and efficient solution that aligns with the demands 
of modern business operations. By leveraging cloud 
computing, RFID, and unmanned intelligent vehicles, a 
comprehensive platform that enhances warehouse 
productivity, accuracy, and adaptability is provided. 

Figure 1 shows the overall structure of the system. The 
monitoring system and management system return the 

monitored data to the cloud platform, which then transfers 
the data to the control section for cargo management. 

 

Figure 1 Overall system architecture diagram 

2. Technical Background 

The IoT-based warehouse monitoring and management 
system, utilizing Arduino and ESP8266 hardware, offers a 
comprehensive solution for real-time monitoring of crucial 
warehouse parameters. By continuously tracking 
temperature, humidity, harmful gas concentration, and 
intrusion detection, the system ensures optimal storage 
conditions and enhanced safety measures. 

To enable seamless data integration and management, 
the system leverages the Alibaba Cloud IoT platform. This 
cloud-based infrastructure allows for the efficient uploading 
and storage of data, providing a centralized hub for 
monitoring and analysis. The platform also facilitates easy 
integration with third-party applications, thanks to Alibaba 
Cloud's well-documented APIs, enabling rapid expansion 
and deployment of new features. 

In addition to real-time monitoring, the system 
incorporates a cloud inventory management system based 
on RFID recognition. By utilizing RFID technology, the 
system enables efficient and accurate goods tracking and 
management. Each item is equipped with an RFID tag, 
which allows for quick and reliable identification, inventory 
updates, and location tracking. This streamlines the 
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inventory management process, reduces manual labor, and 
minimizes errors. 

To facilitate the movement of goods within the 
warehouse, the system included smart delivery cars. In our 
experimental system, a proportional scaled small car model 
is implemented. This automatic car operates based on 
predefined algorithms and navigates through the warehouse 
to transport goods to their designated locations. The cars are 
also able to operate manually using control from Android 
devices. By automating this process, the system minimizes 
human intervention, reduces handling costs, and improves 
overall operational efficiency. 

The integration of IoT in warehouse management 
systems has enabled users to manage their data in real time 
and proceed with accurate inventory tracking, demand 
forecasting, and other crucial operations. 

To develop the software for the system, Arduino IDE is 
utilized and Arduino UNO and ESP8266 development chip  
are used and programmed using C language and Arduino 
language, creating a robust and reliable software solution 
that connects seamlessly with the Alibaba Cloud IoT 
platform using the WebSocket protocol. This protocol 
ensures low latency, long-lasting connections, and power-
efficient environment monitoring. 

3. Literature Review 

Zhang, B. et al. developed an intelligent warehouse 
management system utilizing the L298N chip, RC522 for 
near-field communication, and W5500 module for network 
communication [8]. The MSP430F5529 microcontroller 
acts as the central control unit, overseeing tasks such as 
motor control, data reading, and network communication. 
The system facilitates smart cargo management, including 
card activation, encrypted data transmission, and remote 
monitoring. This innovation streamlines warehouse 
operations, saving resources, optimizing space, and 
ensuring reliable security. Particularly beneficial for small 
to medium enterprises and courier companies, it enhances 
efficiency and reduces costs. 

Christos Spandonidis et al. developed a smart container 

monitoring system based on the Internet of Things [9]. Key 

challenges such as weight reduction, fire smoke detection, 

hardware safety, and logistics maintenance are addressed. 

By integrating low-cost, low-power sensors, the system is 

able to track container status and detect critical events such 

as fire/smoke, impacts, and accidental misuse. Provides 

better and safer control over cargo loading/unloading 

operations and flight processes. The experimental results 

show that the system can make a breakthrough in the current 

technical level of container technology and aircraft cargo 

operation. 

Xu Zhijie et al. took account of clear and real-time video 

streams simultaneously [10]. They put forward hybrid 

multichannel video stream transmission strategies for a 

remote surveillance system, in which high-quality 

panoramic video and real-time interactive video are 

combined together to satisfy surveillance system 

requirements of high data stream quality and interactive 

operation.  

4. Monitoring System Design 

For the monitoring system, Arduino Uno and ESP8266 
in conjunction are chosen with the Arduino IDE to 
implement its functionality. The Arduino Uno is a 
microcontroller board based on the ATmega328P, while the 
ESP8266 is a low-cost Wi-Fi microchip with a full TCP/IP 
stack and microcontroller capability. These devices were 
chosen for their ease of use, low cost, and versatility 
compared to other options. Figure 2 and Figure 3 show the 
monitoring system. 

 

Figure 2 Picture of the monitoring system 

 
In terms of specific functionality, a DHT11 temperature 

and humidity sensor, an infrared human body sensor, and a 
harmful gas concentration sensor is connected to Arduino 
Uno. The DHT11 sensor measures temperature and 
humidity using a capacitive humidity sensor and a 
thermistor. The harmful gas sensor detects the presence of 
harmful gases such as carbon monoxide and methane. Both 
sensors are connected using serial ports by the software 
serial port function of Arduino. The infrared sensor detects 
the presence of humans by measuring changes in infrared 
radiation. It uses an analog input to transmit data to the 
Arduino. 

 
Figure 3 Hardware implementation map of the monitoring 

system 
 

After reading data from the sensors, the Arduino UNO 
board hardware serial port transmits the data in real-time to 
the ESP8266 for processing and transmission. The ESP8266 
is responsible for processing the data and transmitting it to 
a cloud server for storage and analysis. 
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For the logic design of the ESP8266, MQTT and 
WebSocket protocols are used for transmitting data. MQTT 
is a lightweight messaging protocol for small sensors and 
mobile devices, while WebSocket is a protocol for full-
duplex communication over a single TCP connection. 
ESP8266 chip will receive data from the Arduino serial port 
in bit storage format and perform simple frame header and 
tail check and bit processing. Then the ESP8266’s 2.4G Wi-
Fi module is used for establishing a connection to a provided 
wireless network and to establish a connection with the 
Alibaba Cloud server using the MQTT protocol over 
WebSocket. The data is uploaded and displayed in real-time 
on a front-end page. Figure 4 shows the front-end web page 
and Figure 5 shows the Hardware implementation diagram 
of management module. 

 

Figure 4 Picture of the front-end web page 

 

 

Figure 5 Hardware implementation diagram of 

management module 

5. Management System Design 

RFID technology is applied to scan and track goods 
within the warehouse. The scanned information is then 
uploaded to a cloud platform, where it is organized into 
visualized tables, enabling real-time management. 
Additionally, a feature on the platform that allows us to send 
instructions to automated cars is implemented by the team, 
enabling them to transport goods efficiently. Figure 6 shows 
the management module and small car are shown below.  

 

Figure 6 Photos of the RFID system and car 
The implementation of RFID technology in the 

warehouse management system has significant positive 
impacts on management efficiency. By scanning RFID tags 
attached to each item, users are able to accurately track the 
quantity, name and other relevant information of the cargo. 
This data can then be transmitted to the cloud-based back-
end server, where it is processed and transformed into user-
friendly visualizations. This allows warehouse managers 
and personnel to have a clear overview of inventory levels, 
stock movement, and overall warehouse performance at any 
given time. 

Furthermore, users can send instructions to the cars, 
directing them to specific locations within the warehouse to 
pick up or deliver goods. The system optimizes the routes 
of the car and ensures that goods of the same category are 
stored together, maximizing efficiency and minimizing the 
time required for manual handling. 

With the integration of real-time data analytics and 
automated car operations, the smart warehouse solution 
provides a comprehensive and efficient approach to 
inventory management. The combination of RFID 
technology, cloud-based computing, and automation 
streamlines processes, reduces errors and enhances overall 
productivity. As a result, warehouse operations become 
more agile, cost-effective, and adaptable to changing 
business demands. 

In summary, the warehouse management module 
leverages RFID scanning, cloud-based data processing, and 
intelligent delivery car systems to enable real-time 
inventory tracking, visualization, and streamlined 
operations. This intelligent solution empowers businesses to 
achieve higher levels of efficiency, accuracy, and scalability 
in their warehousing processes. 

6. Effectiveness Validation 

To verify the effectiveness of the system, the team 
conducted an on-site verification. The average number of 
backlogged items in the warehouse for incoming/outgoing 
shipments is recorded over two weeks, as well as the number 
of instances where the warehouse's humidity and 
temperature exceeded the standards (the temperature and 
humidity test data is collected every hour in a day). The 
system was not installed in the first week and then installed 
in the second week. Data changes in these two weeks were 
monitored and analyzed, and the results are shown in Table 
1. The graph of average data for using the warehouse 
management system as shown in Figure 7. 

Table 1 The effect of using our warehouse management 
system 
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Items 

Time 
Number of 

backlogged items 

Temperature and Humidity 

Exceedance Incidents Times 

Time Before After Before After 

Day1 10 5 7 5 

Day2 8 3 7 4 

Day3 9 4 8 4 

Day4 6 2 11 1 

Day5 11 4 9 1 

Day6 8 1 9 3 

Day7 8 1 7 2 

Total 60 20 58 20 

Average 8.57 2.86 8.29 2.86 

 

 

Figure 7 Graph of average data for using the warehouse 

management system 

7. Backend Cloud Service 

The backend cloud service offers a comprehensive set of 
features designed to streamline and optimize users’ 
operations. With a wide range of functionalities, the service 
serves as an effective tool to enhance the efficiency and 
effectiveness of management and monitoring processes. 

The main function of the cloud service is storing and 
displaying data. It provides a secure and reliable storage 
infrastructure that ensures all the data are safely preserved. 
The intuitive user interface allows for easy access to stored 
data, enabling quick retrieval and analysis. By centralizing 
the data of cargo to the cloud service, users can eliminate 
the hassle of managing multiple data sources and improve 
data consistency. 

Moreover, the cloud service is designed to handle 
connections between different terminals and data sources, 
which facilitates seamless integration with various data 
stream outputs, enabling real-time data synchronization and 
updating. This functionality ensures that users have instant 
access to real-time information, enabling timely decision-
making and accurate analysis. 

One of the most prominent features of the cloud service 
is its algorithmic path calculation capability. This feature 
enables users to exercise semi-automatic control over robots 
or unmanned cars within their operations. The service can 
calculate optimized paths for the robots, guiding them to 
transport goods to designated locations with minimal human 
intervention. By automating this process, handling costs can 
be significantly reduced, errors minimized, and overall 
operational efficiency improved. 

 In addition, the cloud service acts as a transition layer, 
allowing for seamless integration with third-party secondary 
data analysis and prediction services. By leveraging these 
external resources, users can gain deeper insights into their 
data, identify patterns, and make more informed decisions. 
This integration enhances the analytical capabilities of the 
system, enabling users to extract valuable insights and drive 
continuous improvement in their operations.  

8. Conclusion 

The study successfully developed a cost-effective, user-
friendly and expandable warehouse management system 
using Arduino and ESP8266 hardware, which has unique 
advances compared with similar systems [11]. It accurately 
monitors temperature, humidity, gas concentration, and 
intrusions. The system utilizes RFID chips for goods 
management and detection and unmanned intelligent 
vehicles for automated delivery. Real-time data is uploaded 
to a cloud-based database, providing an efficient and cost-
effective solution for warehouse management [12], [13], 
and also being effective for monitoring and making 
decisions for controlling the carbon footprint of the venue 
under monitoring. 

Overall, this system enhances operational efficiency, 
safety, and reliability. Further research can expand its 
functionality and applicability in warehouse management. 
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Abstract 

Supermarket shopping is an experience that everyone has in life. This project aims to design an intelligent and user-

friendly shopping cart and interactive web page, to elevate the overall customer shopping experience. The shopping 

cart designed in this project integrates multiple functionalities that allow users to access information about the items 

within the cart via the interactive web page and exert control over the movement of the cart. While moving, the 

shopping cart can autonomously detect obstacles in its path and navigate around them. Simultaneously, users can 

check the total cost of their selected items by reviewing the cart's contents, enabling them to decide whether the cart 

should continue following them. The project primarily utilizes an ultrasonic module to determine the cart's location 

and trail a specific customer. The shopping cart employs automatic barcode scanning to identify various products, 

and the WiFi module facilitates communication with the server via the MQTT protocol, enabling seamless interaction. 

The fruition of this project serves as a tangible representation of the Internet of Things application, demonstrating 

how connectivity through the internet enhances people's lives with greater convenience. 

Keywords: Internet of Things, ultrasonic ranging, STM32singlechip, smart shopping cart 

 

1. Introduction 

The widespread of information, and communication 

technology, coupled with the advancements in Internet of 

Things technology, has brought our life into the stage of 

a smart city. The increase in electronic devices and 

applications has significantly improved convenience in 

our daily lives. With the increasing prevalence of mobile 

devices, the development of smart cities naturally falls 

toward this technological landscape. Therefore, it is 

necessary to develop intelligent equipment [1]. 

In the shopping scene, an intelligent shopping cart can 

greatly enhance the shopping experience. Essential and 

fundamental functions of an intelligent shopping cart 

include automatic following the user as well as automatic 

obstacle identification and avoidance. Another 

convenient feature is the automated calculation of the 

total price of items in the shopping basket. This enables 

customers to view the items and their respective prices on 

the web page from their mobile phones, eliminating the 

need for manual price calculations. 

2. Literature Review 

In the past, numerous researchers have conducted 

diverse studies on smart shopping carts. Supermarket 

owners benefit from these innovations in terms of time 

savings, reduced manpower, and space efficiency, 

leading to decreased investments. The smart shopping 

trolley can be used in all retail shopping malls, 

supermarkets, hypermarkets, and clothing showrooms [2]. 

Several innovative concepts have emerged to 

revolutionize shopping cart design, aiming to enhance the 

overall shopping experience and reduce human efforts. 

Sadia et al. [3] proposed the integration of RFID 

technology to bolster the durability of product 

identification tags. They suggest the implementation of 

RFID in shopping carts, creating an intelligent shopping 

system where all supermarket carts are equipped with 

RFID tags to reduce wait times during the checkout 

process and improve the customer purchasing experience. 

Gunawan et al. [4] installed an IOIO microcontroller 

and an Android smartphone together with sensors and a 

controller in a shopping cart. The basket is configured in 

the shape of a two-wheeled mobile robot. 
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Tai et al. [5] also utilized the ultrasonic sensor because 

of the advantages include a wide detection area, reduced 

sensitivity to light, the ability to detect glass and shiny 

surfaces, compact size, lightweight construction, minimal 

memory usage, cost-effectiveness compared to Laser 

Range Finder (LRF) or cameras, and lower power. 

These investigations into shopping cart functionality 

and application technology have significantly expanded 

the research landscape of intelligent shopping carts. As a 

result, tasks have become more focused and precise, 

yielding results that align smart shopping carts more 

closely with people's evolving needs. 

3. Methodology 

Figure 1Figure 1 shows a flow chart for the smart 

shopping cart system from the user side whereas Figure 

2 illustrates a flow chart for the operation of the shopping 

cart. 

 

Figure 1 Flow chart for the smart shopping cart system 

from the user side 

 

Figure 2 Flow chart for the operation of the shopping 

cart 

When the shopping cart is started, it will detect 

obstacles by photoelectric switches and avoid them. The 

ultrasonic sensor will provide real-time feedback on the 

distance between the user and the shopping cart. If the 

distance between the shopping cart and the user, as well 

as the orientation of the shopping cart, exceeds the set 

range, the shopping cart will move and adjust the distance 

and direction. The mobile function of the shopping cart 

will continue until the user stops the function on the 

webpage. In addition, users can use the QR code scanning 

module on the shopping cart to scan the QR code of the 

product and add it to the shopping list on the webpage, to 

manage the list and settle the payment on the webpage. 

3.1. Microcontroller 

STM32 F407 ZET6 is used as the main controller of the 

shopping cart. By handling the information obtained from 

sensors and servers, the controller is able to control the 

movement of the shopping cart and communicate with 

the user.  
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3.2. PCB Module 

 The PCB circuit board consists of STM32 F407ZET6 

main control board, DC-DC buck module, A4950 dual 

motor drive module, ultrasonic sensor, photoelectric 

switch sensor, two-dimensional code module and motor 

encoder as shown in Figure 3 and Figure 4. The circuit 

board is highly integrated and the modular design makes 

it easy to update and repair. 

 

Figure 3 Connection between the main board, sensors, 

and wheels  

 

Figure 4 Block diagram for the circuit connection 

3.3. DC-DC Antihypertensive Module 

The DC-DC antihypertensive module employs the 

SY8205 chip, a high-efficiency synchronous stepdown 

DC-DC converter capable of delivering a 5 A output 

current. The SY8205 operates over a wide input voltage 

range from 4.5 V to 30V and integrates the main switch 

and synchronous switch with very low RDS(ON) to 

minimize the conduction loss. The module consists of 

two voltage outputs, one 5V voltage and another output 

to meet the diverse voltage requirements of various 

modules. 

The chassis for the shopping cart is crafted from a 6 mm 

thick POM plate through laser cutting as shown in Figure 

5(a). The chassis is used to hold the shopping cart bracket, 

circuit board and various sensors. Furthermore, 3D 

printing technology is used to print the clamp to hold the 

ultrasonic sensors as shown in Figure 5(b). 

 

Figure 5 (a) The chassis and (b) the ultrasonic clamp 

3.4. Mecanum Wheel 

The outer ring of the Mecanum wheel as shown in 

Figure 6 is equipped with rollers arranged a 45° to the 

axle and contact with the ground. During rotation, the 

friction generates a 45°  reverse thrust force along the 

axle. This oblique thrust force can be divided into two 

vectors which are longitudinal and transverse. The entire 

vehicle is propelled by two pairs of Mecanum wheels, 

each featuring a mirrored arrangement of rollers. Each 

wheel generates its own vector, and the combined force 

of these vectors determines the final motion of the car 
[6]. 

 

Figure 6 Mecanum wheel 

Omnidirectional motion is achieved by installing four 

Mecanum wheels at the corners of the chassis. The 

overall velocity, V, can be obtained through Eq (1), where 

𝑉𝑥 , and 𝑉𝑦  indicate velocity in the 𝑥 -direction and 𝑦 -

direction respectively and 𝜔 is the angular velocity, as 

shown in Figure 7. 

 

Figure 7: The direction of velocity. 

𝑉
→

= 𝑉𝑋
→

+ 𝑉𝑌
→

+ 𝜔
→
× (𝑎 + 𝑏) 

(1) 
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𝑉1
→

= |𝑉𝑋
→

| − |𝑉𝑌
→

| − |𝜔
→
× (𝑎 + 𝑏)| 

𝑉2
→

= |𝑉𝑋
→

| + |𝑉𝑌
→

| − |𝜔
→
× (𝑎 + 𝑏)| 

𝑉3
→

= |𝑉𝑋
→

| + |𝑉𝑌
→

| + |𝜔
→
× (𝑎 + 𝑏)| 

𝑉4
→

= |𝑉𝑋
→

| − |𝑉𝑌
→

| + |𝜔
→
× (𝑎 + 𝑏)| 

3.5. Ultrasonic Ranging 

To measure the distance between the user and the 

shopping cart, two ultrasonic sensors were positioned at 

the front end of the shopping cart as illustrated in Figure 

8. These sensors were positioned roughly parallel to the 

user's waist.  

 

Figure 8: Overall view of the shopping cart. 

By taking an ultrasonic transmitter in users’ hands, the 

receivers can receive the ultrasonic waves and calculate 

the distance between the transmitters and receivers. 

These distances are denoted as 𝑋1 and 𝑋2 respectively [7]. 

The concept of the transmitters and the receivers is 

illustrated in Figure 9. 

 

Figure 9: The concept of the transmitters and the 

receivers 

3.6. Cascade PID 

Cascade control is one of the most successful methods 

for enhancing single-loop control performance, 

particularly when the disturbances are associated with the 

manipulated variable and the final control element 

exhibits nonlinear behavior [5]. 

In the controlling of the Mecanum wheelbase, two 

desired distances between the ultrasonic transmitter and 

receivers are denoted as 𝑋3 and 𝑋4 serve as the input of 

the cascade PID. To control the distance between the user 

and the shopping cart, the distance (𝑋1 + 𝑋2)/2  is 

considered as the feedback and 0.5 m is set as the desired 

input for the Position PD control. To ensure the front of 

the cart always faces the user, (𝑋1 − 𝑋2) is considered as 

the feedback and zero difference as the desired input of 

the Angle Loop PD control. With position control and 

angle control, 𝑉𝑥, 𝑉𝑦  and 𝜔 can be calculated. By utilizing 

the calculated 𝑉𝑥, 𝑉𝑦  and 𝜔 as the input for the Velocity 

Loop PID, the final PWM signal is conveyed to the motor 

as shown in Figure 10. 

 

Figure 10: Block diagram of PID control. 

3.7. Obstacle Avoidance 

Two E18-D80NK photoelectric switches are placed on 

the front of the cart as illustrated in Figure 8. Upon any 

obstacle is detected, the cart will stop following the user 

and overtake the obstacle. As soon as the cart overtakes 

the obstacle and no other obstacles exist, the cart will 

continue the job.  

3.8. Server Communication 

Advancements in the Internet of Things (IoT) have 

enabled innovations in smart home and industrial 

automation, offering possibilities for remote monitoring 

and controlling devices. These solutions contribute to 

energy efficiency and cost saving, as appliances are 

monitored and controlled by small, resource-constrained 

embedded devices [8]. 

To establish communication with the server, an esp-

8266 WiFi module is connected to the microcontroller 

board. By using the Message Queuing Telemetry 

Transport (MQTT) protocol, the controller is able to 

publish topics containing commodity information to the 

server and subscribe to topics conveying user input from 

the server. 

In this system, the server initiates requests to the front-

end controller through HTTP and utilizes the MQTT 

protocol for communication with the embedded device. 

The back-end is developed in Java, leveraging the 

SpringBoot framework to simplify the complexity of the 

Photoelectric  

Ultrasonic sensor  
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development, and incorporates MySQL for database 

connectivity and data persistence. In practical scenarios, 

the server needs to establish a long connection with a 

large number of embedded devices. The traditional 

blocking I/O involves threading, and the frequent 

switching between threads can lead to significant 

overhead. Therefore, domestic smart sockets are 

employed as the underlying I/O container to address these 

challenges. 

A prototype incorporating these features has been 

successfully implemented and tested within a simple 

home automation network to validate its functionalities. 

The results demonstrate that the system responds rapidly, 

preventing overconsumption and electrocution hazards. 

This capability positions the technology to contribute to 

creating safer and smarter homes in the next generation 

[9]. 

The multiplexing of threads is achieved using thread 

pool and asynchronous callback technologies. This 

approach effectively reduces the overhead associated 

with thread creation and destruction, resulting in a 

substantial improvement in the system's load capacity. 

3.9. QR Code Scanner 

QR codes are a cost-effective technique because they 

are easily created and printed on a surface for distribution, 

often being incorporated into existing print materials. 

This is why the QR code was selected as a fundamental 

component in the design of this shopping cart [10]. The 

packaging of the goods is equipped with a corresponding 

QR code. To identify commodity information, a QR code 

scanner is employed, and the gathered data is transmitted 

to the microcontroller. The QR scanner is attached to the 

back of the shopping basket as shown in Figure 11. 

 

Figure 11: QR code scanner 

3.10. Interactive Webpage 

Users can communicate with the shopping cart and 

decide whether to enable the shopping cart to follow. 

Alternatively, even when the shopping cart is not set to 

follow during the shopping process, it can still be utilized 

for remote communication, allowing the shopping cart to 

resume following the user as needed, achieving the effect 

of remote communication. 

There is also a shopping cart commodity settlement 

interface where users can view the product information in 

the shopping cart through the web page. Additionally, 

each time a product is added, users can monitor the total 

cost and the quantity of items in the shopping cart through 

the settlement function. This process allows users to 

easily track if they exceed their estimated budget, 

minimizing the need for users to independently calculate 

commodity prices. Users can also modify the quantity of 

goods on the webpage or remove items from the shopping 

cart, contributing to a smoother shopping experience as 

illustrated in Figure 12. In short, this system enhances the 

user's shopping experience by streamlining the checkout 

process and providing greater control over the shopping 

cart contents. 

 

Figure 12: Example of web interface.  

4. Results and Discussions 

To assess the stability and accuracy of the shopping cart 

in actual operation, conducting relevant tests becomes 

imperative. 

4.1. Maximum Start Distance 

To evaluate the maximum distance capability of the 

shopping cart's following function, a test involves 

initiating the following function in front of the shopping 

cart while it is in a static state. This method allows the 

observation of the shopping cart's following stability 

under varying distances between individuals and the cart. 

Under unchanged conditions, the start distance between 

the user and the shopping cart was set to 10 cm, 50 cm, 

100 cm, and 200 cm with the desired follow distance 

maintained at 40 cm. Figure 13, Figure 14, Figure 15 and 

Figure 16 show the results of the distance between the 

cart and the user against time. In the legend, ‘Left’ 
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represents the data from the left ultrasonic receiver, and 

‘Right’ indicates the data from the right ultrasonic 

receiver. 

 

Figure 13: 10 cm starting distance between the user and 

the shopping cart against time. 

 

Figure 14: 50 cm starting distance between the user and 

the shopping cart against time. 

 

Figure 15: 100 cm starting distance between the user 

and the shopping cart against time. 

 

Figure 16: 200 cm starting distance between the user 

and the shopping cart against time. 

From the test results, when the distance between the 

user and the shopping cart is between 10 cm to 200 cm, 

the shopping cart can quickly adjust the distance to the 

user after the start of the follow function. When the 

distance between the user and the shopping cart exceeds 

200 cm, the ultrasonic module experiences unstable data 

reception. This instability prevents the shopping cart 

from promptly adjusting itself after activating the follow 

function, resulting in a failure to follow accurately. 

Therefore, the effective start distance for the shopping 

cart is set between 20 cm and 200 cm. 

4.2. Turning Test 

To test the follow function of the shopping cart during 

the user's turning process, two circular experiments were 

conducted. The tester walked along circles with radii of 

1m and 2m at normal speeds, while the shopping cart 

followed. Figure 17 and Figure 18 show the turning test 

results. 

 

Figure 17: Distance between the user and the shopping 

cart against time for the tester walking along a circle 

with a radius of 1 m. 

 

Figure 18: Distance between the user and the shopping 

cart against time for the tester walking along a circle 

with a radius of 2 m. 

According to the test results, it is observed that when 

the turning radius is greater than 1 m, the shopping cart 

promptly adjusts its distance to the user. 

4.3. Walking Test 

To evaluate the follow function in a shopping scenario, 

two circular experiments were conducted. The tester 
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walked at speeds of 1.5 m/s and 3 m/s, representing 

normal walking and jogging speeds, while the shopping 

cart followed. The test results are illustrated in Figure 19 

and Figure 20. 

 

Figure 19: Distance between the user and the shopping 

cart against time with 3 m/s walking speed. 

 

Figure 20: Distance between the user and the shopping 

cart against time with 1.5 m/s walking speed. 

Based on the test results, when walking at a normal 

speed and activating the follow function, the shopping 

cart can successfully follow the user throughout the 

shopping process. 

5. Conclusion 

This paper highlights the accomplishments in 

developing a smart shopping cart system with automatic 

following, obstacle avoidance, and web interface-

generated shopping lists. The acknowledgement of 

potential improvements, such as performance 

optimization and enhanced user interfaces, adds a 

realistic and forward-looking perspective. The mention 

of future research directions, including adaptability to 

different shopping scenarios, demonstrates an awareness 

of potential advancements. 
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Abstract 

This paper introduces a compact four-port MIMO antenna for ultrawideband (UWB) applications measuring 60 × 60 

mm2. Printed on a single layer flame resistant (FR-4) substrate (permittivity of 4.3, thickness 1.6mm), the antenna 

features four microstrip cells, each orthogonal to its neighbor for improved isolation. It includes a rectangular patch 

with staircase slits and a stepped feed line. Square stubs at the top center enhance isolation. The antenna boasts a 

significant return loss (-43.75dB), wide impedance bandwidth (1.967-12GHz), and an isolation below -15dB. Its 

envelope correction coefficient (ECC) is under 0.02 with a moderate 4.4dBi gain. Although its 63% radiation 

efficiency could be enhanced, the antenna’s ultrawide bandwidth and compactness make it suitable for UWB wearable 

IOT applications.    

Keywords: UWB antenna, MIMO antenna, MIMO performance.

1. Introduction  

The frequency of ultra-wideband (UWB) technology 

was set to 3.2-10.6GHz by the Federal Communication 

Commission (FCC) which garnered great attention of 

researchers due to its promising solution to scarcity of 

spectrum resources. Compared to traditional narrowband 

technology, UWB offers more advantages and several 

capabilities including short range, high transmission, high 

bandwidth, low energy usage, low complexity, and good 

radiation. With this, UWB positions itself to being useful 

in applications such as short-range communications, 

sensor networks, tracking, and positioning systems [1],  

[2].  

In a multi-path environment, UWB systems are prone 

to signal fading which degrades the performance of the 

entire system. To address this issue, Multi-Input-Multi-

Output (MIMO) technology has been used to provide a 

multi-element patch antenna for signal transmission and 

reception. This implementation significantly increases 

spectral efficiency, reliability, and channel capacity 

without utilizing additional power and spectrum. The 

enhanced features of MIMO UWB antennas such as high 

data rate and exclusion from interference make it a perfect 

candidate for wearable and IoT applications especially in 

healthcare industries. Radiation exposure from the 

antenna is heavily monitored to be as small as possible to 

ensure that it does not harm human tissues since it is in 

close contact with human skin [2].   

However, the usage of more than one radiating 

element, closely arranged to one another in MIMO may 

lead to high signal correlation and reduce the overall 

antenna efficiency. Therefore, appropriate decoupling 

needs to be done between antenna elements for better 

isolation in modern communication. The challenging part 

is to design UWB-MIMO with low isolation by keeping 

minimum distance between antennas. In [1], a UWB-

MIMO antenna with square shaped decoupler and 

rectangular metallic stubs was designed to reduce mutual 

coupling and improve isolation. The antenna offers stable 

gain with peak gain at 6.8dBi, low ECC value of 0.001 

and high diversity gain of 9.9. Besides, flexible substrates 

such as polymer, paper, and Kapton are important in the 

designing of wearable UWB. In [3], a wristband MIMO 

antenna is designed that covers frequency range of 2.75-

12GHz with silicone rubber as substrate material that is 

used to monitor children and patients, ensuring user safety. 

In [4], the author proposed the use of liquid crystal 

polymer (LCP) that operates between 2.9-10.86GHz 

which results in a flexible MIMO antenna that performs 

well in bending and on-body conditions, suitable in 

wearable fields. Another result obtained from [5], uses 

bendable substrate FR-4 that operates up to 17GHz from 

3.89GHz with stable gain.  
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Moreover, the design of UWB is very challenging to 

achieve optimized frequency and time, stable polarization, 

as well as low dispersion. In [6], the author proposed a 

methodology that introduces slotted ground structure 

which is a widely used technique to improve the 

impedance bandwidth and minimize the ground plane 

effects in UWB. In [7], 4 ports rectangular monopole 

antennas with step etching on ground plane and arrow-

shaped slot on radiating patch using FR-4 substrate 

operates at frequency 3.1-10.6GHz, has high isolation of 

-17.4dB, ECC less than 0.001 which in turn decreases 

mutual coupling. In the medical field, wearable devices 

are achieving profound recognition when designed using 

MIMO antenna due to their quality signal and high 

capacity without increasing transmitted power. 

This paper proposes the design of four port UWB-

MIMO antenna suitable for wearable and IoT applications 

which is done by utilizing the CST software that involves 

careful selection of flexible substrate properties, structure 

of microstrip patch, and feed network. The design uses 

copper conductor for patch and FR-4 as substrate material 

that covers wider bandwidth and higher efficiency 

characteristic with low dielectric loss and high thermal 

endurance. The width of the microstrip and gap between 

the patches are adjusted to obtained impedance matching 

of 50 Ohm. The finalized antenna is measured at different 

parameters such as reflection coefficients, gain, radiation 

pattern, current distribution, ECC, DG, radiation and total 

efficiency for further analysis and improvements. Table1 
shows summary of comparison between existing UWB-

MIMO antennas and proposed work.  

Table 1. Summary Of Comparison Between Existing UWB-MIMO Antennas and Proposed Work 

References Operating 

Frequency 

(GHz) 

Peak 

Gain 

(dBi) 

Dimension 

(mm𝟑) 

Envelope 

Coefficient  

Correlation 

(ECC) 

Diversity 

Gain  

(DG) 

Isolation 

(dB) 

Substrate Type 

[3] 2.75-12.0 3.41 24 × 30 × 0.13 < 0.18 > 9.5 > 25 Silicon Rubber 

[4] 2.90-10.86 4 65× 65 × 0.1 < 0.01 > 9.99 > 22 Liquid Crystal 

Polymer (LCP) 

[5] 3.89-17.09 5.87 75 × 91 × 0.26 < 0.02 - > 22 FR-4 

[6] 2.9-12.4 3.09 30 ×30 × 1.6 - - - FR-4 

[7] 2.6-11 3.38 80 × 80 × 0.781 < 0.001 - -17.4 FR-4 

[8] 3.6-16.00 7 58× 58 × 0.8 < 0.07 - > 18 FR4  

[9] 1.5-3.6 

 

2.4 26× 26 × 0.8 < 0.02 > 9.9 ~ 25 FR4 

[10] 3.3-13.6 5.7 42 × 32.5 × 1.0 < 0.02 > 9.96 > 18 Textile 

[11] 3.10-12 6.2 30× 30 × 1.6 < 0.001 > 9.9 ~ 17 FR-4 

[12] 3.1-13.1 4 45 × 45 × 1.6 < 0.02 > 9.9985 < 17 FR-4 

[13] 3.5-11 6 24 × 30 × 0.13 < 0.03 > 9.9 < 20 FR-4 

Proposed 

work 

1.926-12 4.409 60 × 30 × 1.187 <0.02 >9.93 >15 FR-4 

2.   Material and Methods 

2.1 Single Element Antenna Design  

The configuration of the proposed UWB single element 

microstrip antenna shown in Fig. 1. The fundamental 

structure of the antenna consists of three layers which are 

metal layer on top and bottom with substrate material, in 

between. The design begins with a rectangular radiating 

patch that uses a 50Ohm transmission line feeding 

technique to feed signal to the resonating patch. The 

ground plane size is decreased for low profile and 

optimization for attaining enhanced impedance bandwidth. 

Two symmetrical staircase-shaped slits are introduced on 

both sides of the radiating patch to further enhance the 

impedance bandwidth. 
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                a.  Front view of antenna design      b. Magnified area for staircase-like slits 

 

Fig. 1 Geometry of proposed antenna design. 

 

Table 2. Optimized Parameters for the Proposed Four 

Port MIMO Antenna. 

 

Table 2 shows the optimized parameters for the proposed 

four port MIMO antenna. The material chosen for the 

antenna patch is copper (annealed) because it is much 

softer and malleable which makes it easier to shape 

during the fabrication stage. On the other hand, the 

flexible dielectric substance used is flame-resistant (FR4) 

with dielectric constant of 4.3 and tangent loss of 0.019. 

Some key features of this substrate material include low 

cost, easily available and relative mechanical and 

electrical stability. It is mostly found in microstrip and 

stripline circuits, as well as point-to-point digital radio 

antennas. The thickness of the UWB microstrip antenna 

is 1.8mm with copper (annealed) 0.1mm and substrate as 

1.6mm respectively. Overall, the FR4 substrate based 

UWB antenna, and its resonating patch has sizes of 

31 × 42 × 1.7 mm3 and fed by a 3 ×17 ×0.1 mm3 

transmission line.  

      The operating range of antenna generated is 2.74-

10.59GHz shown in Fig. 2 which fulfills the requirement 

of UWB but is lesser compared to the values from the 

article [14] which obtain 2.9-11GHz.  

 

 
Fig. 2 Simulation results of return loss (S11) for single-

slot antenna 

 

2.2 Four-Element Flexible UWB Antenna  

From the single element in Fig. 1, a four-port flexible 

MIMO antenna array was designed as shown in Fig. 3 (b) 

with a square-shaped stub inserted between orthogonal 

element antennas for better isolation performance.  

     

     a. Without isolator                b. With isolator branch 

Fig 3. Four Port UWB MIMO antenna  

 

Parameters W1 W2 W3 W4 W5 

Values 

(mm) 

31 13 3 1.65 2 

Parameters L1 L2 L3 L4 L5 

Values 

(mm) 

42 15.6 15.3 0.1 13 
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3.  Result and Discussion  

The layouts were designed and simulated using CST 

software to determine the antenna performance in 

different aspects.  

      The S11 parameter graph is a measure of how well 

devices or lines are matched. A high return loss is 

desirable for lower insertion loss. The simulated result 

for return loss from the proposed UWB four-port antenna 

is displayed in Fig. 4 (a). The first antenna result without 

branch isolator (green line) shows much narrow 

impedance bandwidth with frequency range of 3.925-

12GHz for S11 < -10dB. Besides, the return loss value is 

acceptable, which is -22.49dB at resonant frequency of 

4.42GHz but can be improved to reduce power reflected 

to the system. This leads to the addition of a branch 

isolator (red line) to improve both return loss and 

bandwidth values. The S11 value almost increased 

twofold with value highest return loss value of -43.94dB 

at resonant frequency of 8.124GHz, larger bandwidth, 

and wider frequency range of 1.926-12GHz. The rest of 

the resonant frequencies for S11 below -10dB are 

recorded at 2.292GHz, 4.14GHz, 6.6GHz and 

11.076GHz.  

      The remaining parameters are also compared such as 

S12, S13 and S14 to determine the isolation as shown in 

Fig 4 (b), (c), (d). The measured operating frequency 

covers 2.0-12GHz. The implementation of branch 

isolators affects S12, S13, and S14 whereby most of them 

are below -15dB (red line) and this shows good isolation 

properties. With an almost similar isolation design, the 

result from A. A. Ibrahim, et al [13] shows better 

isolation which is greater than -20dB when the isolation 

ports are added. 

 

(a) S11 

 

           
(b) S12 

 

     

   (c) S13 

 

(d) S14 
 

Fig 4. Results of return loss and isolation loss 

 

The gain and directivity for the final proposed antenna on 

different resonant frequencies is tabulated in  Table 3 

while the far field pattern for resonant frequency, 

8.124GHz is shown in Fig. 5 (a) and (b). 

 

Table 3. Gain and Directivity Values for Different 

Resonant Frequencies 

Resonant 

Frequency (GHz) 

Gain  

(dBi) 

Directivity 

(dBi) 

2.292  

 

4.407 

 

 

 

6.36 

 

4.14 

6.6 

8.124 

11.076 

 

 

 

 

 

 

 

 

 

 

 

 

(a) Gain at resonant frequency of 8.12GHz. 
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(b) Directivity at resonant frequency of 8.124GHz. 

 

Fig 5. Gain and directivity at resonant frequency of 

8.124GHz. 

Fig. 6 (a), Fig. 6(b), Fig. 6(c), Fig. 6(d), and Fig. 6(e) 

shows the radiation pattern of the proposed four-port 

flexible antenna on H-plane and E-plane at different 

resonant frequencies. The simulation and test results 

were obtained when port 1 was used as excitation. The 

H-field and E-field exhibit a directional pattern whereby 

the energy is concentrated and focused on specific 

directions at degrees of 44°  and 178°  for all resonant 

frequencies. It allows far-distance communication due to 

higher gain and directivity.  

 
 

(a) Radiation pattern at 2.292GHz.  

 

 
 

(b) Radiation pattern at 4.414GHz. 

 
 

(c) Radiation pattern at 6.6GHz. 

 

 
 

(d) Radiation pattern at 8.124GHz. 

 

 
 

(e) Radiation pattern at 11.076GHz. 

 

Fig 6. Radiation pattern on H-plane and E-plane of four 

port MIMO UWB antenna at different resonant 

frequencies 

 

The surface current distribution is measured at port 1, 2, 

3 and 4 with resonant frequencies at 2.292GHz, 4.14GHz, 

6.6GHz, 8.124GHz and 11.076GHz and tabulated in 

Table 4. Fig. 7 shows the pattern of the selected resonant 

frequency, 8.124GHz, where the rest have similar current 

diagrams. The current density is most evident at the 

antenna feedline denoted by warm colors of red and 

orange color map which contributes to stronger radiation 

and better performance but can result in higher potential 

for losses and prone to heating easily due to high 

dissipation of electromagnetic fields and energy. The rest 

of the areas that are mostly displayed in blue or green 

colors experience low current density whereby it has 
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weaker radiation and signal strength but less susceptible 

to losses.  

 

Table 4. Surface Current Value at Port 1 to 4 at 

Different Resonant Frequencies. 

Resonant 

Frequency 

(GHz) 

Port 1 

(A/m) 

Port 2 

(A/m) 

Port 3 

(A/m) 

Port 4 

(A/m) 

2.292  

37.0092 

 

37.9358 

 

38.3408 

 

37.0869 4.14 

6.6 

8.124 29.5007 33.4613 30.3317 34.7738 

11.076 37.0092 37.9358 38.3408 37.0869 

 

 

   
 

Fig.  7 Surface current distribution of four-port UWB 

MIMO antenna at resonant frequency, 8.124GHz. 

 

The average radiation and total efficiency of the antenna 

is only recorded between 6GHz-12GHz due to mesh 

limitation in frequency domain. Fig. 8 shows the value in 

dB (magnitude) which is approximately 55% and 54% 

after converted to percentage form. These values are 

considered marginally acceptable because good antenna 

design can reach up to 80%. Hence, the design can still 

be further improved by careful calculation of geometry 

and dimensions, matching networks to achieve maximum 

performance whereby it provides better signal strength 

and reduces interference which are important factors for 

improving the reliability and operability of wearable 

devices in IoT applications.  

 
 

Fig. 8 Radiation efficiency and total efficiency of four-

port UWB MIMO antenna. 

 

The diversity performance of the UWB-MIMO antenna 

was evaluated by Envelope Coefficient Correlation 

(ECC) and diversity gain (DG). ECC parameters reflect 

the degree of correlation between adjacent elements of 

MIMO antennas and are expected to be less than 0.5. The 

ECC parameters between the antenna’s ports are shown 

in Fig. 9 (a) which are less than 0.02 in the operating 

frequency band and indicate good isolation between ports. 

      DG evaluates the quantified improvement in signal-

to-noise ratio when antenna in the MIMO system receive 

the RF signal. The DG parameters between different 

ports are given in Fig. 9 (b) It shows that satisfying DG 

values are achieved with values above 9.938 for the 

whole operating frequency band (1.926-12GHz) which 

gives better diversity characteristics.  

 

 
 

(a) ECC 

 

 
 

(b) DG 

 

Fig 9. ECC and DG values for four-port UWB MIMO 

antenna. 

Conclusion 

This paper proposed a small, compact, and flexible four-

port UWB MIMO antenna designed for wearable and IoT 

applications with overall dimensions of 60 × 60 × 1.8 mm3. 

The proposed antenna was arranged orthogonally to each 

other to form a four-port MIMO antenna structure and the 

final design shows that the antenna can operate in the 

whole UWB band covering from 1.926 to 12GHz with 

moderate isolation of -15dB. The isolation was achieved 

by adding a square-shaped stub at the top center with 

elongated strips extending to the edge of the substrate. It 
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has a high return loss value of -43.65dB, total efficiency 

of approximately 60%, gain of 4.4dBi, and good diversity 

performance, with ECC less than 0.02 and DG larger than 

9.93dB. In summary, the proposed antenna can be 

considered as a viable candidate for UWB-MIMO 

wireless applications.  
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Abstract 

In power electronics, accurately assessing simulation tools is key for precise, reliable electronic 

system designs. This study compares MATLAB Simulink and PLECS in modeling a 5W USB 

charger’s power characteristic. The charger, using an AC-DC full bridge rectifier and DC-DC 

flyback topology, delivers a stable 5VDC at 1A. The analysis focuses on power efficiency and 

thermal characteristics, incorporating real-life components for detailed insights. Results show 

PLECS, specialized in power electronics, surpasses MATLAB in accuracy and consistency. This 

research aids in understanding simulation tools' effectiveness, guiding engineers and researchers 

in power efficiency evaluations for electronic systems. 

Keywords: Power electronics conversion, MATLAB Simulink, PLECS, USB charger, simulation, power 

efficiency, thermal analysis. 

 

1.  Introduction 

Power electronics conversion is an essential 

technology utilized in the landscape of modern 

technology, permeating various aspects of daily life 

applications. Power electronics converters serve as a 

transformative agent in the regulation and control of 

electric energy flow.  

A static power converter is a converter made up 

with the architecture of electrical components such 

as transformers, diodes, capacitors, and inductors. 

Electrical components work together transforming 

electrical energy from one form to another. From Fig. 

1, notable ideal power converter can be observed, 

controlling the flow of power between two sources 

aiming to enhance the power efficiency [1]. Power 

conversion can delve into four categories which are 

DC to DC converter, AC to AC converter, DC to AC 

converter and AC to DC converter.  

 

 
Fig. 1 Power converter topologies. 

In recent years, significant improvements in power 

electronics technology. These advances include 

breakthroughs in converter topologies, control 

strategies, and power semiconductor devices, which 

together have contributed to the continuous 

improvement and widespread application of modern 

power conversion systems [2]. 

USB chargers are one of the illustrations of daily 

life, where the fundamental principles of power 

conversion. USB chargers are ubiquitous for 

charging electronics devices such as laptops and 

smartphones. In contemporary times, USB chargers 

are designed with emphasis on fast charging of 

electronics devices [3]. However, this design of 

faster charging rates can lead to increased energy 
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loss and heat generated, potentially diminishing the 

performance of power efficiency.  

This paper focuses on using a USB 5-Watt charger 

as an evaluation method to evaluate the performance 

of MATLAB Simulink and PLECS software in 

accurately modeling and predicting the power 

characteristics of the charger. By conducting a 

detailed comparative analysis, this study aims to 

elucidate the disparities in results obtained from each 

software, shedding light on the strengths and 

limitations of MATLAB Simulink and PLECS in the 

context of power efficiency simulations. 

The outcomes of this research will not only 

contribute to a better understanding of the 

capabilities of these simulation tools but will also 

assist engineers and researchers in making informed 

decisions when assessing power efficiency in 

various electronic systems. 

2. Related Work 

In the pursuit of advancing understanding of power 

electronics and simulation tools, a comprehensive 

review of related work lays the groundwork for our 

exploration. This section begins by exploring the 

AC-DC bridge converters, and DC-DC Flyback 

converter, essential components in designing the 5-

Watt USB charger. By continuously adjusting the 

Proportional-Integral value to fine-tune and achieve 

the desired output voltage in the 5-Watt USB charger. 

Understanding converters is crucial for operating 

and evaluating their role in enhancing power 

efficiency, and thermal analysis.  

2.1. AC-DC Bridge Converter  

The AC-DC bridge converter, also known as the 

dual active bridge (DAB) converter, is a power 

electronic device used for converting alternating 

current (AC) to direct current (DC) and vice versa 

and the process known as rectification. The DAB 

converter, as outlined in Fig. 2 utilizes a bidirectional 

power flow and high-frequency isolation with a 

bridge topology featuring two sets of switches and a 

transformer [4]. 

 
Fig. 2 DAB Converter Topology. 

The DAB converter operates by modulating the 

phase-shift of the switches to control the power flow 

and achieve AC-DC or DC-AC conversion. It 

implements both frequency and time-domain 

analysis to capture the transient behavior of the 

converter, offering the advantages of steady-state 

frequency-domain analysis [5]. The converter can be 

configured to achieve full soft-switching operation, 

high efficiency, minimize distortion in input current, 

and provide output short-circuit protection [6]. One 

notably advantage of DAB is seamless four-quadrant 

operation [6], [7], [8], [9]. 

2.2. DC- DC Flyback Converter  

A Flyback converter, specifically DC-DC converter 

is a type of power converter that uses a transformer 

to transfer energy from the input to the output.  

The working principles of flyback converter is 

storing energy in the transformer during on time 

switching transistor, and then releasing it to the 

output during off time of switching transistor, as 

outlined in Fig. 3. This allows for voltage conversion 

and isolation between the input and output. The 

flyback converter can be used in various applications, 

such as AC-DC power supplies, power factor 

correction circuits, and active-clamp flyback 

converters [10]. 

 
Fig. 3 The Operation of Two States of Flyback 

Converter. 

2.3. Proportional-Integral 

A Proportional-Integral (PI) controller is a type of 

feedback control system commonly used in power 

electronics to regulate the output of the power 

converters. It combines proportional (P) and integral 

(I) control actions to achieve the desired output.  

The P value generates an output proportional to the 

current error, while the I value aids eliminating any 

residual steady-state error by integrating the error 

over time.  In this project, the PI controller is 

implemented in the DC-DC Flyback converter in 

regulation to achieve desired output of USB charger. 
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2.4. Thermal Analysis 

Thermal analysis is an important aspect of power 

USB charger configuration, due to it bringing effect 

on the reliability and safety of the system. The proper 

working of the charger's thermal considerations is a 

basic part of power electronics design. Several 

studies have been conducted on the thermal design 

of wireless chargers for electric vehicles [11], 

miniaturization and thermal design of battery 

chargers [12], and thermal analysis of transformers 

in on-board chargers for electric vehicles [13]. These 

studies use simulation tools to predict losses and 

temperature and establish thermal networks of 

heating components to calculate hotspot 

temperatures.  

2.5. Power Efficiency 

Power efficiency in USB chargers can be described 

as the charger's ability to convert electrical power 

from the source to the device, allowing it to be 

charged with minimal loss. It is a critical factor in 

determining the charging time and energy 

conservation.  

Achieving high conversion efficiency is essential 

for optimal operation and robustness under varying 

conditions, as seen in the context of mobile battery 

charger ICs, where techniques like zero current 

switching (ZCS) are employed [14]. Therefore, 

power efficiency in USB chargers is essential for 

improving device charging, energy conservation, 

and the development of innovative charging 

technologies. 

3. Materials and Methods 

Overview of 5-Watt USB charger described overall 

input AC voltage to output DC voltage, as outlined 

in Fig. 4. The process begins with an input of 

141/325 VAC with a frequency of 50/60Hz. This 

input voltage is directed through the AC-DC bridge 

converter. In this stage, the AC input voltage 

undergoes rectification, transforming it into a 

pulsating DC voltage. Subsequently, the pulsating 

DC voltage undergoes filtering and smoothing to 

ensure a stable waveform. The smoothed DC voltage 

then progresses through the DC-DC flyback 

converter, where it is stepped down to the desired 

level, providing isolation and regulation in the 

transformation process. To fine-tune and optimize 

the output results, a PI controller is applied, ensuring 

that the output voltage remains regulated at 5V DC 

with a current capacity of 1A. 

 
Fig. 4 Overview of 5-Watt USB Charger. 

3.1. The Design Procedure of 5-Watt USB 

Charger 

The design and implementation of a 5-Watt USB 

power charger involves the integration of an AC-DC 

full bridge rectifier employing a DC-DC flyback 

topology.  

The primary objective of this charger is to deliver a 

maximum output current of 1A with a consistent 

output voltage of 5VDC. Achieving this goal 

requires the inclusion of a 5-ohm load resistor in the 

circuit.  

To ensure the charger's adaptability for global use, 

it accepts two AC input voltages (𝑽𝒊𝒏), as outlined in 

Table 1, providing corresponding output DC voltage, 

( 𝑽𝒐𝒖𝒕 ). The switching frequency, (𝒇𝒔𝒘 ) is set at 

40kHz to optimize the performance of the charger.  

Table 1. The Calculation of AC Voltage Input with 

Frequency. 

AC Voltage Input Voltage Frequency 

100V 100 x √2 = 141.42V 50/60Hz 

230V 230 x √2 = 325.26V 50/60Hz 

The Flyback equation was employed to calculate 

the winding ratio (𝑛), critical inductance (Lc), and 

critical capacitance (Cc) for component selection in 

the high-frequency transformer and Flyback circuit 

capacitor. This calculation involves utilising known 

variables such as resistance (R), duty cycle (D) and 

output ripple voltage (𝛥𝑉𝑜). 

841



Zhi Ying Yeoh, Kim Soon Chong, Sew Sun Tiang, Mohammad Arif Ilyas, Jia Wei Tan, Wei Kang Lai, Wei Hong Lim 

©The 2024 International Conference on Artificial Life and Robotics (ICAROB2024), J:COM HorutoHall, Oita, Japan, 2024 

Number of turns ratio of transformer in flyback 

converter to calculate the value of Lc and Cc.  

𝑛 =
𝑁2

𝑁1
=  

𝑉𝑜𝑢𝑡(1 − 𝐷)

𝑉𝑖𝑛 ∗ 𝐷
 (1) 

Critical Inductance and critical capacitor for 

Flyback circuit.  

𝐿𝑐 =
(1 − 𝐷)2 ∗ 𝑅

2 ∗ 𝑓𝑠𝑤
(
𝑁2

𝑁1
)2 (2) 

 

𝐶𝑐 =
𝐷 ∗ 𝑉𝑜𝑢𝑡

𝑅 ∗ 𝛥𝑉𝑜 ∗ 𝑓𝑠𝑤
 (3) 

Following the calculation of Lc and Cc using the 

Flyback equation, the appropriate high-frequency 

transformer, and inductor was selected.  

To mitigate ripple voltage and ensure converter 

stability, a higher capacitor value was subsequently 

chosen in accordance with the formula. The selection 

of a higher capacitor value is essential for reducing 

ripple voltage, even though it may result in a higher 

peak current at the input. These components 

specifications are outlined in Table 2. 

Table 2. The Specification of the Converter. 
Converter Type AC-DC Bridge Rectifier,  

DC-DC Flyback Topology 

Switching 

Device 

MOSFET (C3M0120065J by 

CREE was used) 

Switching 

Frequency 

20kHz -100kHz 

HF 

Transformer 

EE Series (EE16 74091 Flyback 

Transformer by MYRRA was 

used) 

AC to DC Diode IN5819 

Capacitor  250uF 

Inductor  6000uH 

Controller Type  PWM PI Feedback Control (No 

overshoot and 0,1 Second 

Settling) 

Input Voltage  Region Independent (230/100 

VAC at 50/60Hz) 

Output Voltage  5 VDC 

Output Current 1A 

Load Type  Resistor (5-ohm) 

The proportional-integral (PI) value was tuned for 

a settling time within 0.1 seconds without 

overshooting.  

For diode selection, the circuit's maximum current 

was observed on an oscilloscope, guiding the choice 

of a diode capable of withstanding the surge forward 

current. Finally, measurements were conducted to 

assess metal-oxide-semiconductor field-effect 

transistor (MOSFET) temperature and power 

efficiency. 

3.2. The Simulation on MATLAB Simulink and 

PLECS 

MATLAB Simulink and PLECS were utilized for 

running simulations, which play a significant role in 

the selection of components for the power converter. 

The design overview of the AC-DC 5-Watt USB 

charger on MATLAB Simulink and PLECS software 

are shown on Fig. 6 and Fig. 7. Additionally, the 

PWM PI feedback control was implemented to 

address steady-state error, requiring lower forward 

gain.  

The PI controller ensures a stable 5V output under 

varying input voltages by generating a corrective 

signal to address system faults. Manual adjustments 

to the proportional and integral values of the PI 

controller were made until the desired output was 

stabilized without overshooting. 

 The flyback capacitor is adjusted to 250 

microfarads during PI value tweaking to prevent 

excessive ripple. The PI value should be at P=0.06 

and I=16, it was subsequently found. 

The MATLAB Simulink environment is configured 

with the solver ode23t (modified Stiff/Trapezoidal), 

as outlined in Fig. 5 to facilitate analysis before 

conducting performance tests. 

 
Fig. 5 The Configuration Parameters of the 

Simulink Solver. 
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Fig. 6 The MATLAB Model of the AC – DC 5-Watt USB Charger. 

 

 
Fig. 7 The PLECS Model of the AC – DC 5-Watt USB Charger. 

4. Results and Discussion 

The 5-Watt USB Charger simulation results, as 

detailed in Table 3, are presented utilizing both 

MATLAB Simulink and PLECS. The simulations 

were conducted using a 𝑓𝑠𝑤 value of 40kHz and a PI 

value of P=0.06 and I=16. The results from both 

simulations are tabulated and compared to each 

other.  
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Table 3. Comparison of the Simulation Results of the AC – DC 5-Watt USB Charger. 

Voltage Region Frequency 

Input Voltage 

Input Current 

Input Power 

Output Voltage 

Output Current 

Output Power 

MATLAB PLECS MATLAB PLECS 

141V 

50Hz 

138.9V 

45mA 

6.31W 

138.83V 

43.5mA 

6.03W 

5.002V 

1.00A 

5.003W 

4.985V 

997mA 

4.969W 

60Hz 

138.9V 

45mA 

6.307W 

138.9V 

43.4mA 

6.034W 

5.002V 

1.00A 

5.004W 

4.985V 

997mA 

4.970W 

325V 

50Hz 

323.1V 

22.6mA 

7.307W 

323.23V 

18.5mA 

5.989W 

4.996V 

999mA 

4.992W 

4.987V 

997mA 

4.973W 

60Hz 

323.2V 

22.5mA 

7.302W 

323.25V 

18.5mA 

5.989W 

4.996V 

999mA 

4.992W 

4.987V 

997mA 

4.974W 

4.1. The Output Voltage, Current and Power  

The result indicates that the USB charger produces 

an output voltage of 5VDC and an output current of 

1A and shown in Fig. 8. 

 
Fig. 8 The Scope of Voltage, Current, and Power 

Output at 325/100V AC with 50/60Hz. 

4.2. Thermal Analysis 

Fig. 9 performs the scope thermal analysis of the 

input voltage at 230/100 VAC in MATLAB 

Simulink (a) and PLECS (b). The result of MOSFET 

temperature reaches a steady-state value of 25 °C in 

MATLAB Simulink and 25.06 °C in PLECS, after a 

simulation time of 0.1 seconds. 

 

 
 

 

 

(a) 

 

 

(b) 

Fig. 9 The scope thermal analysis at 230/100VAC 

at MATLAB Simulink (a) and PLECS (b). 

Table 4 performs detail comparison on the 

MOSFET temperature after simulation at different 

voltage regions and frequencies. 

The MOSFET temperature is slightly higher in 

PLECS than in MATLAB Simulink. This is 

consistent with the results of the simulation setup, 

which showed that PLECS software utilized a more 

detailed thermal model of the MOSFET. As can be 

seen from Fig. 9 (a) and (b), the MOSFET 

temperature is slightly higher in PLECS than in 

MATLAB Simulink.  

 

Table 4. The MOSFET Temperature After 

Simulation 
Voltage 

Region 

Frequency MOSFET 

Temperature 

MATLAB PLECS 

141V 50Hz 25 °C 25.06 °C 

60Hz 25 °C 25.06 °C 

325V 50Hz 25 °C 25.01 °C 

60Hz 25 °C 25.01 °C 
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4.3.  Power Efficiency 

Power efficiency results can be observed on 

differences input voltages and frequencies in Table 

5. The table showed power efficiency was also 

compared with using MATLAB and PLECS 

software. The results in the MATLAB are between 

68% and 79%. On the other hand, the power 

efficiency in PLECS is more consistent at 82.35% to 

83.04%. It is notably underscoring the difference in 

the power efficiency in both software. 

Table 5. Power Efficiency After Simulation. 
Voltage 

Region 

Frequency Power Efficiency  

MATLAB PLECS 

141V 50Hz 79.29% 82.35% 

60Hz 79.35% 82.37% 

325V 50Hz 68.31% 83.04% 

60Hz 68.37% 83.04% 

Comparing to MATLAB Simulink, the 

performance of PLECS on simulation power 

efficiency USB charger exhibits a 3.06% 

improvement at 141 VAC with 50/60Hz. Moreover, 

PLECS further outperforms, demonstrating a 

significant 14.73% increase in power efficiency with 

a 325V AC input voltage at 50/60Hz frequency. 

MATLAB is a general-purpose software used in 

engineering fields for numerical analysis, data 

visualization, and simulation of complex systems, 

using a discrete-time simulation method. 

MATLAB's general approach to simulation may not 

be as accurate in modelling power electronics 

components, resulting in less consistent power 

efficiency results. 

PLECS is designed specifically for simulating 

power electronics systems, using a continuous-time 

simulation method with specialized models for 

simulating power electronic components. The 

different simulation methods and models used by 

these two software tools could result in variations in 

simulation outcomes, including power efficiency.  

PLECS specialized models accurately represent the 

behaviour of power electronic components leading 

to more precise simulations and consistent power 

efficiency results.  

While the same datasheet was implemented, this 

does not demonstrate that the MATLAB Simulink 

software is superior for simulating the circuit 

because the MOSFET's specific parameter differs 

from that of the PLECS Software. This is because 

the MOSFET in the PLECS Software is based on the 

characteristics of the actual MOSFET that have been 

implemented by the manufacturer, CREE. On the 

other hand, the parameters for the MOSFET in the 

MATLAB/Simulink Software are manually entered 

based on the datasheet.  

When simulated in 0.1 seconds, the MOSFET 

temperature of each software is slightly comparable. 

Nevertheless, the temperature of the simulation in 

PLECS Software is slightly higher than that of the 

simulation in MATLAB Simulink Software. This is 

because MOSFET’s specific parameter varies 

depending on the software.  

In MATLAB Simulink software, the MOSFET is 

manually inserted based on the datasheet, which 

may result in less precision than the model used in 

the PLECS software. Whereas in PLECS software, 

MOSFET is based on the manufacturer, CREE. The 

parameters and thermal model of MOSFET are 

needed to add into PLECS thermal library. 

The ways to solve the numerical methods involved 

to solve the system of equations also can impact the 

outcome of simulations in both MATLAB Simulink 

and PLECS Software, which might result in some 

degree of error throughout the simulation results.  

Step size, solver parameters, and the accuracy of 

the used models are only a few of the variables that 

affect how accurate the simulation is. It is advised to 

decrease the step size or raise the solver accuracy in 

both MATLAB and PLECS software and evaluate if 

the simulation results converge to improve the 

accuracy of the simulation results. 

5. Conclusion 

This paper successfully constructs a 5-Watt USB 

power charger, exploring AC to DC full bridge 

rectifier and DC-to-DC Flyback converters. Each 

circuit component's parameter adjustments produce 

the 5VDC, 1A output, necessitating a PI controller 

for stability. This controller manages P = 0.06 and 

I=16, minimizing the difference between reference 

and actual voltage. Two simulation software were 

compared for their performance and outcomes. 

PLECS excels, designed specifically for power 

electronics, offering greater accuracy and faster, 

memory-efficient, showing a 3.06% advantage at 

141V and 50/60Hz. Moreover, at 325V AC input 

voltage with 50/60Hz frequency, PLECS excels 

further, exhibiting 14.73% increase in power 
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efficiency compared to MATLAB Simulink. The 

simulation study provides a comprehensive 

understanding of converter interactions and 

highlights PLECS Software advantages in power 

electronics simulations over MATLAB Simulink 

Software. 
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Abstract 

In Malaysia's rapidly urbanizing landscape, sustainable energy for small, tall buildings is increasingly vital. 

This study addresses this need through the design, simulation, and performance analysis of grid-connected 

photovoltaic systems tailored for these unique structures. Utilizing AutoCAD and PVSyst for design and 

simulation, the research details rooftop array dimensions, PV panel wiring, and system components aligned 

with MS 1837-2018 standards. Results indicate the designed system can save 526.70MWh annually, costing 

RM 339,306.98, with a 9.8% return on investment (ROI) and a 13-year breakeven point, emphasizing its 

sustainability and economic viability. 

Keywords: PVSyst, AutoCAD, Cost saving, ROI, Breakeven point 

1. INTRODUCTION 

In recent years, as non-renewable energy sources 

such as coal, oil, natural gas, chemical energy, and 

nuclear fuel have begun to run out and sustainable 

development has begun to be threatened, the use of 

renewable energy has become increasingly 

important. All these energy sources are also harmful 

to the environment and can lead to environmental 

problems such as greenhouse gas (GHGs) emissions 

and hazardous chemical waste [1], [2], [3]. 

Therefore, research and development of renewable 

energy sources is crucial. 

Among various renewable energy options, 

rooftop solar photovoltaic (PV) systems are a 

popular and effective method for collect solar energy 

[1]. A grid-connected rooftop solar photovoltaic 

system is a solar power generation system that is 

connected to the grid and can transmit excess energy 

back to the grid. In addition, Malaysia is one of the 

countries with the greatest potential for solar energy 

utilization due to its strategic location near the 

equator. Through the research, the monthly solar 

irradiance for Malaysia is estimated at 400-600 

MJ/m2 as well as its hot and sunny weather 

throughout the year, thus the potential for solar 

power is very large [4]. However, the design and 

implementation of a grid-connected rooftop solar 

PV system requires careful consideration of several 

factors, including the selection of appropriate solar 

panels, system sizing, inverter selection, and system 

integration with existing electrical infrastructure.  

In Malaysia, the rapid growth of urbanization 

has led to an increased demand for sustainable 

energy solutions. Despite the potential benefits of 

grid-connected photovoltaic (PV) systems in 

meeting this demand, there is a lack of 

comprehensive research addressing the design, 

simulation, and performance analysis tailored 

specifically for the unique challenges posed by small, 

tall buildings in the Malaysian context. The main 

objective of this paper is to bridge this gap by 

investigating the optimal design parameters, 

conducting detailed simulations, and performing a 

thorough performance analysis of grid-connected 

PV systems. The outcomes of this study are 

expected to provide valuable insights into the 

feasibility and efficiency of implementing grid-

connected PV systems in this specific urban setting, 

contributing to the advancement of sustainable 

energy solutions for the region. 

2. METHODOLOGY 

2.1. Calculation and Selection for Solar Panel 

In this study, one of the buildings in the UCSI 

university was selected for installing the PV panels. 

The selected building, named Block C, located at No. 

1, UCSI Heights, Jalan Puncak Menara Gading, 

Taman Connaught, 56000 Cheras, Federal Territory 

of Kuala Lumpur. As shown in Fig. 1, the satellite 

view shows that there are 12 faces on the rooftop 
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with the tilts of 30 degrees in each azimuth. The area 

of the rooftop was calculated to be 3194m2. 

However, only 8 faces are decided to install the PV 

panels which is 2129m2 and the other 4 faces are for 

cleaning and technical maintenance. These data 

were then used to create a 3D model of the rooftop 

in 3D AutoCAD, and the appropriate PV array size 

was decided using 1120 modules of SunPower X22-

360 solar panels based on calculated by using 

expected power for each orientation which is 50kW 

and spaces on the rooftop. Below is the calculation:  

 

𝐴𝑟𝑒𝑎 𝑓𝑜𝑟 𝑝𝑙𝑎𝑐𝑖𝑛𝑔 𝑃𝑉 𝑝𝑎𝑛𝑒𝑙𝑠 =
3,194𝑚2

12
 × 8 

                                                = 2,129𝑚2 

 

𝑁𝑜. 𝑜𝑓 𝑃𝑉 𝑝𝑎𝑛𝑒𝑙𝑠 =
50,000𝑊

360𝑊
 

                                           = 140 𝑚𝑜𝑑𝑢𝑙𝑒𝑠 

 

𝑇𝑜𝑡𝑎𝑙 𝑛𝑜. 𝑜𝑓 𝑃𝑉 𝑝𝑎𝑛𝑒𝑙𝑠 = 140 𝑚𝑜𝑑𝑢𝑙𝑒 × 8 

                             = 2,129𝑚2 

 

𝑃𝑜𝑤𝑒𝑟 𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑒𝑑 = 1,120 𝑚𝑜𝑑𝑢𝑙𝑒𝑠 × 8 

                             = 403,200𝑊 

 

Apart from that, to convert the DC power 

generated by the solar panels into AC power, the 

model of Goodwe GW50KLV-MT inverter had been 

selected.  

The SunPower X22-360 Solar panel is a high-

performance solar panel designed for residential and 

commercial applications. In a six-story building, 

SunPower's X22-360 solar panels can be used to 

generate renewable energy to offset the building's 

energy consumption. The electricity generated by 

the solar panels can be used to power lighting, 

heating, ventilation, and air conditioning (HVAC) 

systems and other electrical equipment in the 

building, while excess energy can be fed back to the 

grid to generate revenue for the university through a 

net metering program. Additionally, the X Series 

panels have a 25-year warranty and are made to be 

long-lasting and robust. This long-term durability 

improves X-Series panels a cost-effective, sustained   

producing electricity for many years [5].   
The Goodwe GW50KLV-MT is a three-phase 

grid-tied inverter intended to transform the direct 

current (DC) power produced by the solar panel 

arrays into alternating current (AC) power that can 

be supplied into the utility system. Goodwe 

GW50KLV-MT has also built-in safety features like 

ground fault protection (GFP) and surge protection 

devices (SPDs) for both DC and AC inputs, which 

provide both the safety of the solar PV system and 

the building's occupants [6]. 

The inverters of the system were installed at 

exterior placement to create a more spacious indoor 

environment and address safety concerns related to 

preventing electrical hazards. Placing the inverters 

at exterior placement not only minimizing energy 

waste from cable resistance but also enhance 

efficiency by reducing the length of the DC wire 

between the solar panel and the inverter.  

 

 
Figure 1: Satellite view of a building’s rooftop 

2.2. Solar panel layout design 

The floor plan of the roof PV panels was construct 

based on the Google Maps satellite images as shown 

in Fig. 1. The dimensions of the SunPower X22-360 

were obtained from the data sheet in order to arrange 

the panels in the most effective and aesthetically 

acceptable way possible. The route of the DC wires 

from the PV panels to the inverter and the AC cables 

from the inverter to the electrical panel was also 

determined at this point. Thorough the analysis, a 3D 

model of PV system design on the rooftop was 

showed in 3D AutoCAD shown in Fig. 2. 

 

 
Figure 2: 3D Modelling rooftop design 

2.3. Wire Connection 

Leapfrog chain wiring, as outlined in Fig. 3 is the 

best and suitable wiring design for string panels that 

are not organized in a straight line due to its 

simplicity, ease of use, cost saving and 

electromagnetic loop reduction which represent less 

voltage drop [7], [8].  
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Figure 3: Leapfrog Wiring 

According to the MS 1837-2018 standard, 

single-line diagram of the system shown in Fig. 4 

was designed and outlined the minimum 

requirements for the installation of grid-connected 

PV systems. This diagram provides a clear and 

concise representation of the system components, 

including the arrangement of PV array, inverters, DC 

and AC disconnects, and electrical panels. It also 

includes details on the system grounding and 

protection devices, such as surge protectors and 

overcurrent devices [9].  

 

 

 
Figure 4: Single-line diagram

In Fig. 4, the direct current (DC) electricity 

produced by the 5 strings of 7 solar panels was 

routed through DC surge protective devices (SPDs) 

positioned before and after the PV DC switch. The 

DC SPDs safeguard the system against surges and 

overvoltage. The DC electricity was then routed 

through the PV DC switch to the eight generators. 

Each inverter has four MPPT (maximum power 

point tracking) sources to optimize electricity 

production from the panels. 

The wires before and after the PV DC switch 

and the wires before and after the PV AC switch 

were selected as MC4 compatible for the head and 

tail of the wire and through calculation. Due to the 

design of 7 module of solar panels in series 

connection and each module can generate 60.6V at 

maximum power point, the output of the voltage will 

be 424.2V. 

Through the calculation, the voltage for the 

wires required to withstand is at least 424.2V. Thus, 

due to the critical safety aspect, THHN/THWN-2 

wire which can withstand 600V was selected to 

prevent the wiring from overheating and overload 

that may cause fire hazard and short circuit. While 

the other reason for choosing THHN/THWN-2 wire 

was the temperature rating for this wire is 90 degrees 

Celsius and could use in wet conditions [10]. 

2.4. Selection in PVsyst software  

In Fig. 5, it depicts the desired tilts and azimuths. 

Azimuths of 0°, 30°, 90°, 120°, 180°, -120°, -90°, -

30° have been selected for placing the solar panels 

on the rooftop. 

 

 
Figure 5: Orientations (Tilts and Azimuths) 

In the PVSyst software, the selection and 

application of dimensions, photovoltaic modules 

and inverters are shown in Fig. 6. The SunPower 

X22-360 model for the solar panel and the Goodwe 

GW50KLV-MT model for the inverter were chosen 
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for each orientation in PVSyst software. The 

inverters will conduct 4 MPPTs each, as the 

operating DC voltage needs to fall within the MPPT 

voltage range of the inverter. Therefore, 5 strings 

that are connected in parallel will be connected to 

one of the MPPT for the inverter.  A total of 20 

strings, each consisting of 7 solar panels per string, 

will be subject to application based on the expected 

power determined in PVSyst software, which is 50 

kW. 

After all the values and the selection was 

applied, the voltage maximum power point obtained 

is 367V and 418V at 60 degrees and 20 degrees, 

while AC voltage is 531V.  Moreover, the value of 

array nominal power at Standard Test Conditions 

(STC) also determine as 50.4kWp. 

Besides, to account for the various variables 

that may influence the system's real performance as 

opposed to the idealized circumstances anticipated 

in laboratory testing, the Thermal Losses, Ohmic 

Losses, Power Loss at Maximum Power Point(MPP), 

Soling Loss, and Aging Losses has been applied in 

the PVsyst software.  These variables may include 

shading, weather, soiling, inefficient modules, and 

inverters, among other practical and environmental 

problems that could eventually result in a drop in 

power production.  It is possible to get a more 

accurate estimate of the system's real energy yield 

and financial success by including these losses in the 

simulation.  It is also possible to find prospective 

areas for optimisation and development. 

 

 

 
Figure 6: Sizing and system applied in PVSys

2.5. Arrangement of Solar Panels 

The spacing between the solar panels is an essential 

factor in the design of solar photovoltaic systems, as 

shown in Fig. 7. The rationale behind providing 

adequate space was to ensure that there is proper 

ventilation and air flow around the panels. This aids 

to keep the panel cool, subsequently enhances 

performance. 

Minimizing shading is imperative, it can 

significantly reduce the output of photovoltaic 

systems. Therefore, by leaving space between panels, 

can mitigate the risk of shading, which occurs when 

one panel casts a shadow on another panel.  

The accumulation of dust or debris can also 

degrade the panel's performance [11]. Therefore, 

leaving space between panels is essential, providing 

convenient for maintenance and cleaning. Overall, 

allocating sufficient space for solar panels is vital, 

ensuring optimal performance, power efficiency, 

and longevity of solar photovoltaic systems. 
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Figure 7: Spacing between Solar panels 

2.6. Budget of the project 

 

An expenditure of 911,192 dollars, equivalent to 

RM 4,309,026.97, as shown in Table 1, was 

anticipated for the acquisition of PV panels and solar 

inverters utilized in this project. 

 

Table 1: Total cost of material 

Product Model Total 

unit 

Single 

unit 

price 

(dollar) 

Total 

price of 

all units 

(dollar) 

PV 

panel 

SunPower 

X22-360 

1,120 800 896,000 

Solar 

inverter 

Goodwe 

GW50KLV-

MT 

8 1,899 15,192 

Total 
   

911,192 

3. RESULT AND DISCUSSIONS 

3.1. PVsyst Analysis 

The array loss analysis simulated by PVSyst 

software as outlined in Fig. 8. The series diode 

typically exhibits a default voltage drop of 0.7 V. 

Concurrently, ohmic losses emerge from the 

resistance in wires and connectors, contributing to a 

potential decline in the solar system's output power.  

To quantify these losses within the subfield, 

the loss fraction was specified as STC which is 2%. 

In this scenario, the solar system achieves a total 

power output of 400 kW at STC and ohmic losses 

are stipulated at 2%, the resultant power loss due to 

ohmic factors amounts to 2 kW. 

Apart from that, the yearly soiling loss factor 

indicates the decrease in solar panel energy 

production caused by dust and dirt accumulation on 

the surface. It varies depending on the location and 

environmental conditions of the solar panel 

installation such as rainfall frequency, wind patterns, 

and proximity to dust sources can affect the rate of 

soiling. The annual soiling loss factor was found to 

be 3% analysed by PVSyst software, reducing solar 

panel’s performance. This outcome can be used to 

determine the cleaning frequency needed to ensure 

the solar panel performing optimally.  

The PVSyst module analysis revealed an 

average degradation of 0.4% per year with a 10-year 

loss factor. This indicates that the module's 

efficiency is expected to decrease by 0.4% each year 

over the course of 10 years.  

The analysis also revealed a mismatch due to 

degradation and resulting in Root Mean Square of 

Current (Imp RMS) and Root Mean Square of 

Voltage (Vmp RMS) dispersions of 0.4% per year. 

Owing to the degradation of the panels, the current 

and voltage output from the solar panels will 

experience slight deviations over time. These 

findings highlighted the importance of regular 

maintenance and monitoring of the solar panels to 

ensure optimal performance and efficiency over the 

long-term. 

 
Figure 8: Array Loss analysis
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Within the total PV power characteristic, the 

total number of utilized PV modules is 1,120, 

generating a nominal (STC) output of 403 kWp as 

shown in Fig. 9, which is consistent with the 

calculated value. The covered module area and unit 

area are 1,826m2 and 1,648 m2 respectively. 

The total power of the inverters that have 

converted was 400kWac and the number of the 

converter used is 8 units. The ratio of PV to inverter 

power is measured as the DC/AC ratio whereby 

ideal value is 1.25. Nevertheless, the simulation 

analysis indicates the power nominal (Pnom) ratio is 

1.01, falling short of the recommended healthy ratio 

for the PV system. 

 

 
Figure 9: Total PV power and inverter power 

In Fig. 10, it shows the total global horizontal 

irradiation (GlobHor) for the given area was found 

to be 1,783.4 kWh/m2, whereas the total horizontal 

diffuse irradiation (DiffHor) was calculated to be 

963.42 kWh/m2. During this period, the average 

ambient temperature (T_Amb) was 27.72℃ . The 

total global incidence in coll. plane (Globinc) was 

calculated to be 1,641.8 kWh/m2, indicating a 

reduction in the total energy incident on the module 

due to the tilt angle and orientation.  

According to the PVSyst analysis the obtained 

results affirm that the PV system was performing 

well in terms of energy production. The high 

specific production or high output of 1,306 

kWh/kWp/year indicates that the system was well-

designed and well-maintained, which was a positive 

sign. In addition, the total energy injected into the 

526,695kWh grid indicated a critical commitment to 

the overall electricity supply on site.  

The analysis of the results indicates that, in the 

given location, the PV module tilt point and the 

degree of inclination are not optimally configured. 

This was reflected in the comparatively lower value 

of Globinc in comparison to GlobHor. 

By focusing on the DiffHor value of 963.42 

kWh/m2, the location of the PV system is not highly 

shaded, which was a positive factor for energy 

production. The average ambient temperature during 

the study period of 27.72℃ was considered within 

the cycle and is also within the ideal temperature 

range for photovoltaic system performance.  

Apart from that, the average performance ratio 

(PR) that indicates the efficiency of the system in 

converting the solar energy into electrical energy 

was calculated to be 0.796, equivalent to 79%, 

which is close to 80%. Nevertheless, for the year 

2010 is found to be between ~70 and ~90% and 

shows a median PR of 84%. However, the analysis 

shows that it does not getting 84% the PV system 

due to the imperfection of tilts. To solve this problem, 

it is recommended to add an adjustable mounting 

system for optimal tilt and performance [12]. 

853



 

Design and Simulation and 

©The 2024 International Conference on Artificial Life and Robotics (ICAROB2024), J:COM HorutoHall, Oita, Japan, 2024 

  

Figure 10: Balance and main results 

In this study, the efficiency of the PV system 

has comprehended by the system output power 

distribution graph as shown in Fig. 11.  The graph 

shows that the system operates at optimum 

efficiency, with a peak energy injection of 9 

MWh/class of 2.5 kW, corresponding to a power 

injection of 240 kW. Notably, the majority of the 

energy injected into the grid falls within a stable 

range of 5 to 7 MWh/class of 2.5 kW, suggesting 

efficient and consistent operation. The distribution 

graph provides useful insights into the system's 

performance that can be used to find potential areas 

for development and optimize the functioning of the 

PV system. By knowing the power levels at which 

the system produces the most energy, the system can 

be operated to maximize energy output at these 

power levels.  

 

 

 
Figure 11: Power distribution graph 

3.2. Estimate Cost Saving, Breakeven point 

and Return of Investment (ROI) 

According to the analysis, 526.70 MWH can be 

generated throughout the year, with an average of 

43.891 MWH per month. The electricity bill is 

calculated using the formula provided by Tenaga 

National Berhad (TNB), as shown below: 

 

Electricity Bill = (Consumed electricity x First 200 

kWh rate) + (Consumed electricity x Next 100 kWh 

rate) + (Consumed electricity x Next 300 kWh rate) 

+ (Consumed electricity x Next 300 kWh rate) + 

(Consumed electricity x Next 901 kWh onwards per 

month) *(6% tax) 
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Table 2: Year of the ROI 

 Electricity Bill  

Per Month RM 28,146.24 

Per Year RM 339,306.98 

 

Through the calculation, user can save 

minimum up to RM 28,146.24 per month and RM 

339,306.98 per year as shown in Table 2. Besides, 

the use of electricity from the solar panels are 

prioritised instead of using electricity from the TNB 

grid whereby surplus electricity will not be wasted 

and exported back to TNB. 

 

𝑅𝑂𝐼 =  
𝑁𝑒𝑡 𝑝𝑟𝑜𝑓𝑖𝑡

𝐶𝑜𝑠𝑡 𝑜𝑓 𝐼𝑛𝑣𝑒𝑠𝑡𝑚𝑒𝑛𝑡
 × 100 

 

𝑌𝑒𝑎𝑟 1 =  
𝑅𝑀339,307 − 𝑅𝑀4,350𝑘

𝑅𝑀4,350𝑘
 × 100 

                     = −92% 

Table 3: Year of the ROI 

Year ROI = (Net profit / cost of investment) x 

100  

1 -92% 

2 -84.4% 

3 -76.6% 

4 -68.8% 

5 - 61% 

6 -53.2% 

7 -45.4% 

8 -37.6% 

9 -29.8% 

10 -22% 

11 -14.2% 

12 -6.4% 

13 1.4% 

14 9.2% 

 

Breakeven point (in year)  

= Fixed Costs / Gross Profit Margin 

= RM 4,309,026.97/ RM 339,306.98 

= 12.69 year 

 

At the beginning of the investment, it resulted 

in a net loss and no returns due to the high upfront 

cost of the system which is RM 4,309,026.97 [13]. 

In Year 13, the ROI has become positive after 12 

years as shown in Table 3. Beyond the 13th year, it 

is expected to be in a profit-making state, where the 

saving from the electrical bill exceeds the total cost 

of panels ordered. Regarding the breakeven point 

analysis, it shows this project needs to take 12.69 

year which is almost 13 years to reach the breakeven 

point. 

4. CONCLUSION 

This study examines the potential of installing a 

solar photovoltaic (PV) system at a small, tall 

building in Malaysia. The analysis considers factors 

such as the building's energy demand, available 

space, and the financial feasibility of the proposal. 

The findings of the analysis reveal that a 403-kW 

solar PV system has the capacity to generate 

approximately 526695 kWh of electricity and helps 

to save up to RM 339,306.98 per year which can 

satisfy the building's power requirements.  

Apart from cost saving and power supply, the 

performance of PV systems is not optimal. In order 

to take full advantage of the potential capabilities of 

the system and reduce performance differences, key 

recommendations for the future include the adoption 

of adjustable mounting systems. This technology 

facilitates dynamic tilt regulation, ensuring optimal 

alignment of photovoltaic panels with incoming 

sunlight, thereby improving overall energy 

conversion efficiency. However, the calculation of 

the ROI and the breakeven point shows it takes 13 

years to reach profit-making state with no expenses. 

This is because of the upfront cost of the system is 

high to begin with.  
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Abstract 

A dual-band coplanar waveguide (CPW) printed antenna for IoT application is proposed, mounted on a low-profile 

RT/Duroid 5880 substrate with dielectric constant of 2.2, loss tangent of 0.0009 and a standard height of 0.787mm. 

This design aims to cover the major frequency bands from LTE to Bluetooth/Wi-Fi band/WiMax/Zigbee, Extended 

IMT and 5G whereby the bandwidth range between 1.7 GHz to 3.6 GHz. The antenna is miniaturized through the 

CPW technique and has a rectangular size of 60 × 30 × 1.187 mm3. The design and simulation of the result records 

a return loss of -25.12dB, peak gain of 4.23dBi, voltage standing wave ratio (VSWR) close to 1, omnidirectional 

radiation, and current distribution. Radiation efficiency reaches approximately 94%, with a total efficiency of 89.4% 

between 1.9GHz-3.6GHz. 

Keywords: Dual-band CPW, Internet of Things, impedance bandwidth, reflection coefficient, radiation pattern, 

current distribution

1. Introduction 

 

With increasing world population and the incorporation 

of Internet of Things (IoT) in multiple computer 

networks, microelectronics and modern communication, 

there are higher demands for better, flexible, and advance 

antenna module to support the embedded systems [1]. 

Antennas play a primary role in supporting such systems 

because they enable long-distance communication and 

efficient use of frequency spectrum that allows 

maximization of data transmitted over a given frequency 

band. An example is the dual-band antenna which is 

designed to support two frequencies that can cover 

multiband applications and provide sufficient bandwidth 

for the operating frequencies as well as reduced 

interference by neighbor devices.  

In recent years, coplanar waveguide (CPW) has 

garnered immense attention across the globe especially 

in modern wireless communication systems due to their 

simple integration with microwave integrated circuits, 

low radiation loss and reduced dispersion as compared to 

microstrip antenna [2]. This type of waveguide has an 

additional third conductor centered in the slot region and 

specifically useful in developing active circuitry. The 

presence of the additional strip can support even or odd 

quasi-TEM mode at low frequencies as well as TE mode 

at high frequencies [3]. The modification of the 

dimensions of the signal strip or ground plane such as 

thickness, length and width play a vital role in 

determining the characteristics of a CPW-fed antenna [2]. 

There are a few main challenges in designing a dual-

band CPW antenna which include miniaturization, large 

gain, high bandwidth coverage, low return loss, 

impedance matching, power, and radiation efficiency. 

Some of the techniques introduced to satisfy the 

abovementioned criteria includes the usage of 

metamaterials and complementary split ring resonator 

(CSRR) to increase gain or implementation of a magneto 

electric (ME) to achieve wider impedance bandwidth, 

higher gain, and compatible radiation patterns on both 

electric and magnetic plane [3]. 

Hence, in this paper, the design of this waveguide is 

done by utilizing the CST software which involves 

careful selection of substrate properties, structure of 

CPW, and feed network. The simulation result allows 

optimization and evaluation of antenna performance over 

a desired frequency range. The proposed antenna 

presents a dual-band coplanar waveguide using copper 
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conductor and RT/Duroid 5880 as substrate material. The 

width of the microstrip and gap between the sides of the 

ground is adjusted to obtained impedance matching of 50 

Ohm. The main consideration of the paper is to develop 

a design that operates on all major frequency bands from 

LTE (1900MHz) to Extended LTE (2100MHz), 

Bluetooth/Wi-Fi band/WiMAX/Zigbee (2.4GHz) and 5G 

(3.4-3.6GHz). Table 1 shows the summary of comparison 

between existing CPW-fed antennas and proposed work.   

 
 

Table 1. Summary Of Comparison Between Existing CPW-Fed Antennas and Proposed Work. 
 

References Feeding 

Technique 

Operating 

Frequency 

(GHz) 

Gain (dBi) Dimension 

(mm𝟑) 

Substrate Type 

[2] CPW 2.54-2.69/ 

5.68-6.05 

5.30 

3.44 

18.2  × 20 × 1.6 FR-4 

[3]  CPW 2.9-21.0 - 23.0 ×10 ×0.8 FR-4 

[4]  CPW 1.10-2.70/ 

3.15-3.65 

8.90 35.0 × 25 × 1.6 FR4 

[5]  CPW 3.24-8.29/ 

9.12-11.25 

4.33 

4.90 

24.90 × 20 × 1.6 FR-4 

[6]  CPW 1.28-4.50 3.5 73 × 65 × 1.52 Rogers RO4232 

[7]  CPW 5.15-7.29 2.25 20 × 8.7 × 0.4 FR-4 

[8]  CPW 2.45/ 

4.0-6.0 

0.38 

0.765 

30 × 30 × 2 Glass 

[9]  CPW 2.19-2.51 > 4.2 46.5 × 29.0 × 0.76 Rogers RT6002 

[10]  CPW 3.04-10.70/ 

15.18-18.0 

3.94 47 × 25 × 0.135 PET 

Proposed 

work 

CPW 1.90-3.60 4.23 60 × 30 × 1.187 RT/Duroid 5880 

2. Related Works 

 

The configuration of the proposed antenna shown in  Fig. 

1 is inspired by the basic design from S. Das, H. Islam, T. 

and Bose, N. Gupta [7]. The fundamental structure of the 

antenna consists of two layers which are antenna layer on 

top and dielectric substrate at the bottom. Our design 

assumes no ground plate is placed underneath the 

dielectric which means it is of free space or air. 

 

  
                  a. Front View                  b. Bottom View 

  

Fig 1. Structure of proposed antenna design.  

 

The material chosen for the antenna patch is copper 

(annealed) because this form of copper is much softer and 

malleable which makes it easier to shape during the 

fabrication stage. On the other hand, the dielectric 

substance used is the RT/duroid 5880 with dielectric 

constant of 2.2 and tangent loss of 0.0009. Some key 

features according to the datasheet of this substrate 

material include low moisture absorption, resistance 

towards chemicals, isotropic and uniform chemical 

properties over frequency. It is mostly found in 

microstrip and stripline circuits, as well as point-to-point 

digital radio antennas. The thickness of the dual-band 

CPW is 1.187mm with copper (annealed) 0.4mm and 

substrate as 0.787mm respectively. 

The detailed geometry of the proposed antenna is 

shown in Fig. 2. Some of the parameters such as length 

and width of the main rectangular patch were taken from 

the values by S. Das, H. Islam, T. and Bose, N. Gupta [7] 

and is progressively modified to fit the requirements of 

our antenna.  The characteristic impedance of the feed 

line can be calculated with a certain formula, however, in 

this paper, we considered utilizing the coplanar 

waveguide calculator found online which requires value 

including substrate thickness, width of antenna strip, 

ground plane spacing, and dieletric substrate [11]. We ran 

a couple of trials and errors to achieve matching 

impedance of 50 Ohm and the result was to adjust 
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antenna width to 2mm while spacing between the edge of 

feed element and ground plane is 0.1933mm. The 

calculator equations are based on the ‘Coplanar 

Waveguide Circuits, Components, and Systems’ 

textbook written by R. N. Simons [12].  

The equations applied in the online calculator are just 

an approximation of the CPW impedance as it does not 

consider the thickness of antenna strips, hence may not 

display the most accurate results. When creating critical 

design, the usage of 3D electro-magnetic analysis of 

CPW needs to be considered. The gap between the 

ground plates and antenna feed line is calculated to be 

0.193mm which is less than half of the substrate 

thickness to control leakage of electromagnetic energy in 

free space. The antenna design is gradually modified to 

fulfil the required frequency range and the evolution of 

the proposed antenna design is shown in Fig. 3. The 

detailed antenna parameters of the final design are 

depicted in Table 2. 

 

  
 

Fig 2. Geometry of proposed antenna. 

 

Table 2. Proposed CPW Antenna Design Parameters Value. 

 

Parameters L L1 L2 L3 L4 L5 L6 L7 L8 L9 L10 

Value(mm) 60 10 13.5 2.5 1.0 9.0 11.75 13.5 5.0 12 33.0 

Parameters L11 L12 L13 L14 R1 R2 W W1 W2 W3 W4 

Value(mm) 39.0 27.0 0.5 6.5 2.0 1.5 40 8.5 6.5 8.5 3.0 

Parameters W5 W6 W7 W8 W9 W10 W11 W12 W13 W14 W15 

Value(mm) 3.0 8.52 5.5 3.5 7.0 10.7 1.0 4.11 13.41 2.0 0.5 
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         a. Antenna 1            b. Antenna 2             c. Antenna 3              d. Antenna 4 

 

Fig 3. Evolution process of antenna. 

 

3. Result and Discussion 

 

The different layout of CPW antennas were designed and 

simulated to determine the antenna performance in 

different aspects including S11-parameter (return loss), 

reflection coefficients, gain, radiation pattern, current 

distribution, , and voltage standing wave ratio (VSWR).  

      The S11 parameter graph shows the return loss of the 

antenna design which is a measure of the reflection 

coefficient. The simulated result for return loss from the 

first to the final proposed antenna is displayed in Fig. 4. 

The first antenna result (red line) shows a narrow 

impedance bandwidth less than 30% (2.0-2.6GHz) for 

S11 < -10dB threshold. Besides, the return loss value is 

fairly small, which is -13.88dB and this may cause more 

power reflected back to the system which is not desirable.  

This leads to our second antenna (green line) which 

is designed to increase the return loss as can be seen in 

Fig. 4. By adding two rectangular patches with 1mm 

width on each side of the ground plate as shown in Fig. 

3 (b), the return loss improved to -21.47dB.  

Moving on, the goal of antenna 3 (blue line) is to 

increase the impedance bandwidth to fulfill the criteria 

for IoT applications which covers all major frequency 

bands between 1.7GHz to 3.6GHz. By changing the 

length between the newly added rectangular strips with 

the ground plate, the bandwidth coverage improved from 

the initial antenna design which is 2.0GHz-2.6GHz to 

1.97GHz-3.58GHz with more than 80% of the desired 

spectrum. This design also produces two resonant 

frequencies at 2.215GHz and 3.28GHz.   

Lastly, the addition of circular slots on the corner of 

the rectangular patches further decreases the return loss 

to -25.12dB (orange line) and improved the impedance 

bandwidth to 1.88GHz-3.62GHz. However, one of the 

major frequency spectrums failed to be covered by this 

design, which is the LTE with frequency of 1.7GHz. 

More detailed parametric studies need to be done such as 

modifying the major length and width of antenna and 

dieletric substrate, positions of rectangular strips, 

separation distance between feed line and ground plates 

to achieve wider frequency spectrum. Additional tuning 

and optimization are also needed to attain the appropriate 

frequency response.  

 

 
Fig 4. Simulation result of S11 parameter (return loss) 

for all four antennas. 

 

The gain for final proposed antenna is shown in Fig 5 

with the peak gain captured at 4.23dBi when the 

operating frequency is around 3.6GHz. At resonant 

frequencies of 2.215GHz and 3.28GHz, the gain 

observed is 2.59dBi and 3.92dBi respectively.  
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Fig 5. Simulation result of gain for final proposed 

antenna. 

 

The radiation pattern of the final proposed antenna at 

2.215GHz and 3.28GHz frequencies viewed in 3D is 

shown in Fig. 6 (a)  and (b). Based on the results, the 

antenna design is omnidirectional, or commonly referred 

to as ‘omni’ whereby its shape is similar to a bagel. This 

type of antenna radiates and receives signal in all 

directions equally. Along its axis, this antenna evenly 

emits electromagnetic radiation in all directions. An 

omnidirectional antenna has the benefit of being able to 

send and receive signals from any direction without the 

requirement for exact targeting. The directivity recorded 

at 2.2GHz and 3.28GHz is 2.665dBi and 3.28dBi 

respectively. The radiation pattern in E-field and H-field 

can also be viewed in 2D for operating frequency at 

2.215GHz and 3.28GHz as shown in Fig. 6 (c) and (d).  

 

 

 

 
 
 

 

a. 3D radiation pattern at 2.215GHz. 
 

 
 

 

 

b. 3D radiation pattern at 3.28GHz. 
 

 

 
 

c. Far field radiation pattern at 2.215GHz. 

 

 
 

d. Far field radiation pattern at 3.28GHz. 

 

Fig 6. Radiation pattern of final proposed antenna. 

 
The surface current distribution is measured at both 

resonant frequencies of 2.215GHz and 3.28GHz as 

shown in Fig 7 (a) and (b). In both figures, the current 

density is most evident at the antenna strip denoted by 

red and orange color map which has higher potential for 

losses and prone to heating easily due to high dissipation 

of electromagnetic fields and energy. Some methods to 

reduce these losses include having proper grounding and 

optimizing the feed network as well as geometry design. 

The rest of the areas that are mostly drawn in blue or 

green area experience low current density whereby it 

indicates that the performance of the antenna still has 

room for improvement.  
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a. Current distribution at 2.215GHz. 

 

 
 

 

 

 

 
 

b. Current distribution at 3.28GHz. 

 
Fig 7. Current distribution on final proposed antenna. 

 

 
Fig 8. Smith chart of the final proposed antenna. 

 

Smith chart is shown in Fig. 8. The VSWR value plotted 

at 2.215GHz is 1.11 and at 3.28GHz is 1.38 as shown in 

Fig. 9 whereby both values can be considered close to 1. 

This value of VSWR indicates a well-matched antenna 

with the transmission line and also reduces power loss 

due to impedance mismatch.  

 

 
Fig 9. VSWR graph of the final proposed antenna. 

 

Based on Fig. 10, efficiencies are recorded in terms of 

magnitude (dB). The highest radiation efficiency and 

total efficiency converted into percentage are 98% and 

92.4% respectively at 2.35GHz. The radiation and total 

efficiency for resonant frequencies of 2.2GHz and 

3.28GHz are mostly above 90% and values are tabulated 

in Table 3.  

 

Table 3. Radiation efficiency and total efficiency of 

different resonant frequencies. 

Resonant 

Frequency 

(GHz) 

Radiation 

efficiency (%) 

Total  

efficiency (%) 

2.2 92.2% 86.6% 

3.28 94.6% 90% 

 

 
Fig 10. Radiation efficiency and total efficiency of 

dual-band CPW. 

 

4. Conclusion 

 

In this proposed paper, the rectangular dual-band CPW 

antenna structure with RT/duroid 5880 as substrate that 

has standard height of 0.787mm and dieletric constant of 

2.2 is designed and simulated using CST software. The 

design can be classified for the usage on the applications 

of Internet of Things as it can satisfy most of the major 

frequency bands from LTE to Bluetooth/Wi-Fi 

band/WiMax/Zigbee, Extended IMT and 5G. However, 

it is also worth mentioning that the proposed design fails 

to cover a lower bandwidth spectrum of LTE which is 

1.7GHz and this can be due to various factors such as 

dimensions, size, and layout of the antenna design as 

well as substrate material. The final antenna design has 

a wide impedance bandwidth of 1.9GHz-3.6GHz, 

improve in overall antenna gain with highest peak value 

at 4.23dBi in the two working bands and VSWR 

approximately close to 1. The final antenna design 

demonstrates monopole radiation patterns 

(omnidirectional) characteristics and high radiation 

efficiency up to 98% between the stated impedance 

bandwidths. The proposed antenna also exhibits 

moderate return loss of -29.54dB with an acceptable size 

of 1800m2 and total efficiency of approximately 92.4% 

which makes it a comparable candidate for portable 

handheld communication devices.  
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Abstract 

Semiconductor defect inspection is crucial for yield improvement but is hindered by manual inspection's subjectivity 

and error. This paper employs Convolutional Neural Networks (CNNs) for automated wafer defect classification, 

addressing the challenges of time-intensive training and complex hyperparameter tuning. We propose the Arithmetic 

Optimization Algorithm (AOA) to efficiently optimize CNN hyperparameters like momentum, initial learning rate, 

maximum epochs, and L2 regularization. Our method reduces the trial-and-error in hyperparameter tuning. Using the 

AOA-optimized ResNet-18 model, our simulations show superior performance in defect classification compared to 

the unoptimized model, demonstrating its effectiveness and practical potential. 

Keywords: Arithmetic optimization algorithm, Convolutional neural networks, Hyperparameter optimization, Wafer 

defect classification  

 

1. Introduction 

The advent of the fourth industrial revolution (IR4.0) 

has escalated the need for semiconductor industries to 

produce increasingly complex integrated circuit chips. 

This complexity arises from the need to pattern and etch 

more components on semiconductor wafers, catering to 

diverse chip specifications like lifespan, size, memory 

storage, and access speed. Consequently, this escalation 

in production demands heightens the likelihood of 

process-induced defects on wafer surfaces, adversely 

affecting the manufacturing yield. A key step in 

mitigating this yield reduction involves the identification 

and classification of wafer defect patterns, which often 

correlate with various manufacturing stages, including 

contamination, robot handoff, and flow leakages. 

Accurate identification of these defects enables engineers 

to pinpoint and rectify the underlying issues, thereby 

enhancing chip production yield [1].  

Most semiconductor industries currently depend on 

manual visual inspection for detecting wafer defects, a 

method plagued by subjectivity and a high risk of 

erroneous classifications due to long-term fatigue. To 

address these limitations, there is a growing need for an 

automated machine vision system, integrated with an 

optimized deep learning model, for reliable wafer defect 

classification. Convolutional Neural Networks (CNNs) 

are a widely used deep learning technique [2], [3], [4], [5], 

[6], [7]. particularly effective in wafer defect 

classification [8], [9], owing to their capability to learn 

the nonlinearity between inputs and outputs by 

automatically extracting relevant information from raw 

data. Pre-trained CNN architectures like GoogleNet [10].  

AlexNet [11], VGG [12], and ResNet [13] have been 

successfully adapted using transfer learning to tackle new 

tasks, benefiting from reduced data and training time 

requirements. The efficacy of these pre-trained networks 

in addressing new tasks through transfer learning process 

is heavily influenced by the hyperparameter settings 

employed during their training phase.  

In conventional practice, the fine-tuning of CNN 

hyperparameters relies on a labor-intensive and time-

consuming trial-and-error approach. To streamline this 

process, metaheuristic search algorithms (MSAs), 

drawing inspiration from various natural phenomena 

[14]—including swarm intelligence, natural evolution, 

physics, mathematical principles, and human activities—

have been developed. These algorithms are effective in 

addressing complex problems [15], [16], [17], [18], [19], 

[20], [21], [22] and are particularly adept at 

hyperparameter tuning in CNNs [23], thanks to their 

robust global search capabilities. One such algorithm is 

the Arithmetic Optimization Algorithm (AOA) [24], 

which derives its strategy from the distribution behaviors 

of basic arithmetic operations such as addition, 

subtraction, multiplication, and division.  

In this study, we employ a pre-trained network, ResNet-

18, retrained on new datasets using transfer learning for 
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the purpose of wafer defect classification. The AOA is 

utilized to optimize four critical hyperparameters of the 

CNN: momentum, initial learning rate, maximum epochs, 

and L2 regularization. The efficacy of this optimized 

CNN model in classifying wafer defects is then assessed 

and benchmarked against the performance of a 

corresponding unoptimized CNN model. 

2. Related Works 

2.1. Conventional CNN and ResNet-18 

A typical CNN architecture comprises three 

fundamental components: convolutional layers (Conv) 

for feature extraction, pooling (Pool) layers for reducing 

the size of feature maps, and fully connected (FC) layers 

for classification. Table 1 illustrates an example of a 

standard CNN model.  

 
Table 1.  Architecture of a typical CNN. 

 

Layer Layer 

Type 

#Feature 

Maps 

Feature Map 

Size 

Filter 

Size 

1 Input 1 14×14  

2 Conv 1 6 7 × 7 5×5 

3 Pool 1 6 4×4 2 ×2 

4 Conv 2 16 4×4 5 × 5 

5 Pool 2 16 2 × 2 2 × 2 

6 FC 1 1 120  

7 FC 2 1 84  

 
He et al. [13] introduced ResNet models, known for 

their deep architectures, which have exhibited 

remarkable convergence and high accuracy. In 2015, 

ResNet models achieved first place in the ImageNet 

Large Scale Visual Recognition Challenge (ILSVRC) 

and the Common Objects in Context (COCO) 

classification challenge. ResNet is characterized by 

multiple stacked residual units and comes in various 

configurations, including 18, 34, 50, 101, 152, and 1202 

layers, each with specific operations tailored to its 

architecture. ResNet-18, a model offering an optimal 

balance between depth and performance, comprises five 

convolutional layers, one average pooling layer, and a 

fully connected layer with SoftMax activation. ResNet-

50 includes 49 convolutional layers, culminating in a 

fully connected layer. Considering the balance between 

computational efficiency and performance, ResNet-18 is 

chosen for this study. 

2.2. Arithmetic optimization algorithm (AOA) 

In 2021, Abualigah et al. [24] introduced the AOA, a 

MSA inspired by the characteristics of the four basic 

arithmetic operations: addition, subtraction, 

multiplication, and division. The AOA operates through 

three primary phases: initialization, exploration, and 

exploitation, strategically navigating the solution space to 

address optimization challenges effectively.  

In the initialization phase of the AOA, a set of potential 

solutions is generated, each falling within predefined 

dimensional boundaries, to address specific optimization 

problems. Subsequently, the algorithm calculates the 

Math Optimizer Accelerated (MOA) value, which 

dictates the search strategy between exploration and 

exploitation phases. The MOA function is 

mathematically expressed as:  

𝑀𝑂𝐴(𝐶𝐼𝑡𝑒𝑟) = 𝑀𝑖𝑛 + 𝐶𝐼𝑡𝑒𝑟   (
𝑀𝑎𝑥 − 𝑀𝑖𝑛

𝑀𝐼𝑡𝑒𝑟

) (1) 

where 𝑪𝑰𝒕𝒆𝒓denotes the current iteration number, 𝑴𝑰𝒕𝒆𝒓 is 

the maximum number of iterations, and Min and Max are 

the lower and upper limits of the accelerated function, 

respectively. The AOA enters the exploration phase if the 

MOA value is lower than a randomly generated number 

between 0 and 1; otherwise, it proceeds to the 

exploitation phase.  

During the exploration phase of the AOA, both 

Multiplication and Division operators are employed to 

enhance the search space coverage and introduce a 

diverse array of solutions. This approach leverages their 

potential for high dispersion and distributed values. The 

position of each i-th AOA solution in the d-th dimension 

is updated as follows: 

 
𝑥𝑖,𝑗(𝐶𝐼𝑡𝑒𝑟 + 1)

=

{
 
 

 
 𝑥𝑗

𝑏𝑒𝑠𝑡 ÷ (𝑀𝑂𝑃 + 𝜀) × ((𝑈𝐵𝑗 − 𝐿𝐵𝑗) × 𝜇 + 𝐿𝐵𝑗) ,

 𝑟1 < 0.5

𝑥𝑗
𝑏𝑒𝑠𝑡 ×𝑀𝑂𝑃 × ((𝑈𝐵𝑗 − 𝐿𝐵𝑗) × 𝜇 + 𝐿𝐵𝑗) ,

otherwise

 

(2) 

where 𝑥𝑖,𝑗(𝐶𝐼𝑡𝑒𝑟 + 1) denotes the j-th dimension of the i-

th solution in the next iteration (𝐶𝐼𝑡𝑒𝑟 + 1), with j ranging 

from 1 to D, i ranging from 1 to I, and I is the population 

size; 𝐶𝐼𝑡𝑒𝑟  ranges from 1 to 𝑀𝐼𝑡𝑒𝑟 , the latter is the 

algorithm's maximum iteration number; 𝑥𝑗
𝑏𝑒𝑠𝑡 is the j-th 

dimension of the best solution; 𝑈𝐵𝑗  and 𝐿𝐵𝑗  are the upper 

and lower boundaries in the j-th dimension; 𝑟1  is a 

random number between 0 and 1; 𝜇  adjusts the search 

range. Define the Math Optimizer Probability (MOP) as:  

𝑀𝑂𝑃(𝐶𝐼𝑡𝑒𝑟) = 1 −
𝐶𝐼𝑡𝑒𝑟

1
𝛼

𝑀𝐼𝑡𝑒𝑟

1
𝛼

 (3) 

where 𝑀𝑂𝑃(𝐶𝐼𝑡𝑒𝑟)  represents the function value at 

iteration 𝐶𝐼𝑡𝑒𝑟, and α controls the exploitation accuracy. 

In the exploitation phase of the AOA, Subtraction and 

Addition operators are utilized to precisely target the 

search regions identified by the most promising AOA 

solution. This step leverages the operator's characteristic 

of being densely concentrated yet having low dispersion. 

The position of each i-th AOA solution in the d-th 

dimension is updated as follows during this phase: 
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𝑥𝑖,𝑗(𝐶𝐼𝑡𝑒𝑟 + 1)

=

{
 
 

 
 𝑥𝑗

𝑏𝑒𝑠𝑡 −𝑀𝑂𝑃 × ((𝑈𝐵𝑗 − 𝐿𝐵𝑗) × 𝜇 + 𝐿𝐵𝑗) ,

 𝑟2 < 0.5

𝑥𝑗
𝑏𝑒𝑠𝑡 +𝑀𝑂𝑃 × ((𝑈𝐵𝑗 − 𝐿𝐵𝑗) × 𝜇 + 𝐿𝐵𝑗) ,

 otherwise

 

(4) 

Here, 𝒓𝟐 represents a randomly generated number 

between 0 and 1, following a uniform distribution.  

The AOA algorithm iteratively executes these 

exploration and exploitation processes until predefined 

stopping criteria are met. The optimal solution generated 

by AOA at the end of the optimization process is adopted 

as the best set of hyperparameters for training the ResNet-

18 network to classify wafer defects. 

3. Proposed Optimized Deep Learning Model  

3.1. Preprocessing of dataset with wafer defects 

The optimized ResNet-18 architecture undergoes 

training and evaluation for wafer defect classification 

utilizing the WM-811K dataset [25]. This particular 

dataset is noted for its significantly imbalanced 

distribution across various classes. To mitigate potential 

biases and overfitting stemming from this imbalance, we 

formed a new dataset using an under-sampling method. 

This approach involved compiling 30,000 images 

classified as 'None defect' from the WM-811K dataset, 

along with all other images categorized as defects. The 

resultant dataset, balanced in terms of defect and non-

defect images, is detailed in Table 2, providing a 

comprehensive breakdown of the image categories. 

Table 2.  Number of defect and non-defect wafer 

images after preprocessing stage 

Layer Defect Type #Labeled Images 

1 Center 4,294 

2 Donut 555 

3 Edge-Loc 5,189 

4 Edge-Ring 9,680 

5 Loc 3,593 

6 Near-Full 149 

7 Random 866 

8 Scratch 1,193 

9 None 30,000 

3.2. Hyperparameter tuning of ResNet-18 with AOA 

The revised WM-811K dataset, detailed in Table 2, is 

used to train the chosen deep learning model, ResNet-18, 

for wafer defect classification via transfer learning. To 

tailor the pre-trained network for this specific 

classification task, several modifications are made to both 

the input datasets and the configuration of ResNet-18. 

The size of each input image is increased from 48×48×1 

to 224×224×3, the padding size of the initial convolution 

layer is adjusted to align with the new input size, and the 

output size of the fully connected layer is altered to 9 to 

reflect the nine defect types identified in this study. 

Additionally, to enhance ResNet-18's performance in 

classifying wafer defects, the AOA is implemented to 

optimize the network's training hyperparameters during 

the transfer learning process. The AOA generates 

solution vectors representing four key decision variables: 

momentum, initial learning rate, maximum epochs, and 

L2 regularization. The ranges for these variables are 

specified in Table 3. The effectiveness of each AOA 

solution is assessed based on the classification accuracy 

achieved. Fig. 1 illustrates the AOA-optimized ResNet-

18 framework developed for wafer defect classification. 

Table 3.  Lower and upper bounds of training 

hyperparameters to be optimized.  

Hyperparameter Lower Limits Upper Limits 

Momentum 0.5 0.9 

Initial Learning Rate 0.01 0.1 

Maximum Epochs 5 10 

L2 Regularization 1 × 10−4 5 × 10−4 

 
AOA-Optimized ResNet-18 for Wafer Defect Classification 

Input: N, D, UBj, LBj 

01: Initialize 𝐶𝐼𝑡𝑒𝑟 = 0; 

02: for i =1 to I do 

03:  Randomly generate solution 𝑥𝑖; 
04:  𝐶𝐼𝑡𝑒𝑟 = 𝐶𝐼𝑡𝑒𝑟 + 1; 

05: end for 

06: while 𝐶𝐼𝑡𝑒𝑟 ≤ 𝑀𝐼𝑡𝑒𝑟 do 

07:  Decode the hyperparameters from 𝑥𝑖; 
08:  Train the ResNet-18 using transfer learning based on 

hyperparameters decoded from 𝑥𝑖;  
09:  Evaluate the accuracy 𝑓(𝑥𝑖) of ResNet-18; 

10:  Calculate MOP using Eq. (3); 

11:  Calculate MOA using Eq. (1); 

12:  for i =1 to I do 

13:   for j =1 to D do 

14:    if rand > MOA then  

15:     Update 𝑥𝑖,𝑗(𝐶𝐼𝑡𝑒𝑟 + 1) with Eq. (2);  

16:    Else 

17:     Update 𝑥𝑖,𝑗(𝐶𝐼𝑡𝑒𝑟 + 1) with Eq. (4) 

18:    end if 

19:   end for 

20:   Decode the hyperparameters from 𝑥𝑖; 
21   Train the ResNet-18 using transfer learning 

based on hyperparameters decoded from 𝑥𝑖; 
22:   Evaluate the accuracy 𝑓(𝑥𝑖) of ResNet-18; 

21:   Update 𝑥𝑖, 𝑓(𝑥𝑖), 𝑥
𝑏𝑒𝑠𝑡, 𝑓(𝑥𝑏𝑒𝑠𝑡) 

22:   𝐶𝐼𝑡𝑒𝑟 ← 𝐶𝐼𝑡𝑒𝑟 + 1; 

23:  end for 

24: end while 

Output: Optimal values of momentum, initial learning rate, 

maximum epochs and L2 regularization decoded from the best 

AOA solution represented as 𝑥𝑏𝑒𝑠𝑡. 
 

Fig.1 Pseudocode of optimizing the hyperparameters of 

ResNet-18 using AOA for wafer defect classification. 

4. Performance Studies 

4.1. Simulation settings 

The pre-processed WM-811K dataset is randomly 

partitioned into three subsets for the purposes of training, 

validation, and testing. Specifically, the dataset allocation 
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comprises 70% for training, 10% for validation, and 20% 

for testing. Additionally, all input images are uniformly 

resized to a dimension of 224×224×3, and the minimum 

batch size for processing is set as 32. 

4.2. Performance comparisons 

The classification effectiveness of both unoptimized 

ResNet-18 and AOA-Optimized ResNet-18 in 

identifying wafer defects is evaluated using several key 

metrics: recall, accuracy, precision, F1 score, and AUC. 

Consider TP, TN, FP, and FN as the true positive, true 

negative, false positive, and false negative counts, 

respectively, generated by the deep learning model 

during the classification process. Recall, reflecting the 

model's capability to detect positive samples, is 

calculated as: 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (5) 

Accuracy, indicating the proportion of correctly 

predicted data, is defined as:  

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 (6) 

Precision, measuring the model’s accuracy in predicting 

a sample as positive, is expressed as: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (7) 

The F1 score, the harmonic mean of precision and recall, 

is calculated by: 

𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2 × (
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
) (8) 

Lastly, AUC, representing the area under the receiver 

operating characteristic curve, provides an overall 

effectiveness measure. The quantitative performance of 

both the unoptimized and AOA-Optimized ResNet-18 

models is detailed in Table 4. Additionally, their 

qualitative performance is analyzed based on the 

confusion matrices depicted in Fig. 2. 

 
Table 4.  Quantitative performance comparison 

between optimized and unoptimized ResNet-18  

Metrics Unoptimized 

ResNet-18 

AOA-Optimized 

ResNet-18 

Validation Accuracy 0.8560 0.8983 

Testing Accuracy 0.8388 0.8923 

Recall 0.8482 0.8956 

Precision 0.8751 0.9059 

F1 Score 0.8523 0.8972 

AUC 0.9002 0.9397 

 

Table 4 illustrates that the AOA-optimized ResNet-18 

surpasses the unoptimized model in all assessed metrics. 

It shows a higher validation accuracy of 0.8983 compared 

to the unoptimized model's 0.8560, and a testing accuracy 

of 0.8923 versus 0.8388. Additionally, the recall score of 

the AOA-optimized model stands at 0.8956, 

outperforming the unoptimized model's 0.8420. In terms 

of precision, the AOA-optimized model achieves a score 

of 0.9059, exceeding the unoptimized model's 0.8751. 

The F1 score and AUC for the optimized model are 

0.8972 and 0.9397, respectively, both higher than the 

unoptimized model's scores of 0.8523 and 0.9002. The 

enhanced validation accuracy of the AOA-optimized 

ResNet-18 indicates its superior performance in 

predicting classes of unseen samples during training, 

while its greater testing accuracy suggests a more 

accurate prediction of new, unseen data classes. The 

improved recall and precision scores signify the model's 

heightened ability to correctly identify more true positive 

samples and effectively reduce false positives.  

 

 
(a) 

 
(b) 

Fig.2 Confusion matrices produced by: (a) Unoptimized 

ResNet-18 and (b) AOA-Optimized ResNet-18 when 

classfying wafer defects. 

Qualitative results, derived from confusion matrices of 

both the AOA-optimized and unoptimized ResNet-18 

models as depicted in Fig. 2, align with the quantitative 

findings in Table 4. The AOA-optimized model 

demonstrates superior accuracy in classifying various 
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wafer defects, including Center, Edge-Loc, Near-Full, 

Random, and Scratch, compared to the unoptimized 

version. Notably, the unoptimized model frequently 

misclassifies Edge-Loc defects as Edge-Ring, leading to 

significant errors, and incorrectly labels 14.5% of 'No 

defect' cases as Edge-Ring defects. Both the quantitative 

and qualitative analyses suggest that optimizing ResNet-

18's hyperparameters through AOA effectively corrects 

the misclassification issues observed in the unoptimized 

model, resulting in a marked enhancement in the model's 

ability to classify wafer defects accurately and efficiently. 

5. Conclusion 

This study is designed to demonstrate the effectiveness 

of optimizing hyperparameters in deep learning models 

for wafer defect classification. In our approach, the 

Arithmetic Optimization Algorithm (AOA) is employed 

to fine-tune four key hyperparameters—momentum, 

initial learning rate, maximum epoch, and L2 

regularization rate—of the ResNet-18 model. This model, 

initially pre-trained on ImageNet, was further refined on 

a wafer defect dataset via transfer learning. Our extensive 

simulation studies indicate that the AOA-optimized 

ResNet-18 model surpasses the unoptimized version in 

recall, accuracy, precision, F1 score, and AUC, 

showcasing enhanced capabilities in accurately 

identifying and classifying wafer defects.  

The findings reveal the significance of hyperparameter 

optimization in developing deep learning models for 

wafer defect classification. Future research could 

investigate the applicability of AOA in fine-tuning other 

deep learning models within this domain. Additionally, 

exploring AOA for identifying optimal deep learning 

network architectures offers promising avenues for 

robust wafer defect classification. Incorporating more 

features and diverse data sources could further refine the 

proposed method's efficacy. Finally, subsequent studies 

should assess the practicality of implementing these 

optimized deep learning models in industrial settings for 

real-world wafer defect classification applications. 
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Abstract 

Optimizing photovoltaic (PV) cell/module modeling is key to advancing solar power and achieving net zero carbon 

goals. Challenges in accurate PV parameter estimation arise from environmental variability, aging, and incomplete 

manufacturer data. Traditional Arithmetic Optimization Algorithm (AOA) often struggles with premature 

convergence due to imbalanced exploration and exploitation. This paper presents an enhanced AOA variant, 

incorporating chaotic maps and oppositional-based learning to better balance the optimization process. Our extensive 

simulations show that this improved AOA variant significantly enhances accuracy and robustness in PV cell/module 

parameter estimation compared to the conventional method. 

Keywords: Photovoltaic module/cell, Parameter estimation, Arithmetic optimization algorithm 

 

1. Introduction 

The Intergovernmental Panel on Climate Change 

(IPCC) has underscored the urgent necessity to address 

global warming, advocating for significant efforts to 

attain net zero carbon emissions by 2050. This imperative 

demands a transition to renewable energy sources, with 

solar power emerging as a key player due to its 

sustainability and minimal environmental footprint [1]. 

Solar energy, captured through photovoltaic (PV) cells 

and modules, offers versatility, catering to a range of 

applications from residential heating to extensive solar 

farms [2]. Yet, the efficacy of solar systems is critically 

dependent on the performance of PV arrays, which are 

prone to degradation under harsh outdoor conditions. 

Precision in PV system modeling is crucial for 

enhancing performance. This process encompasses 

various models, including single-diode, double-diode, 

and triple-diode, each demanding distinct parameter such 

as photocurrent and resistances [3]. Often, these 

parameters are not readily available from manufacturers, 

necessitating their estimation from experimental data. 

This task is further complicated by the aging of PV 

systems and fluctuating environmental factors [3]. The 

intricate and multimodal characteristics of PV parameter 

estimation, especially under diverse irradiance and 

temperature conditions, pose considerable challenges.  

 

Existing photovoltaic (PV) cell/module parameter 

estimation approaches are broadly categorized into 

deterministic and metaheuristic methods. Deterministic 

methods, simpler and less computationally intensive, 

often fall short in accuracy under varied environmental 

conditions [3]. In contrast, metaheuristic methods, 

drawing inspiration from natural phenomena, exhibit 

superior global search capabilities, ease of 

implementation, and scalability. Consequently, they have 

become highly effective for diverse global optimization 

challenges [4], [5], [6], [7], [8], [9], [10], [11]. These 

metaheuristic methods also excel in addressing complex, 

multimodal PV cell/module parameter estimation 

problems [12], [13], [14], [15], [16]. Despite substantial 

progress using metaheuristic approaches, challenges 

persist due to the intricate, nonlinear interplay of PV 

module parameters and variable operating conditions. 

Therefore, developing robust metaheuristic methods for 

more precise PV parameter estimation is vital. Such 

advancements will enhance PV system optimization, 

maximizing solar energy utilization and contributing to a 

sustainable future.  

Arithmetic Optimization Algorithm (AOA) [17] is a 

mathematics-inspired metaheuristic method that employs 

four basic arithmetic operations (division, multiplication, 

addition, and subtraction) with varying exploration and 

exploitation strengths for solving optimization problems. 
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In PV cell/module parameter estimation, the AOA 

population signifies diverse diode parameter 

combinations. Since its introduction, AOA and its 

variants have been effectively applied to various real-

world optimization problems [18], [19], [20], [21], [22]. 

However, AOA, like many metaheuristic methods, relies 

on a conventional approach for generating its initial 

population, which often lacks intelligent, systematic 

initialization. This approach tends to produce initial 

solutions that are either trapped in local optimum or 

distant from the global optimum, thus impacting the 

solution's accuracy and the algorithm's convergence 

speed [23]. This limitation affects AOA's efficiency in 

complex, multimodal challenges such as PV cell/module 

parameter estimation.  

In this paper, we introduce an enhanced variant of AOA, 

termed AOA with Modified Initialization Scheme (AOA-

MIS), specifically designed to tackle complex and 

multimodal PV cell/module parameter estimation 

problems. The MIS module combines chaotic map 

strengths and dynamic oppositional learning (DOL) to 

generate a higher-quality initial population with 

improved fitness and diversity. Utilizing the non-

repetitive and ergodic nature of chaotic maps, the MIS 

module enhances initial population diversity, thereby 

increasing the algorithm's robustness for complex issues. 

Concurrently, the DOL mechanism within MIS module 

effectively accelerates AOA's convergence by generating 

opposite solutions for those significantly distant from the 

global optimum. The efficacy of AOA-MIS, using 

various diode modeling techniques, is then benchmarked 

against the original AOA. 

2. PV Cell/Module Parameter Estimation Problem 

The electrical properties of PV systems can be modeled 

using different approaches: single diode model (SDM), 

double diode model (DDM) and triple diode model 

(TDM) as shown in Fig. 1. Let 𝒋 = 𝟏, . . , 𝑱 be the diode 

index in the model, where 𝑱 = 𝟏 is for SDM, 𝑱 = 𝟐 for 

DDM and 𝑱 = 𝟑 for TDM. For a given output voltage V, 

the output current I each diode model is determined as:  

𝐼 = 𝐼𝑝ℎ −
𝑉 + 𝐼𝑅𝑠

𝑅𝑠ℎ
− ∑ 𝐼𝑠𝑠𝑑𝑗

𝑗=1→𝐽

[𝑒
(

𝑞(𝑉+𝐼𝑅𝑠)
𝑛𝑗𝑘𝑇

)
− 1] (1) 

where 𝐼𝑝ℎ and 𝐼𝑠ℎ are the photogenerated line current and 

shunt resistor line current, respectively; 𝐼𝑠𝑠𝑑𝑗  is the 

saturation current of the j-th diode, 𝑅𝑠  and 𝑅𝑠ℎ  are the 

series and shunt resistances, respectively; 𝑛𝑗  is the 

ideality factor of the j-th diode, 𝑇  is the absolute 

temperature, 𝑘 is Boltzmann's constant, and q is the unit 

charge. Accurate modeling using SDM, DDM, and TDM 

necessitates the accurate estimation of parameters such as 

𝐼𝑝ℎ, 𝑅𝑠, 𝑅𝑠ℎ,  𝐼𝑠𝑠𝑑𝑗 and 𝑛𝑗 for 𝑗 = 1, … , 𝐽. 

In PV cell/module parameter estimation using 

metaheuristic methods, appropriate objective functions 

are formulated based on the discrepancy between the 

experimental current and the model's predicted current. 

Considering X as a candidate solution with undetermined 

diode parameters, the error function for PV cells is 

expressed as: 

 
Fig.1 Equivalent circuit of PV using TDM with J = 3. 

 

{ 
𝑓(𝑋) = 𝐼𝑝ℎ −

𝑉 + 𝐼𝑅𝑠

𝑅𝑠ℎ

− ∑ 𝐼𝑠𝑠𝑑𝑗

𝑗=1→𝐽

[𝑒
(

𝑞(𝑉+𝐼𝑅𝑠)
𝑛𝑗𝑘𝑇

)
− 1] − 𝐼

𝑋 = [𝐼𝑝ℎ , 𝑅𝑠, 𝑅𝑠ℎ , 𝐼𝑠𝑠𝑑𝑗 , 𝑛𝑗], for 𝑗 = 1, … , 𝐽 

             

 

(2) 

Root mean square error (RMSE) is commonly 

employed as the objective function, defined as: 

𝑅𝑀𝑆𝐸 = √
1

𝐾
∑ 𝑓2(𝑋)

𝐾

𝑘=1

    (3) 

where k and K represent the indices and total count of 

measured current data points, respectively. The aim is to 

find a solution that minimizes the RMSE in PV 

cell/module parameter estimation. 

3. AOA-MIS  

3.1. Proposed MIS module 

The process of generating an initial population in the 

proposed MIS module is described as follows. Initially, a 

chaotic population of size N is generated using a modified 

sine chaotic map, a departure from the traditional 

initialization schemes. This map, based on deterministic 

equations, can display stochastic behavior at external 

levels. The ergodic and non-repetitive nature of chaotic 

map promotes a more comprehensive search in the 

solution space, preventing initial solutions from being 

trapped in local optima and thus enhancing the diversity 

and robustness of the initial population against premature 

convergence. Define 𝝑𝒕  as the output of a chaotic 

variable at the t-th iteration, for 𝒕 = 𝟏, … , 𝑻, updated as 

per the modified sine chaotic map with a bifurcation 

coefficient 𝝁 = 𝝅: 

𝜗𝑡+1 = sin (𝜇𝜗𝑡) (4) 

The final iteration output 𝝑𝑻  initializes the d-th 

dimension of each n-th chaotic solution, as in Eq. (5), 

where 𝑿𝒅
𝑳  and 𝑿𝒅

𝑼 are the lower and upper bounds of the 

d-th decision variable, respectively. This results in a 

chaotic population 𝐏𝐂 = [𝑿𝟏
𝑪, … , 𝑿𝒏

𝑪 , … 𝑿𝑵
𝑪 ]. 

𝑋𝑛,𝑑
𝐶 = 𝑋𝑑

𝐿 + 𝜗𝑇 (𝑋𝑑
𝑈 − 𝑋𝑑

𝐿) (5) 

Despite its advantages, chaotic map may still generate 

initial solutions far from the global optimum, potentially 

slowing algorithm convergence. To mitigate this, a DOL 

operator is applied to the chaotic population 𝐏𝐂  to 
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produce opposite solutions for each n-th chaotic solution. 

This DOL operator broadens the initial population's 

coverage of the solution space, enhancing the chance of 

finding fitter solutions. The opposite solution for each 

dimension, i.e., 𝑿𝒏,𝒅
𝑶 , is calculated using Eq. (6), 

corresponding to 𝑿𝒏,𝒅
𝑪 , where 𝒓𝟏 , 𝒓𝟐 ∈ [𝟎, 𝟏] are 

randomly generated numbers. This results in an 

opposition population, 𝐏𝐎 = [𝑿𝟏
𝑶, … , 𝑿𝒏

𝑶, … 𝑿𝑵
𝑶]. 

𝑋𝑛,𝑑
𝑂 = 𝑋𝑛,𝑑

𝐶 + 𝑟1 [𝑟2(𝑋𝑑
𝑈 + 𝑋𝑑

𝐿 − 𝑋𝑛,𝑑
𝐶 ) − 𝑋𝑛,𝑑

𝐶 ] (6) 

The two populations, 𝐏𝐂 and 𝐏𝐎, are combined into a 

single set 𝐏𝐂 ∪ 𝐏𝐎, resulting in a total population size of 

2N. Each solution within this merged population set is 

evaluated for fitness using Eq. (3), focusing on RMSE. 

The solutions are then rearranged based on their fitness 

values, from the best to the worst. The top N solutions 

from this sorted set 𝐏𝐂 ∪ 𝐏𝐎  are selected as the initial 

population for the AOA-MIS algorithm, denoted as 𝐏 =
[𝑿𝟏, … , 𝑿𝒏, … . , 𝑿𝑵]. 

3.2. Iterative Search Mechanisms of AOA-MIS 

After generating the initial population P with the 

proposed MIS module, each n-th solution of AOA-MIS 

is iteratively updated using search mechanisms akin to 

those in the original AOA.  

At each iteration, the Math Optimizer Accelerated 

(MOA) function value is updated for the proposed AOA-

MIS to toggle between exploration and exploitation: 

 𝑀𝑂𝐴(𝐶𝐼𝑡𝑒𝑟) = 𝑀𝑖𝑛 + 𝐶𝐼𝑡𝑒𝑟 (
𝑀𝑎𝑥−𝑀𝑖𝑛

𝑀𝐼𝑡𝑒𝑟
)   (7) 

where  𝐶𝐼𝑡𝑒𝑟  and 𝑀𝐼𝑡𝑒𝑟  represent the current and 

maximum iteration numbers, respectively; 𝑀𝑖𝑛 and 𝑀𝑎𝑥 

are the minimum and maximum values of MOA. 

Concurrently, the Math Optimizer Probability (MP) 

function, guiding the search range for each solution and 

influenced by the critical parameter θ for exploitation 

efficiency, is updated: 

𝑀𝑃(𝐶𝐼𝑡𝑒𝑟) = 1 − (
𝐶𝐼𝑡𝑒𝑟

𝑀𝐼𝑡𝑒𝑟

)

1
𝜃⁄

 (8) 

Based on MOA's value, a random number 𝒓𝒂𝒏𝒅𝟏 

decides the search strategy (exploration or exploitation) 

at each iteration for updating every d-th dimension of the 

n-th solution, 𝑿𝒏,𝒅 . In the exploration phase (𝒓𝒂𝒏𝒅𝟏 >

𝑴𝑶𝑨), Multiplication or Division is randomly chosen: 
𝑋𝑛,𝑑(𝐶𝐼𝑡𝑒𝑟 + 1)

= {
𝑏𝑒𝑠𝑡𝑑 ÷ (𝑀𝑃 + 𝜀) × [(𝑋𝑑

𝑈 − 𝑋𝑑
𝐿)𝜇 + 𝑋𝑑

𝐿], 𝑟𝑎𝑛𝑑2 < 0.5  

𝑏𝑒𝑠𝑡𝑑 × 𝑀𝑃 × [(𝑋𝑑
𝑈 − 𝑋𝑑

𝐿)𝜇 + 𝑋𝑑
𝐿],      Otherwise

 

(9) 

where 𝑟𝑎𝑛𝑑2  is a random number between 0 and 1; 

𝑏𝑒𝑠𝑡𝑑 is the d-th dimension of the current best solution; 

𝜀 is a small positive number preventing division by zero; 

𝜇 is a control parameter.  

In the exploitation phase (𝑟𝑎𝑛𝑑1 ≤ 𝑀𝑂𝐴), Addition or 

Subtraction operator updates 𝑋𝑛,𝑑: 

𝑋𝑛,𝑑(𝐶𝐼𝑡𝑒𝑟 + 1) =

{
𝑏𝑒𝑠𝑡𝑑 − 𝑀𝑃 × [(𝑋𝑑

𝑈 − 𝑋𝑑
𝐿)𝜇 + 𝑋𝑑

𝐿], 𝑟𝑎𝑛𝑑2 < 0.5  

𝑏𝑒𝑠𝑡𝑑 + 𝑀𝑃 × [(𝑋𝑑
𝑈 − 𝑋𝑑

𝐿)𝜇 + 𝑋𝑑
𝐿],      Otherwise

     (10) 

The proposed AOA-MIS iterates through this search 

process, following Eqs. (7) to (10), until predefined 

termination criteria are met, as illustrated in Fig. 2. Upon 

completion, the optimal diode parameters in the best 

solution are decoded to address the PV cell/module 

parameter estimation problems. 

 
AOA-MIS for PV Cell/Module Parameter Estimation  

Inputs: D, N, 𝑀𝐼𝑡𝑒𝑟, T, 𝑀𝑎𝑥, 𝑀𝑖𝑛, θ 

01: Initialize 𝐏𝐂 ← ∅, 𝐏𝐎 ← ∅ and 𝐶𝐼𝑡𝑒𝑟 ← 0;  

02: for each n-th solution do 

03:       for each d-th dimension do 

04:             Randomly generate 𝜗𝑡 ∈ [0,1], where t = 0; 

05:             while 𝑡 ≤ 𝑇 do 

06:                       Update 𝜗𝑡 using Eq. (4); 

07:                       Update 𝑡 ← 𝑡 + 1;  

08:             end while 

09:             Calculate 𝑋𝑛,𝑑
𝐶  with Eq. (5); 

10:             Calculate 𝑋𝑛,𝑑
𝑂  with Eq. (6); 

11:       end for 

12:       Update 𝐏𝐂 ← 𝐏𝐂 ∪ 𝑋𝑛,𝑑
𝐶  and 𝐏𝐎 ← 𝐏𝐎 ∪ 𝑋𝑛,𝑑

𝑂 ; 

13: end for 

14: Merge two populations as 𝐏𝐂 ∪ 𝐏𝐎; 

15: Fitness evaluation of all solutions stored within the 

merged population set of 𝐏𝐂 ∪ 𝐏𝐎 using Eq. (3); 

16: Sort the solutions within 𝐏𝐂 ∪ 𝐏𝐎 from best to worst 

based on their fitness values; 

17: Select the top N solutions from the sorted 𝐏𝐂 ∪ 𝐏𝐎 as 

the initial population, i.e., 𝐏 = [𝑋1, … , 𝑋𝑛, … . , 𝑋𝑁]. 
18: Assign the first solution of P and its fitness as best 

and 𝑓(𝑏𝑒𝑠𝑡), respectively; 

19: while 𝐶𝐼𝑡𝑒𝑟 ≤ 𝑀𝐼𝑡𝑒𝑟 do 

20:           Update MOA and MP with Eqs. (7) and (8); 

21:           for each n-th solution do  

22:                 if 𝑟𝑎𝑛𝑑1 > 𝑀𝑂𝐴 then /*Exploration*/ 

23:                     Update 𝑋𝑛,𝑑(𝐶𝐼𝑡𝑒𝑟 + 1) with Eq. (9); 

24:                 else /*Exploitation*/ 

25:                      Update 𝑋𝑛,𝑑(𝐶𝐼𝑡𝑒𝑟 + 1) with Eq. (10); 

26:                 end if 

27:                 Fitness evaluation of 𝑋𝑛(𝐶𝐼𝑡𝑒𝑟 + 1) with  

                 Eq. (3); 

28:                 Update the 𝑋𝑛, 𝑓(𝑋𝑛), 𝑏𝑒𝑠𝑡 and 𝑓(𝑏𝑒𝑠𝑡), 

                  with greedy selection method; 

29:           end for 

30:           𝐶𝐼𝑡𝑒𝑟 ← 𝐶𝐼𝑡𝑒𝑟 + 1; 
31: end while 

Output: 𝑏𝑒𝑠𝑡 and the corresponding PV model; 

Fig.2 Workflow of proposed AOA-MIS in solving the 

PV cell/module parameter estimation problems. 

4. Results and Discussions 

4.1. Simulation settings 

In this section, the proposed AOA-MIS is applied to 

solve the PV cell parameter estimation problem involves 

the test case of R.T.C. France solar cell using SDM, 

DDM and TDM approaches. The proposed AOA-MIS 

and original AOA are implemented in MATLAB 2021a 

on a personal computer consisting of an Intel® CoreTM 
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i7-HQ CPU, 2.50 GHz, and 16 GB RAM laptop. For all 

compared techniques, the population size and maximum 

iteration numbers are set as 30 and 1000, respectively.  

4.2. Performance analysis 

The current and voltage experimental values for the 

R.T.C. France solar cell were recorded under standard 

conditions: 1000 W/m² at 33°C. This subsection applies 

the proposed AOA-MIS to estimate five and seven 

unknown parameters of the SDM and DDM, respectively, 

representing the R.T.C. solar cell at these conditions. The 

AOA-MIS results are compared with those from the 

original AOA. RMSE serves as the performance index to 

evaluate AOA-MIS's effectiveness. 

Table 1 and Table 2 showcase the optimized parameters 

derived from AOA-MIS and the original AOA for the 

R.T.C. France solar cell, using the SDM and DDM, 

respectively, along with their corresponding RMSE 

values. Parameters yielding better results, as indicated by 

lower RMSE values, are highlighted in bold. Table 1 

reveals that AOA-MIS’s estimation of the five 

parameters (i.e., 𝐼𝑝ℎ , 𝑅𝑠 , 𝑅𝑠ℎ , 𝐼𝑠𝑠𝑑  and 𝑛 ) for the SDM 

leads to higher modeling accuracy for the R.T.C. France 

solar cell, as evidenced by lower RMSE values, 

compared to the original AOA. Similarly, Table 2 shows 

that AOA-MIS’s estimation of the seven parameters (i.e., 

𝐼𝑝ℎ , 𝑅𝑠 , 𝑅𝑠ℎ , 𝐼𝑠𝑠𝑑,1 , 𝐼𝑠𝑠𝑑,2 , 𝑛1  and 𝑛2) for the DDM yields 

more competitive RMSE values. 

 
Table 1.  Optimized parameters obtained for 

R.T.C France solar cell using SDM. 

Parameters AOA AOA-MIS 

𝐼𝑝ℎ 0.75483 0.75822     

𝑅𝑠 0.052023      0.039672     

𝑅𝑠ℎ 97.805     69.689     

𝐼𝑠𝑠𝑑 1.5746×10-8 1.5411×10-7     

𝑛 1.2485     1.4316     

RSME 5.3572×10-3 3.2507×10-3 

 
Table 2.  Optimized parameters obtained for 

R.T.C France solar cell using DDM. 

Parameters AOA AOA-MIS 

𝐼𝑝ℎ 0.73552      0.80916             

𝑅𝑠 0.0044392      0 

𝑅𝑠ℎ 2.668 1.7305      

𝐼𝑠𝑠𝑑,1 0 0 

𝐼𝑠𝑠𝑑,2 0 0 

𝑛1 1.1428     1.0141      

𝑛2 1.9816     1.235      

RSME 1.7449×10-1 1.705×10-1 

 

To further assess the effectiveness of the proposed 

AOA-MIS in addressing the PV cell/module parameter 

estimation problems, Table 3 provides a statistical 

analysis of the RMSE values for the R.T.C. France solar 

cell using both SDM and DDM models, comparing 

AOA-MIS and the original AOA. This analysis includes 

performance metrics such as the minimum (Min), 

maximum (Max), mean (Mean), and standard deviation 

(SD) of the RMSE values from multiple simulation runs 

for both algorithms. The data in Table 3 reveal that AOA-

MIS consistently outperforms the original AOA in terms 

of Max, Min, and Mean RMSE values. Additionally, 

AOA-MIS shows superior consistency in achieving 

lower RMSE values, as evidenced by lower SD values in 

both SDM and DDM test cases. 

 
Table 3.  Statistical results of the RMSE values 

of R.T.C France solar cell represented by 

different diode modelling methods 

Model RSME AOA AOA-MIS 

SDM 

Min 5.3572×10-3 3.2507×10-3 

Mean 3.0009×10-2 2.4830×10-2 

Max 1.4549×10-1 6.7476×10-2 

SD 4.2432×10-2 2.0059×10-2 

DDM 

Min 1.7449×10-1 𝟏. 𝟕𝟎𝟓𝟎 ×10-1 

Mean 1.9299 ×10-1 𝟏. 𝟕𝟖𝟕𝟓 ×10-1 

Max 2.1688×10-1 𝟏. 𝟖𝟗𝟑𝟖 ×10-1 

SD 1.2098 ×10-2 𝟓. 𝟖𝟗𝟐𝟐 ×10-3 

 

The superior performance of the proposed AIA-MIS 

over the original AOA can be attributed to several factors. 

PV cell/module parameter estimation is a complex, 

multimodal real-world optimization problem, largely due 

to the nonlinear relationship between model parameters 

and varying operating conditions such as temperature and 

irradiance levels. The complexity of this problem 

escalates with the number of diodes used in modelling 

(e.g., five parameters in SDM, seven parameters in DDM 

and so on), further complicating the optimization task. 

Table 1, Table 2, and Table 3 suggest that the quality of 

the initial population is crucial in enabling AOA to 

accurately model PV cell/module parameters. The 

original AOA, using a conventional initialization scheme, 

tends to generate the initial solutions in local or non-

optimal regions, leading to premature convergence due to 

the absence of intelligent methods and knowledge of the 

surrounding search environment. Moreover, there is a 

significant risk of initializing solutions far from the 

global optimum, slowing down the algorithm's 

convergence speed. In contrast, the MIS module in AOA-

MIS generates an initial population of higher quality in 

terms of fitness and diversity. The chaotic map's non-

repetitive and ergodic nature in the MIS module promotes 

a more comprehensive search of the solution space, 

minimizing the risk of local optima entrapment and 

premature convergence. DOL, another key mechanism in 

MIS, accelerates convergence by enhancing the 

exploration of search range through generating opposite 

solutions from those initialized by the chaotic map. This 

synergistic effect of the chaotic map and DOL in the MIS 

module bolsters AOA-MIS's robustness in navigating 

complex, multimodal search spaces, thereby enhancing 

its accuracy in solving PV cell/module parameter 

estimation problems. 

5. Conclusion 

In this paper, we introduce an enhanced version of the 

Arithmetic Optimization Algorithm, termed AOA-MIS, 

to address the complex and multimodal challenges of PV 
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cell/module parameter estimation. The innovation of 

AOA-MIS lies in integrating chaotic maps and DOL 

mechanisms into the Modified Initialization Scheme 

(MIS) module, thereby generating an initial population 

with improved fitness and diversity. Simulation results 

reveal that AOA-MIS, with its superior initial population 

quality, outperforms the original AOA in estimating 

parameters for the SDM and DDM in representing the 

R.T.C. France solar cell, tested under standard conditions 

of 1000 W/m² at 33°C. As one of the future works, AOA-

MIS could be further enhanced by incorporating an 

adaptive search mechanism, potentially increasing its 

robustness and efficacy in addressing various 

complexities in PV cell/module parameter estimation. 
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Abstract 

Welding is integral to modern manufacturing, yet the complex process often leads to defects, impacting the quality 

of the final product. Recent advances in deep learning, particularly Convolutional Neural Networks (CNNs), have 

shown remarkable results in applications like defect recognition. This study evaluated AlexNet, ResNet-18, ResNet-

50, ResNet-101, MobileNet-v2, ShuffleNet, and SqueezeNet for their effectiveness in identifying welding defects, 

using accuracy, precision, sensitivity, specificity, and F-score as metrics. The dataset covered defects like cracks, lack 

of penetration, porosity, and a no-defect class. Our analysis shows that most of these architectures deliver promising 

results in accuracy, sensitivity, specificity, precision, and F1-score, highlighting their potential in defect recognition. 

Keywords: Convolutional neural network, Classification, Deep learning, Welding defects 

 

1. Introduction 

Welding is a crucial industrial process integral to 

various production sectors, including high-performance 

industries like aerospace, automotive, marine, and power 

generation. This complex process involves multiple 

parameters that directly impact the quality of the weld 

joint. Factors such as welding procedures, methods, 

environmental conditions, and the operator’s skill level 

can lead to various defects during the welding of 

pipelines and pressure vessels [1]. Common defects 

include blowholes, cracks, incomplete fusion, incomplete 

penetration, slag inclusions, and undercutting, which 

significantly compromise the sealing and strength of the 

products. In addition to welding parameters, unforeseen 

events in the manufacturing process can also cause weld 

defects. Therefore, rigorous welding quality inspection 

and testing are essential during manufacturing, especially 

for products like pipelines and pressure vessels. This is 

critical to identify the root causes of welding defects and 

implement targeted corrective measures to ensure 

product quality and safety [1].  

Considerable research has been devoted to addressing 

the challenges of weld defect detection and identification. 

These defects are typically detected using non-

destructive testing (NDT) techniques, favored for their 

non-invasive interaction with specimens. Common NDT 

methods for weld defect detection fall into various 

categories, including visual or manual inspection, 

radiographic testing with ionizing radiation sources (such 

as gamma rays or X-rays), eddy current testing, ultrasonic 

testing, and dye penetrant testing [2], [3]. However, each 

of these techniques has inherent limitations. For example, 

eddy current testing is only applicable to metallic 

specimens, while X-ray radiographic testing poses 

potential health risks due to prolonged exposure to 

radiation. Additionally, the majority of current weld 

surface defect recognition relies on manual inspection by 

NDT experts analyzing these radiographic images. This 

manual process of interpreting and evaluating images can 

be complex, subjective, inconsistent, time-consuming, 

labor-intensive, and prone to errors, particularly when 

distinguishing between defects with similar features [4]. 

Consequently, developing an automated inspection 

solution that offers more efficient and accurate 

recognition of weld surface defects is essential to 

overcome the drawbacks of manual inspections. 

The adoption of automated machine vision systems, 

integrating deep learning techniques, offers a promising 

solution for weld surface image classification challenges. 

Convolutional Neural Networks (CNNs), renowned for 

their ability to learn nonlinear relationships between 

inputs and outputs, mimic the human brain's learning 

process and have been effectively applied in various real-

world scenarios. These applications include signal/image 

classification [5], [6], [7], cybersecurity [8], [9], medical 

diagnosis [10], [11], [12], fault detection [13], [14], [15] 
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and prediction [16], [17]. Encouraged by deep learning's 

success, numerous network architectures have been 

developed, such as AlexNet [18], ResNet-18 [19], 

ResNet-50 [19], ResNet-101 [19], MobileNet-v2 [20], 

ShuffleNet [21], and SqueezeNet [22]. Transfer learning, 

a method for adapting these existing CNN architectures 

to new tasks, has gained popularity. It utilizes smaller 

datasets and reduces training time, making it an efficient 

approach for training CNNs in new application domains. 

While previous studies [4], [23], [24], [25], [26], [27] 

have explored welding defect classification using deep 

learning, the optimal selection of CNN architectures 

remains relatively unexplored, leaving many 

architectures yet to be assessed. Addressing this gap, our 

paper presents an extensive study evaluating the 

performance of seven popular CNN architectures: 

AlexNet, ResNet-18, ResNet-50, ResNet-101, 

MobileNet-v2, ShuffleNet, and SqueezeNet, in 

classifying weld defects from digital radiographic images. 

Our aim is to objectively identify the most effective CNN 

architecture using various performance metrics. This 

study could lead to replacing manual inspection methods 

with a more accurate automated weld defect 

classification system, potentially reducing production 

costs and increasing throughput. 

2. Methodology 

2.1. Data acquisition and preprocessing 

This study focuses on training and evaluating a deep 

learning model using the RIAWELC welding defect 

dataset [28]. Unlike other commonly used datasets such 

as GDXRay [29] and WDXI [30], RIAWELC offers a 

larger, open-source dataset, which is beneficial for 

training CNNs without the risk of overfitting. 

The RIAWELC dataset comprises 24,407 radiographic 

images, each of size 224×224 pixels, categorized into 

four classes of welding defects: lack of penetration (LP), 

cracks (CR), porosity (PO), and no defect (ND). A 

representative image for each defect type is displayed in 

Fig. 1, and Table 1 details the distribution of images 

across these classes. The substantial size of RIAWELC 

dataset supports the development of automated methods 

for identifying and classifying welding defects, crucial 

for reliable inspection and quality control. 

 

    
(a) (b) (c) (d) 

 

Fig.1 Sample of radiographic images for each welding 

defect class from RIAWELC dataset: (a) LP, (b) CR, (c) 

PO and (d) ND. 

 
Table 1.  Data distribution of RIAWELC dataset 

for each welding defect class. 

Defect Types CR PO LP ND 

No. of Image 7,635 6,320 4,452 6,000 

 

To facilitate deep learning model training, the 

RIAWELC dataset is divided into three subsets: 70% for 

training, 10% for validation, and 20% for testing. 

Additionally, all radiographic images from the dataset are 

resized to match the input requirements of the selected 

pretrained network, as outlined in Table 2, ensuring 

compatibility with the network architectures. 

 
Table 2.  Summary of seven pretrained networks 

Pretrained 

Networks 

Depth Size 

(MB) 

Parameter 

(Millions) 

Input 

Size 

AlexNet 8 227 61.0 224×224 

ResNet-18 18 44 11.7 224×224 

ResNet-50 50 96 25.6 224×224 

ResNet-101 101 167 44.6 224×224 

MobileNet-v2 53 13  3.5 224×224 

ShuffleNet 50 5.4 1.4 224×224 

SqueezeNet 18 5.2 1.24 227×227 

2.2. Transfer learning of pretrained networks 

Training CNNs from scratch for specific tasks presents 

challenges due to significant resource requirements, such 

as training time, infrastructure, and input datasets. 

Transfer learning offers a viable solution by transferring 

knowledge from one or more source domains to a 

different target domain. In this study, we utilize transfer 

learning to extract the learnable parameters from selected 

pretrained network architectures (namely, AlexNet, 

ResNet-18, ResNet-50, ResNet-101, MobileNet-v2, 

ShuffleNet, and SqueezeNet) for the welding defect 

radiographic images classification tasks.  

Specifically, the last three layers of these pretrained 

networks are replaced with a new fully-connected layer, 

a SoftMax layer, and a classification output layer. 

Additionally, the original output layers are substituted 

with new output layers tailored to four classes: lack of 

penetration (LP), cracks (CR), porosity (PO), and no 

defect (ND). These modified networks are then trained 

using the RIAWELC dataset, as detailed in Table 1. 

2.3. Hyperparameter tuning 

Stochastic Gradient Descent (SGD) is a popular 

optimizer in deep learning training, valued for its ability 

to effectively balance accuracy and efficiency. In this 

study, SGD is employed to train selected pretrained 

network architectures with the RIAWELC dataset, 

aiming to minimize the cross-entropy loss function. 

However, the performance and convergence of SGD are 

influenced by various training hyperparameters, 

including momentum, initial learning rate, L2 

regularization, maximum epoch, and batch size. 

Specifically, the initial learning rate dictates the step 

sizes in the parameter update process. L2 regularization 

helps to prevent network overfitting by adding a penalty 

term to the loss function. The maximum epoch limits the 

number of iterations to avoid overfitting, and the batch 

size determines the number of samples used per iteration, 

impacting the stability, speed, and memory usage of SGD. 
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To facilitate a fair comparison in performance 

evaluations, the hyperparameters for all selected 

pretrained networks are standardized. This includes 

setting the momentum to 0.9, the initial learning rate to 

𝟐 × 𝟏𝟎−𝟑, L2 regularization to 0.5, the maximum epoch 

to 5, and the batch size to 32. 

2.4. Performance metrics 

The overall performance of all pretrained CNN 

networks in classifying welding defect radiographic 

images is evaluated using five key metrics: accuracy, 

sensitivity, specificity, precision and F1 score. These 

metrics are derived from the true positive (TP), true 

negative (TN), false positive (FP), and false negative 

(FN) outcomes produced during the testing phase of the 

CNN architectures. The mathematical formulations for 

each performance metric employed in this study are as 

follows. 

Accuracy, indicating the overall correctness of the 

CNN architecture's predictions, is calculated as: 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 (1) 

Sensitivity, measuring the CNN architecture's ability to 

correctly identify positive results, is computed as: 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (2) 

Specificity, gauging the CNN architecture’s capacity to 

accurately identify negative results, is determined as: 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
 (3) 

Precision, assessing the accuracy of positive predictions 

among all positive cases identified, is calculated as: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (4) 

F1 Score, the harmonic mean of precision and sensitivity, 

is defined as: 

𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2 × (
𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
) (5) 

The abovementioned five performance metrics provide a 

comprehensive assessment of the CNN architectures’ 

capabilities in distinguishing different classes of welding 

defects. 

3. Results and Discussions 

The performance of all selected pretrained networks, 

including AlexNet, ResNet-18, ResNet-50, ResNet-101, 

MobileNet-v2, ShuffleNet, and SqueezeNet, in 

classifying radiographic images of welding defects is 

comprehensively evaluated. To facilitate a quantitative 

comparison, each CNN architecture’s effectiveness in the 

welding defect classification task is assessed using the 

five performance metrics previously mentioned, namely 

accuracy (Acc.), sensitivity (Sens.), specificity (Spec.), 

precision (Prec.) and F1 score. The simulation results are 

detailed in Table 3, where the highest values attained by 

each CNN architecture for these metrics are highlighted 

in boldface.  

 
Table 3.  Quantitative performance evaluation of 

all selected CNN architectures for welding defect 

classification task 

CNN 

architecture 

Acc. 

(%) 

Sens. 

(%) 

Spec. 

(%) 

Prec. 

(%) 

F1 

(%) 

AlexNet 71.43 71.43 90.48 80.21 70.92 

ResNet-18 78.57 78.57 92.86 80.56 78.92 

ResNet-50 82.14 82.14 94.05 83.93 82.49 

ResNet-101 85.71 85.71 95.24 87.50 86.06 

MobileNet-v2 71.43 71.43 90.48 69.00 69.06 

ShuffleNet 75.00 75.00 91.67 80.63 75.98 

SqueezeNet 71.43 71.43 90.48 75.00 70.92 

 
Table 3 reveals a significant observation across all 

CNN architectures: the identical values of accuracy and 

sensitivity when classifying the RIAWELC dataset. This 

uniformity implies that the models' ability to correctly 

predict positive instances (sensitivity) significantly 

impacts their overall accuracy. Among these, ResNet-101 

(85.71%) and ResNet-50 (82.14%) stand out with the best 

and second-best performance in both accuracy and 

sensitivity, highlighting their superior detection 

capabilities for welding defects in radiographic images. 

Conversely, architectures with lower complexity, such as 

AlexNet, MobileNet-v2, and SqueezeNet, demonstrate 

less effectiveness, each recording 71.43% in both 

accuracy and sensitivity.  

Moreover, Table 3 indicates that all selected CNN 

architectures consistently achieve higher specificity and 

precision compared to their accuracy and sensitivity. This 

suggests they are more effective in correctly identifying 

true negatives (specificity) and ensuring accurate positive 

predictions (precision). Specifically, ResNet-101 exhibits 

the highest specificity (95.24%), while AlexNet shows 

the lowest (90.48%), indicating a broad capability across 

these models to identify non-defective instances 

accurately. Precision, however, varies more across the 

models, with ResNet-101 leading at 87.50%, suggesting 

its higher accuracy in classifying weld defects. 

Conversely, MobileNet-v2, despite similar accuracy and 

sensitivity to other models, records the lowest precision 

(69.00%), implying a higher rate of false positives.  

The F1 score, reflecting the harmonic mean of precision 

and sensitivity, offers a more balanced evaluation of 

model performance. ResNet-101 and ResNet-50 achieve 
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the highest F1 scores (86.06% and 82.49%, respectively), 

confirming their robust overall performance in 

classifying the radiographic images of welding defects. 

In contrast, AlexNet, MobileNet-v2, and SqueezeNet 

exhibit lower F1 scores (70.92%, 69.06%, and 70.92%, 

respectively), indicating a compromise between 

sensitivity and precision in these models.  

Analysis of the simulation results in Table 3 reveals that 

more complex CNN architectures, such as ResNet-101 

and ResNet-50, consistently outperform simpler ones like 

AlexNet and SqueezeNet across all performance metrics. 

This superior performance of advanced models like 

ResNet-101 and ResNet-50 highlights the significance of 

choosing the right model for complex image 

classification tasks, such as welding defect classification. 

It suggests that deeper networks are more adept at 

extracting essential features necessary for accurately 

identifying welding defects. The enhanced capability of 

these complex CNN models to discern intricate patterns 

in data meets the expectations associated with deeper 

network architectures.  

However, it is important to note that while these 

sophisticated CNN architectures offer improved 

classification accuracy, they also demand greater 

computational resources. In contrast, simpler CNN 

models, despite being less precise, are more 

computationally efficient and may be preferable in 

scenarios with limited resources. In practical applications, 

factors like available computational power, latency 

considerations, and the criticality of accurately detecting 

defects should guide the selection of CNN architectures. 

Balancing these considerations is key to effectively 

deploying CNNs in real-world tasks. 

4. Conclusions 

This paper introduces a deep learning-based machine 

vision inspection algorithm that combines pretrained 

CNN architectures and transfer learning for classifying 

four types of welding defects—lack of penetration, 

cracks, porosity, and no defect—using radiographic 

images from the RIAWELC dataset. The objective is to 

thoroughly analyze the efficacy of seven different 

pretrained CNN architectures: AlexNet, ResNet-18, 

ResNet-50, ResNet-101, MobileNet-v2, ShuffleNet, and 

SqueezeNet, in addressing welding defect classification 

tasks. This analysis employs various performance metrics, 

including accuracy, sensitivity, specificity, precision, and 

F1 score. Simulation studies reveal that these pretrained 

networks exhibit diverse performance levels in defect 

classification, with ResNet-101 emerging as the most 

effective, achieving 85.71% accuracy, 85.71% sensitivity, 

95.24% specificity, 87.50% precision, and an F1 score of 

86.06%. In contrast, MobileNet-v2 shows the least 

effectiveness, with the lowest scores across all metrics: 

71.43% accuracy and sensitivity, 90.48% specificity, 

69.00% precision, and an F1 score of 69.06%. These 

results offer valuable insights into the applicability of 

pretrained deep learning networks for welding defect 

classification, providing a significant benefit to 

manufacturing companies seeking to enhance their 

quality control processes. In this study, the 

hyperparameter settings for all pretrained networks are 

manually configured. It is anticipated that their 

classification performance could be further improved by 

employing advanced metaheuristic search algorithms to 

optimize these hyperparameter settings, thereby refining 

the training process of the pretrained networks. 

Acknowledgements 

This work was supported by UCSI University’s 

Research Excellence & Innovation Grant (REIG) with 

project code of REIG-FETBE-2022/038 and Billion 

Prima Sdn. Bhd.’s Industry Research Grant with project 

code of IND-FETBE-2023/006.  

References 

1. Q. Feng, R. Li, B. Nie, S. Liu, L. Zhao, and H. Zhang, 

Literature review: Theory and application of in-line 

inspection technologies for oil and gas pipeline girth weld 

defection, Sensors 17(1), 2017, pp. 50. 

2. L. Yin et al., A novel feature extraction method of eddy 

current testing for defect detection based on machine 

learning, NDT & E International 107, 2019, pp. 102108. 

3. C. Pei, D. Yi, T. Liu, X. Kou and Z. Chen, Fully 

noncontact measurement of inner cracks in thick specimen 

with fiber-phased-array laser ultrasonic technique, NDT & 

E International 113, 2020, pp. 102273. 

4. K. Ding, Z. Niu, J. Hui, X. Zhou, and F. T. S. Chan, A weld 

surface defect recognition method based on improved 

MobileNetV2 algorithm, Mathematics 10(19), 2022, pp. 

3678. 

5. B. Jdid, W. H. Lim, I. Dayoub, K. Hassan and M. R. B. M. 

Juhari, Robust automatic modulation recognition through 

joint contribution of hand-crafted and contextual features, 

IEEE Access 9, 2021, pp. 104530-104546. 

6. K. M. Ang et al, Optimal design of convolutional neural 

network architectures using teaching-learning-based 

optimization in image classification, Symmetry 14(11), 

2022, pp. 2323. 

7. K. M. Ang et al., An innovative approach for automated 

convolutional neural network design for image 

classification, Mathematics 11(19), 2023, pp. 4115. 

8. T. Berghout, M. Benbouzid and Y. Amirat, Towards 

resilient and secure smart grids against PMU adversarial 

attacks: A deep learning-based robust data engineering 

approach, Electronics 12(12), 2023, pp. 2554. 

9. T. Berghout and M. Benbouzid, EL-NAHL: Exploring 

labels autoencoding in augmented hidden layers of 

feedforward neural networks for cybersecurity in smart 

grids, Reliability Engineering & System Safety 226, 2022, 

pp. 108680. 

10. L. S. Chow, G. S. Tang, M. I. Solihin, N. M. Gowdh, N. 

Ramli and K. Rahmat, Quantitative and qualitative 

analysis of 18 deep convolutional neural network (CNN) 

models with transfer learning to diagnose COVID-19 on 

chest X-ray (CXR) images, SN Computer Science 4(2), 

2023, pp. 141. 

11. A. Qayyum et al., Hybrid 3D-ResNet Deep Learning 

Model for Automatic Segmentation of Thoracic Organs at 

Risk in CT Images, 2020 International Conference on 

880



Deep Learning in Manufacturing 

©The 2024 International Conference on Artificial Life and Robotics (ICAROB2024), J:COM HorutoHall, Oita, Japan, 2024 

Industrial Engineering, Applications and Manufacturing 

(ICIEAM), Sochi, Russia, 2020, pp. 1-5.  

12. H. Rahman et al. A systematic literature review of 3D deep 

learning techniques in computed tomography 

reconstruction. Tomography 9(6), 2023, pp. 2158-2189.  

13. M. Alrifaey, W. H. Lim and C. K. Ang, A novel deep 

learning framework based RNN-SAE for fault detection of 

electrical gas generator, IEEE Access, 9, 2021, pp. 21433-

21442. 

14. M. Alrifaey et al., Hybrid deep learning model for fault 

detection and classification of grid-connected photovoltaic 

system, IEEE Access 10, 2022, pp. 13852-13869. 

15. T. Berghout et al. Federated learning for condition 

monitoring of industrial processes: A review on fault 

diagnosis method, challenges and prospect. Electronics 

12(1), pp. 158. 

16. T. Berghout, M. Benbouzid, Y. Amirat and G. Yao, 

Lithium-ion battery state of health prediction with a robust 

collaborative augmented hidden layer feedforward neural 

network approach. IEEE Transactions on Transportation 

Electrification 9(3), 2023, pp. 4492-4502. 

17. A. A. Abdelhamid et al. Deep learning with dipper throated 

optimization algorithm for energy consumption 

forecasting in smart households. Energies 15(23), 2022, pp. 

9125.  

18. A. Krizhevsky, I. Sutskever and G. E. Hinton, ImageNet 

classification with deep convolutional neural networks, 

Communication of the ACM 60(6), 2017, pp. 84-90.  

19. K. He, X. Zhang, S. Ren and J. Sun, Deep Residual 

Learning for Image Recognition, 2016 IEEE Conference 

on Computer Vision and Pattern Recognition (CVPR), Las 

Vegas, NV, USA, 2016, pp. 770-778.  

20. M. Sandler et al, MobileNetV2: Inverted Residuals and 

Linear Bottlenecks. 2018 IEEE/CVF Conference on 

Computer Vision and Pattern Recognition (CVPR), Salt 

Lake City, UT, USA, 2018, pp. 4510-4520.   

21. X. Zhang, X. Zhou, M. Lin and J. Sun, ShuffleNet: An 

Extremely Efficient Convolutional Neural Network for 

Mobile Devices. 2018 IEEE/CVF Conference on 

Computer Vision and Pattern Recognition (CVPR), Salt 

Lake City, UT, USA, 2018, pp. 6848-6856. 

22. F.Iandola et al. SqueezeNet: AlexNet-level Accuracy with 

50x Fewer Parameters and <IMB Model Size, Preprint, 

submitted November 4, 2016. 

https://arxiv.org/pdf/1602.07360 

23. S. Kumaresan, K. S. Jai Aultrin, S. S. Kumar and M. Dev 

Anand, Deep learning-based weld defect classification 

using VGG16 transfer learning adaptive fine tuning. 

International Journal on Interactive Design and 

Manufacturing 17, 2023, pp. 2999-3010.  

24. W. Hou, Y. Wei, J. Guo, Y. Jin and C. Zhu, Automatic 

detection of welding defects using deep neural network, 

Journal of Physics: Conference Series 933, 2017, pp. 

012006.  

25. W. Du, H. Shen, J. Fu, G. Zhang and Q. He, Approaches 

for improvement of the X-ray image defect detection of 

automobile casting aluminium parts based on deep 

learning, NDT & E International 107, 2019, pp. 102144.  

26. S. Kumaresan, K. S. Jai Aultrin, S. S. Kumar and M. Dev 

Anand, Transfer learning with CNN for classification of 

weld defect, IEEE Access 9, 2021, pp. 95097-951078.  

27. D. Say, S. Zidi, S. M. Qaisar and M. Krichen, Automated 

categorization of multiclass welding defects using the X-

ray image augmentation and convolutional neural network, 

Sensors 23(14), 2023, pp. 6422. 

 

28. S. Perri, F. Spagnolo, F. Frustaci and P. Corsonello, 

Welding defects classification through a convolutional 

neural network, Manufacturing Letters 35(42), 2022, pp. 

29-32.  

29. D. Mery et al, GDXray: The database of X-ray images for 

nondestructive testing, Journal of Nondestructive 

Evaluation 34(42), 2015, pp. 42.  

30. W. Guo, H. Qu and L. Liang, WDXI: The Dataset of X-

ray Image for Weld Defects, 2018 14th International 

Conference on Natural Computation, Fuzzy Systems and 

Knowledge Discovery (ICNC-FSKD), Huangshan, China, 

2018, pp. 1051-1055. 

 

Authors Introduction 
 

Mr. Tin Chang Ting 

He is currently pursuing the Bachelor of 

Mechatronics Engineering with 

Honours in Faculty of Engineering, 

Technology and Built Environment, 

UCSI University, Malaysia. His 

research interests are machine learning, 

deep learning, and optimization 

algorithm. 

 
Dr. Hameedur Rahman 

He is an Associate Professor in Faculty 

of Computing and AI at AIR 

University in Pakistan. He received his 

PhD in Computer Science from 

Universiti Kebangsaan Malaysia in 

2018. His research interests are 

Virual/Augmented Rality, Image 

Processing, Data Mining, Artificial 

Intelligence, Natural Language Processing and 

CyberSecurity. 

 
Dr. Tiong Hoo Lim 

He is a Senior Assistant Professor and 

Director of Planning Development 

Office at Universiti Teknologi Brunei 

in Brunie Darussalam. He received his 

PhD in Computer Science from 

University of York, United Kingdom. 

His research interests are artificial 

intelligence, advanced technology, 

competitive and forecasting analysis. 

 
Dr. Chin Hong Wong 

He is a Lecturer in Maynooth 

International Engineering College at 

Fuzhou University in China. He 

received his PhD in Electrical and 

Electronic Engineering from Universiti 

Sains Malaysia in 2017. His research 

interests are Energy harvesting and 

control system.  

881



Tin Chang Ting, Hameedur Rahman, Tiong Hoo Lim, Chin Hong Wong, Chun Kit Ang, Mohamed Khan Afthab Ahamed Khan, Sew Sun Tiang, 

Wei Hong Lim 

©The 2024 International Conference on Artificial Life and Robotics (ICAROB2024), J:COM HorutoHall, Oita, Japan, 2024 

Dr. Chun Kit Ang 

He is the Dean and Associate Professor 

in Faculty of Engineering at UCSI 

University in Malaysia. He received 

his PhD in Mechanical and 

Manufacturing Engineering from 

Universiti Putra Malaysia in 2014. His 

research interests are artificial 

intelligence, soft computing, robotics 

and mechatronics. 

 
Dr. Mohamed Khan Afthab Ahmed Khan 

He is an Assistant Professor in Faculty 

of Engineering at UCSI University in 

Malaysia. His research interests are 

artificial intelligence, robotics, control, 

medical rehabilitation and power 

electroncs. 

  

 
Dr. Sew Sun Tiang 

She is an Assistant Professor in Faculty 

of Engineering at UCSI University in 

Malaysia. She received her PhD in 

Electrical and Electronic Engineering 

from Universiti Sains Malaysia in 

2014. Her research interests are 

optimization and antenna design. 

 
Dr. Wei Hong Lim 

He is an Associate Professor in Faculty 

of Engineering at UCSI University in 

Malaysia. He received his PhD in 

Computational Intelligence from 

Universiti Sains Malaysia in 2014. His 

research interests are optimization and 

artificial intelligence. 

 

 

 

 

882

Powered by TCPDF (www.tcpdf.org)

http://www.tcpdf.org


 

©The 2024 International Conference on Artificial Life and Robotics (ICAROB2024), J:COM HorutoHall, Oita, Japan, 2024 

Enhancing Global Optimization Performance of Arithmetic Optimization Algorithm with a 

Modified Population Initialization Scheme 

Tin Chang Ting1, Hameedur Rahman2, Meng Choung Chiong1, Mohamed Khan Afthab Ahamed Khan1, Cik Suhana Hassan1, 

Farah Adilah Jamaludin1, Sew Sun Tiang1*, Wei Hong Lim1* 

1Faculty of Engineering, Technology and Built Environment, UCSI University, Kuala Lumpur 56000, Malaysia 
2Faculty of Computing and Artificial Intelligence, Air University, Islamabad Capital Territory 44000, Pakistan 

Email: 1002058096@ucsiuniversity.edu.my, rhameedur@gmail.com, ChiongMC@ucsiuniversity.edu.my, 

mohamedkhan@ucsiuniversity.edu.my, suhana@ucsiuniversity.edu.my, FarahAdilah@ucsiuniversity.edu.my, 

tiangss@ucsiuniversity.edu.my, limwh@ucsiuniversity.edu.my 

 

Abstract 

Arithmetic Optimization Algorithm (AOA) is widely used to solve global optimization problems. However, it often 

faces premature convergence challenges in complex optimization scenarios. A key factor affecting AOA's 

performance is the solution quality of the initial population. The conventional initialization scheme, despite its 

prevalence, lacks reliability in ensuring high-quality solutions due to inherent stochastic processes. To address this 

issue, we propose a modified initialization scheme that improves initial population quality by integrating chaotic maps 

and oppositional-based learning. Through extensive simulation studies, we demonstrate that the enhanced AOA, 

equipped with this new initialization scheme, exhibits superior performance in solving a range of benchmark functions 

with improved accuracy. 

Keywords: Arithmetic optimization algorithm, Population initialization, Chaotic map, Oppositional-based learning 

 

1. Introduction 

Optimization is pivotal in real-life engineering design, 

where it seeks the most effective solutions while 

accommodating various stakeholders' criteria. Accurate 

problem definition and modeling are essential for 

resolving these design challenges. This process includes 

establishing clear objectives, identifying both technical 

and non-technical constraints, and optimizing decision 

variables. Nonetheless, real-world engineering design 

problems frequently present complexity and challenges 

due to factors like high dimensionality, numerous 

constraints, conflicting objectives, and data uncertainty.  

In the era of Industrial Revolution 4.0 (IR 4.0), 

engineering systems have become more intricate, often 

involving non-differentiable, nonlinear, multimodal, and 

non-continuous functions. While traditional optimization 

methods such as Newton's method are prevalent, they 

face limitations in addressing these complex, real-world 

engineering design challenges. These methods often 

depend heavily on initial solutions and are typically 

suited to specific problem types, limiting their scalability 

for diverse, complicated optimization tasks [1]. Most 

traditional methods also rely on gradient information to 

identify optimal solutions, which is not always feasible in 

real-world scenarios that frequently present as black box 

functions [2]. Furthermore, the limited global search 

capability of traditional optimization methods increases 

the risk of premature convergence. 

 
Recognizing the limitations of traditional optimization 

methods, there is an urgent need in the Industrial 

Revolution 4.0 era to develop more intelligent and robust 

optimization algorithms. These algorithms must be 

capable of providing efficient solutions to a broad 

spectrum of increasingly complex optimization problems. 

Metaheuristic Search Algorithms (MSAs) have emerged 

as effective solutions, drawing on search mechanisms 

inspired by natural phenomena. Existing MSAs fall into 

four categories based on their natural inspirations [3]: 

evolutionary algorithms, swarm intelligence, human-

based algorithms, and physics-based algorithms. 

Compared to traditional methods, MSAs offer several 

advantages, including potent global search capabilities, 

straightforward implementation, and enhanced 

scalability. They exploit the unique strengths of their 

respective inspirations, enabling them to effectively 

address a variety of complex optimization challenges as 

outlined in [4], [5], [6], [7], [8], [9], [10], [11], [12], [13]. 

 The Arithmetic Optimization Algorithm (AOA) [14], 

introduced in 2021, is a physics-based algorithm with 

search mechanisms inspired by the four basic arithmetic 

operations: division, multiplication, addition, and 

subtraction. These operations vary in their exploration 

and exploitation strengths, essential for solving 

optimization problems. Like other MSAs, achieving a 

proper balance between exploration and exploitation is 

crucial for enhancing AOA's performance. Consequently, 

several enhancement schemes, including hybridization 
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[15], [16], [17], the introduction of new learning 

mechanisms [18], [19], [20] and others, have been 

developed to improve the balance in AOA variants. Since 

its introduction, both the original AOA and its enhanced 

variants have been successfully applied to a wide array of 

engineering optimization problems [15], [16], [19], [21], 

[22], [23], [24], [25].  

The quality of the initial population is a key factor in 

determining the performance of MSAs. Despite 

numerous variants of the AOA being introduced in recent 

years, many still rely on conventional methods to 

randomly generate their initial populations. This 

conventional approach, while simple to implement, does 

not intelligently leverage environmental information 

around the solution regions during initialization [3]. As a 

result, it often mistakenly places some solutions in local 

or suboptimal regions, leading to premature convergence. 

Additionally, if initial solutions are far from the global 

optimum, the algorithm's convergence speed may be 

compromised. These drawbacks can significantly impact 

the robustness and effectiveness of AOA in addressing 

complex real-world optimization challenges. 

This paper presents the Multi-Chaotic Dynamic 

Oppositional Learning (MCDOL) module as an 

enhancement to the AOA’s population initialization 

scheme, culminating in a new variant named MCDOL-

AOA. The MDCOL module is designed to produce an 

initial population with enhanced solution quality, both in 

terms of accuracy and convergence rate, by harnessing 

the strengths of multiple chaotic maps and the dynamic 

oppositional-based learning (DOL) mechanism. Notably, 

the diverse ergodic properties of various chaotic maps are 

employed for a comprehensive solution space search, 

enhancing population diversity and mitigating the risk of 

initializing solutions in local optima. Additionally, the 

inclusion of DOL in MCDOL module promotes more 

rapid global optimum identification by expanding the 

exploration of solution regions. The effectiveness of 

MCDOL-AOA is evaluated through benchmarking 

against the original AOA across a range of benchmark 

functions with varying characteristics. 

2. Methodology 

2.1. Proposed MCDOL module 

In this subsection, we detail how the proposed MCDOL 

module generates an initial population of superior quality. 

The MCDOL module leverages multiple chaotic maps to 

create a diverse set of initial solutions, forming a chaotic 

population. This approach contrasts with conventional 

initialization schemes, which often result in poorly 

distributed initial solutions. The deterministic nature of 

chaotic maps, coupled with their ability to exhibit 

stochastic behavior through ergodic properties, allows for 

a more comprehensive exploration of the solution space. 

Unlike some prior studies [26], [27], [28] that rely on a 

single chaotic map, this paper explores the benefits of 

using multiple chaotic maps for population initialization. 

We hypothesize that each map's unique ergodic 

characteristics can enhance the algorithm's performance 

for specific optimization problems. Therefore, the 

synergistic integration of multiple chaotic maps promises 

to significantly improve the algorithm’s robustness in 

addressing various complex problems. 

The MCDOL module incorporates five distinct chaotic 

maps — Circle, Logistic, Piecewise, Sine, and Tent — 

for generating a chaotic population. Each chaotic map is 

randomly chosen to generate different dimensions of the 

initial solutions within this population. To facilitate this, 

define 𝝑𝒕 as the output of a chaotic variable at the t-th 

iteration, where 𝒕 = 𝟏,… , 𝑻 . The population 

initialization in the MCDOL module, using these 

multiple chaotic maps, follows five criteria: (a) the Circle 

map is used if 𝟎 ≤ 𝝑𝟎 < 𝟎. 𝟐, (b) the Logistic map for 

𝟎. 𝟐 ≤ 𝝑𝟎 < 𝟎. 𝟒, (c) the Piecewise map for 𝟎. 𝟒 ≤ 𝝑𝟎 <
𝟎. 𝟔, (d) the Sine map for 𝟎. 𝟔 ≤ 𝝑𝟎 < 𝟎. 𝟖, and (e) the 

Tent map for 𝟎. 𝟖 ≤ 𝝑𝟎 ≤ 𝟏. 𝟎. The specific equations 

for these five chaotic maps, Circle, Logistic, Piecewise, 

Sine, and Tent, are detailed in Eqs. (1) to (5). 

𝜗𝑡+1 = mod (𝜗𝑡 + 0.2 − (
0.5

2𝜋
) sin(2𝜋𝜗𝑡) , 1) (1) 

𝜗𝑡+1 = 4𝜗𝑡(1 − 𝜗𝑡) (2) 

𝜗𝑡+1 =

{
 
 
 

 
 
 
𝜗𝑡
𝑃
,                                 0 ≤ 𝜗𝑡 < 𝑃

𝜗𝑡 − 𝑃

0.5 − 𝑃
,                      𝑃 ≤ 𝜗𝑡 < 0.5

1 − 𝑃 − 𝜗𝑡
0.5 − 𝑃

, 0.5 ≤ 𝜗𝑡 < 1 − 𝑃

1 − 𝜗𝑡
𝑃

,                1 − 𝑃 ≤ 𝜗𝑡 < 1

 (3) 

𝜗𝑡+1 = sin (𝜋𝜗𝑡) (4) 

𝜗𝑡+1 = {

𝜗𝑡
0.7

                  𝜗𝑡 < 0.7

10

3
(1 − 𝜗𝑡)  𝜗𝑡 ≥ 0.7

 (5) 

Let 𝑿𝒅
𝑳  and 𝑿𝒅

𝑼  denote the lower and upper bounds of 

the d-th dimensional decision variable, respectively, for 

𝒅 = 𝟏,… ,𝑫. At the final iteration 𝒕 = 𝑻, a chaotic value 

𝝑𝑻 is generated from a randomly selected chaotic map. 

This value initializes the d-th dimension of each n-th 

chaotic solution, as outlined in Eq. (6). The resulting 

chaotic population, denoted as 𝐏𝐂 = [𝑿𝟏
𝑪, … , 𝑿𝒏

𝑪 , …𝑿𝑵
𝑪 ], 

encompasses all solution members formed using multiple 

chaotic maps. 

𝑋𝑛,𝑑
𝐶 = 𝑋𝑑

𝐿 + 𝜗𝑇 (𝑋𝑑
𝑈 − 𝑋𝑑

𝐿) (6) 

While various chaotic maps exhibit differing levels of 

robustness to local optima, they may still generate initial 

solutions distant from the global optimum, potentially 

slowing the algorithm's convergence. To address this 

issue, a DOL operator is applied to the chaotic population 

𝐏𝐂, generating opposite solutions for each n-th chaotic 

solution. This DOL operator is expected to broaden the 

initial population's coverage of the solution space, 
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increasing the likelihood of identifying fitter solutions. 

The opposite solution for each dimension, denoted as 

𝑿𝒏,𝒅
𝑶 , is determined using Eq. (7), corresponding to 𝑿𝒏,𝒅

𝑪 , 

with 𝒓𝟏 , 𝒓𝟐 ∈ [𝟎, 𝟏] . Consequently, this generates an 

opposition population, 𝐏𝐎 = [𝑿𝟏
𝑶, … , 𝑿𝒏

𝑶, … 𝑿𝑵
𝑶]. 

𝑋𝑛,𝑑
𝑂 = 𝑋𝑛,𝑑

𝐶 + 𝑟1 [𝑟2(𝑋𝑑
𝑈 + 𝑋𝑑

𝐿 − 𝑋𝑛,𝑑
𝐶 ) − 𝑋𝑛,𝑑

𝐶 ] (7) 

The two populations, one generated using multiple 

chaotic maps (𝐏𝐂) and the other using the DOL operator 

(𝐏𝐎), are merged to form a combined population set 𝐏𝐂 ∪
𝐏𝐎 with a total size of 2N. The fitness of each solution 

member in this merged population set is evaluated 

according to the predefined objective function. These 

solution members are then ordered based on their fitness 

values, from the best to worst performing ones. The top 

N solution members from this ordered population set 

𝐏𝐂 ∪ 𝐏𝐎  are chosen as the initial population for the 

proposed MCDOL-AOA algorithm, represented as 𝐏 =
[𝑿𝟏, … , 𝑿𝒏, … . , 𝑿𝑵]. 

2.2. Iterative Search Processes of MCDOL-AOA 

After generating an initial population P of superior 

quality using the MCDOL module, each n-th solution in 

MCDOL-AOA is iteratively updated through search 

mechanisms similar to those in the original AOA. 

During each iteration, the Math Optimizer Accelerated 

(MOA) function value is adjusted in MCDOL-AOA to 

alternate between exploration and exploitation phases: 

 𝑀𝑂𝐴(𝐶𝐼𝑡𝑒𝑟) = 𝑀𝑖𝑛 + 𝐶𝐼𝑡𝑒𝑟 (
𝑀𝑎𝑥−𝑀𝑖𝑛

𝑀𝐼𝑡𝑒𝑟
)   (8) 

where  𝐶𝐼𝑡𝑒𝑟  and 𝑀𝐼𝑡𝑒𝑟  represent the current and 

maximum iteration counts; 𝑀𝑖𝑛  and 𝑀𝑎𝑥  are the 

minimum and maximum values of MOA. Simultaneously, 

the Math Optimizer Probability (MP) function, which 

dictates the search range for each solution and is 

influenced by the critical parameter θ for exploitation 

efficiency, is updated as: 

𝑀𝑃(𝐶𝐼𝑡𝑒𝑟) = 1 − (
𝐶𝐼𝑡𝑒𝑟
𝑀𝐼𝑡𝑒𝑟

)

1
𝜃⁄

 (9) 

A random number 𝒓𝒂𝒏𝒅𝟏  determines the search 

strategy (exploration or exploitation) at each iteration for 

updating the d-th dimension of the n-th solution, 𝑿𝒏,𝒅 . 

During the exploration phase (𝒓𝒂𝒏𝒅𝟏 > 𝑴𝑶𝑨), either 

the Multiplication or Division operator is selected: 

 
𝑋𝑛,𝑑(𝐶𝐼𝑡𝑒𝑟 + 1)

= {
𝑏𝑒𝑠𝑡𝑑 ÷ (𝑀𝑃 + 𝜀) × [(𝑋𝑑

𝑈 − 𝑋𝑑
𝐿)𝜇 + 𝑋𝑑

𝐿], 𝑟𝑎𝑛𝑑2 < 0.5  

𝑏𝑒𝑠𝑡𝑑 ×𝑀𝑃 × [(𝑋𝑑
𝑈 − 𝑋𝑑

𝐿)𝜇 + 𝑋𝑑
𝐿],      Otherwise

 

(10) 

where 𝑟𝑎𝑛𝑑2  is a random number between 0 and 1; 

𝑏𝑒𝑠𝑡𝑑 denotes the d-th dimension of the current best 

solution; 𝜀 is a small positive number to prevent division 

by zero, and 𝜇 is a control parameter. 

In the exploitation phase (𝑟𝑎𝑛𝑑1 ≤ 𝑀𝑂𝐴), either the 

Addition or Subtraction operator is used to update 𝑋𝑛,𝑑: 

𝑋𝑛,𝑑(𝐶𝐼𝑡𝑒𝑟 + 1) =

{
𝑏𝑒𝑠𝑡𝑑 −𝑀𝑃 × [(𝑋𝑑

𝑈 − 𝑋𝑑
𝐿)𝜇 + 𝑋𝑑

𝐿], 𝑟𝑎𝑛𝑑2 < 0.5  

𝑏𝑒𝑠𝑡𝑑 +𝑀𝑃 × [(𝑋𝑑
𝑈 − 𝑋𝑑

𝐿)𝜇 + 𝑋𝑑
𝐿],      Otherwise

     (11) 

As illustrated in Fig. 1, MCDOL-AOA continues this 

iterative search, following Eqs. (8) to (11), until pre-set 

termination criteria are fulfilled. Upon completion, 

optimal decision variables in the best solution are 

decoded to solve the specific optimization problems. 

 
MCDOL-AOA for Global Optimization  

Inputs: D, N, 𝑀𝐼𝑡𝑒𝑟, T, 𝑀𝑎𝑥, 𝑀𝑖𝑛, θ 

01: Initialize 𝐏𝐂 ← ∅, 𝐏𝐎 ← ∅ and 𝐶𝐼𝑡𝑒𝑟 ← 0;  

02: for each n-th solution do 

03:       for each d-th dimension do 

04:             Randomly initialize 𝜗𝑡 ∈ [0,1], where t = 0; 

05:             if 0 ≤ 𝜗0 < 0.2 then  

06:                      Select Circle map in Eq. (1); 

07:             elseif 𝟎. 𝟐 ≤ 𝝑𝟎 < 𝟎. 𝟒 then 

08:                       Select Logistic map in Eq. (2); 

09:             elseif 𝟎. 4 ≤ 𝜗0 < 0.6 then 

10:                       Select Piecewise map in Eq. (3); 

11:             elseif 𝟎. 6 ≤ 𝜗0 < 0.8 then 

12:                       Select Sine map in Eq. (4); 

13:             elseif 0.8 ≤ 𝜗0 ≤ 1.0 then 

14:                       Select Tent map in Eq. (5); 

15:             end if 

16:             while 𝑡 ≤ 𝑇 do 

17:                     Update 𝜗𝑡 with the selected chaotic map; 

18:                     𝑡 ← 𝑡 + 1;  

19:             end while 

20:             Generate 𝑋𝑛,𝑑
𝐶  using Eq. (6); 

21:             Generate 𝑋𝑛,𝑑
𝑂  using Eq. (7); 

22:       end for 

23:       Update 𝐏𝐂 ← 𝐏𝐂 ∪ 𝑋𝑛,𝑑
𝐶  and 𝐏𝐎 ← 𝐏𝐎 ∪ 𝑋𝑛,𝑑

𝑂 ; 

24: end for 

25: Merge the two population sets as 𝐏𝐂 ∪ 𝐏𝐎; 

26: Evaluate the fitness values of all solutions stored 

within 𝐏𝐂 ∪ 𝐏𝐎; 

27: Rearrange the solutions stored within 𝐏𝐂 ∪ 𝐏𝐎  from 

best to worst based on their fitness values; 

28: Select the top N solutions from the sorted 𝐏𝐂 ∪ 𝐏𝐎 as 

the initial population, i.e., 𝐏 = [𝑋1, … , 𝑋𝑛, … . , 𝑋𝑁]. 
29: Assign the first solution of P and its fitness as best and 

𝑓(𝑏𝑒𝑠𝑡), respectively; 

30: while 𝐶𝐼𝑡𝑒𝑟 ≤ 𝑀𝐼𝑡𝑒𝑟 do 

31:           Update MOA and MP with Eqs. (8) and (9); 

32:           for each n-th solution do  

33:                 if 𝑟𝑎𝑛𝑑1 > 𝑀𝑂𝐴 then /*Exploration*/ 

34:                     Update 𝑋𝑛,𝑑(𝐶𝐼𝑡𝑒𝑟 + 1) with Eq. (10); 

35:                 else /*Exploitation*/ 

36:                      Update 𝑋𝑛,𝑑(𝐶𝐼𝑡𝑒𝑟 + 1) with Eq. (11); 

37:                 end if 

38:                 Fitness evaluation of 𝑋𝑛(𝐶𝐼𝑡𝑒𝑟 + 1);  
39:                 Update the 𝑋𝑛, 𝑓(𝑋𝑛), 𝑏𝑒𝑠𝑡 and 𝑓(𝑏𝑒𝑠𝑡), 
40:                  with greedy selection method; 

41:           end for 

42:           𝐶𝐼𝑡𝑒𝑟 ← 𝐶𝐼𝑡𝑒𝑟 + 1; 
43: end while 

Output: 𝑏𝑒𝑠𝑡 and 𝑓(𝑏𝑒𝑠𝑡) 

Fig.1 Workflow of proposed MCDOL-AOA in solving 

the global optimization problems. 
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3. Results and Discussions 

3.1. Simulations settings 

In this section, we compare the performance of 

MCDOL-AOA with the original AOA using 23 

benchmark functions, each with distinct characteristics as 

outlined in [17]. Functions F1 to F7 are scalable unimodal 

functions, while F8 to F13 are scalable multimodal 

functions, all set at a dimension size of D = 100. 

Functions F14 to F23, on the other hand, are fixed-

dimension multimodal functions with D ranging from 2 

to 6. Both MCDOL-AOA and the original AOA were 

implemented on MATLAB 2021a, running on a personal 

computer equipped with an Intel® Core™ i7-HQ CPU at 

2.50 GHz and 16 GB RAM. For both algorithms, the 

population size and maximum number of iterations are 

set at 30 and 1000, respectively. 

3.2. Performance analysis 

The evaluation of MCDOL-AOA's performance, and 

its comparison with the original AOA across all 23 

benchmark functions, is detailed in Table 1. We employ 

two performance metrics: mean error (Emean) and standard 

deviation (SD), to assess the algorithms' accuracy and 

consistency in solving these functions. Lower values of 

Emean and SD are preferable, indicating the algorithm's 

consistent and accurate resolution of the given 

benchmark functions. 

 
Table 1.  Performance comparison of MCDOL-

AOA and original AOA using 23 benchmark 

functions with different characteristics. 

Fun 
Original AOA MCDOL-AOA 

Emean SD Emean SD 

F1 2.048e-04 5.662e-05 1.938e-04 5.371e-05 

F2 0.0112 0.0115 0.0107 0.0011 

F3 0.0915 0.0229 0.0934 0.0202 

F4 0.0523 0.0076 0.0516 0.0089 

F5 98.090 0.0899 98.060 0.1158 

F6 15.131 0.7747 14.930 0.8160 

F7 2.609e-05 3.060e-05 3.574e-05 3.667e-05 

F8 -1.53e+04 646.631 -1.53e+04 631.509 

F9 6.244e-05 1.478e-05 6.195e-05 1.080e-05 

F10 0.0016 1.452e-04 0.0016 1.767e-04 

F11 0.0085 0.0249 0.0176 0.0519 

F12 0.891 0.0655 0.0888 0.0740 

F13 9.906 0.0030 9.904 0.0030 

F14 9.864 4.317 11.192 2.979 

F15 0.0055 0.0125 0.0028 0.0075 

F16 -1.032 5.375e-12 -1.032 8.016e-12 

F17 0.398 5.620e-07 0.398 3.516e-07 

F18 18.3 28.080 16.5 25.318 

F19 -3.863 5.441e-05 -3.863 4.105e-06 

F20 -3.294 0.0511 -3.274 0.0592 

F21 -8.554 2.522 -8.141 2.979 

F22 -8.077 3.155 -8.350 3.267 

F23 -8.590 3.094 -8.751 3.091 

 
The results in Table 1 showcase MCDOL-AOA's 

impressive accuracy, outperforming or matching the 

original AOA in 16 of the 23 benchmark functions, as 

evidenced by lower Emean values. In the scalable unimodal 

function’s category (F1 to F7), MCDOL-AOA surpasses 

the original AOA in 5 of the 7 functions based on Emean. 

For the 6 scalable multimodal functions (F8 to F13), 

MCDOL-AOA demonstrates superior Emean values in 4 

functions (F8, F9, F12, and F13) and equals the original 

AOA in one function (F10). When dealing with the fixed-

dimension multimodal functions (F14 to F23), MCDOL-

AOA outperforms the original AOA in 4 functions (F15, 

F18, F22, and F23) and equals its performance in 3 other 

functions (F16, F17, and F19).  

Analysis of the simulation results in Table 1 indicates 

that MCDOL-AOA significantly outperforms the 

original AOA in solving larger-scale benchmark 

functions (F1 to F13) with D = 100, evidenced by lower 

Emean values in 9 out of 13 functions. However, the 

performance of MCDOL-AOA is relatively on par with 

the original AOA in fixed-dimension problems (F14 to 

F23) with smaller dimensions (D = 2, 3, 4, and 6). These 

findings suggest that the MCDOL module in MCDOL-

AOA effectively produces initial populations with 

superior fitness and diversity compared to the original 

AOA, yielding enhanced optimization results. The 

benefits of the MCDOL module are particularly notable 

in larger dimensional sizes (e.g., D = 100), as utilized in 

this study. The multiple chaotic maps’ non-repetitive and 

ergodic properties within the MCDOL module facilitate 

a more exhaustive exploration of the solution space 

across various problem types, thereby minimizing the 

risk of local optima entrapment and premature 

convergence. Additionally, the DOL mechanism within 

the MCDOL module contributes to faster algorithmic 

convergence by broadening solution space exploration 

through the generation of opposite solutions from those 

initiated by the chaotic maps. 

4. Conclusion 

In this paper, we introduce an enhanced version of the 

AOA, termed MCDOL-AOA, designed to solve complex 

global optimization problems with improved accuracy. 

The novelty of MCDOL-AOA resides in its integration 

of multiple chaotic maps and DOL mechanisms into a 

modified initialization scheme, the MCDOL module. 

This module aims to generate an initial population of 

superior quality, focusing on fitness and diversity. 

Simulation results demonstrate that MCDOL-AOA, 

benefiting from the enhanced initial population quality 

provided by the MCDOL module, surpasses the original 

AOA in solving 23 distinct benchmark functions. 

Notably, the performance gains of MCDOL-AOA are 

more pronounced in solving functions with larger 

dimensions, specifically D = 100. This underscores the 

efficacy of the multiple chaotic maps and DOL 

mechanisms within the MCDOL module in boosting the 

algorithm’s robustness against premature convergence 

and enhancing its convergence speed. Future work will 

explore the application of MCDOL-AOA to real-world 

engineering optimization problems, including machine 
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learning model training and scheduling optimization, to 

assess its practicality and effectiveness.  
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Abstract 

Advancing swiftly in contemporary society, the rapid growth of autonomous driving technology suggests its potential 

adoption across continents. The realization of fully autonomous driving relies on proficiently detecting, classifying, 

and tracking road objects such as pedestrians and vehicles. This research employs the YOLOv5 neural network, 

enhancing it with YOLO-ALPHA. Modifications, encompassing freeze and attention mechanisms, serve to refine 

accuracy and expedite training. Furthermore, adjustments to the activation function aim to stabilize precision and 

recall. The integration of an FCN based on semantic segmentation theory contributes to improved accuracy in 

detecting road conditions during autonomous driving. Consequently, this enables the successful and highly accurate 

functionality of automatic identification. 

Keywords: Object detection, Autonomous vehicle, YOLOv5, FCN, Attention mechanism, Freeze mechanism, 

Activation function 

1. Introduction 

In recent years, the rapid advancement of technology 

has led to a surge in the popularity of autonomous driving 

systems. Real-time image processing is a pivotal 

technology in autonomous driving. Despite reaching an 

advanced stage, autonomous driving technology faces 

persistent challenges in low recognition accuracy and 

sluggish real-time image processing, giving rise to safety 

concerns. These issues give rise to safety concerns. 

Although automated driving technology has reached a 

certain level of maturity, it encounters limitations in 

adverse weather conditions, complex environments, and 

nighttime operations. automatic driving sensor 

recognition accuracy tends to decline, compromising 

autonomous vehicle safety. Consequently, there is a 

pressing need to enhance automatic driving technology to 

bolster autonomous vehicle reliability and safety. 

This paper introduces an attention mechanism into the 

object detection algorithm, fine-tunes activation 

functions, adds a freezing mechanism and conducts a 

comparative analysis with the FCN (Fully Convolutional 

Networks) algorithm. This algorithm offers an enhanced 

detection speed and accuracy. The implications of this 

research are highly relevant to the enhancement of 

autonomous driving safety. 

Utilizing the PASCAL VOC (The PASCAL Visual 

Object Classes) dataset, this study systematically alters 

various modules and introduces distinct mechanisms, this 

paper changes a different module and adds a disparate 

mechanism each time. Then, by evaluating precision, 

recall, mAP, and mAP0.5 indices of the adapted models, 

it identifies the optimal placement for incorporating an 

attention mechanism, freezing layers to prolong training 

duration, and selecting the activation function that 

demonstrated superior performance on the PASCAL 

VOC dataset. 

This paper presents a novel detection technique named 

YOLO-ALPHA. The approach involves incorporating an 

attention mechanism at various layers within the YOLO 

network. Specifically, inserting the Squeeze-and-

Excitation (SE) attention mechanism (Self-Attention 

Mechanism) after the Concat module on the 16th layer of 

the network could enhance both the precision and recall 

of the model. Additionally, adding a freeze mechanism in 

the YOLO backbone could accelerate curve fitting. 

Moreover, replacing the combined structure of SiLU 

(Sigmoid-weighted Linear Units) and LeakyReLU with 

the SiLU activation function contributes to a smoother 

precision and recall curve, thereby, improving the 

stability of the model by 0.169%. 

2. Literature Review 
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Convolutional neural networks (CNNs) often suffer 

from information loss, resulting in gradient 

disappearance and detection inaccuracies during image 

processing. Researchers continuously strive to mitigate 

semantic information loss and enhance overall network 

performance. Lan et al. [1] conducted research to 

improve the YOLO network, focusing on addressing 

losses in pedestrian information during image processing. 

They introduced additional passthrough layers, including 

a Route layer and Reorg layer, or reconstructed the 

primitive YOLOv2 network. The resulting YOLO-R 

network specializes in pedestrian detection, effectively 

improving accuracy and reducing false detection rates. 

Wu et al. [2] presented a vehicle detection system in 

CARLA, introducing YOLOv5-Ghost with adjusted 

layer structures for reduced computational complexity. 

The study achieved improved detection accuracy and 

speed. Lu et al. [3] enhanced a YOLOv5-based model for 

crack and vehicle detection datasets, addressing sample 

imbalance and small object presence. Dodia and Kumar 

[4] compared modern object detectors with YOLO for 

vehicle detection, suggesting enhancements to improve 

vehicle prediction capacity. Kaloev et al. [5] investigated 

activation functions in deep learning, emphasizing their 

role in introducing nonlinearity. Xiao et al. [6] proposed 

intelligent layer freezing during training to accelerate 

training on various networks. Zhao et al. [7] improved an 

infrared detection model based on YOLOv5s, adding an 

SE-Net module. Kaymak et al. [8] experimented with 

FCN architectures in the context of autonomous driving. 

The study concludes that applying YOLO to vehicle 

detection faces challenges, leading researchers to 

improve the algorithm through various modifications. 

3. Design Methodology 

Fig. 1 shows the flow chart to tackle imminent 

challenges related to object identification, classification, 

and tracking in the domain of autonomous driving. Given 

the effectiveness of YOLOv5 in object identification 

tasks, as evidenced by Xiao [9] and Kaymak [8], and 

recognizing the utility of FCN in autonomous driving 

scenarios, this research chooses to employ both methods 

for real-time image processing in autonomous driving 

contexts. To ensure a fair comparison of results across 

different networks using the control variate method, a 

consistent dataset, PASCAL VOC 2012, was used to train 

and validate both YOLO and FCN networks. PASCAL 

VOC 2012 encompasses 20 classes commonly 

encountered in autonomous driving scenarios, such as 

bicycle, bus, car, motorbike, and person. 

Following multiple rounds of training and prediction in 

YOLO, this work collects and scrutinizes detection and 

classification outcomes using TensorBoard, relying on 

index curves such as precision, recall, mAP, and mAP0.5 

curvature. Higher precision values denote the network's 

proficiency in accurately classifying items, while 

elevated recall signifies the network's efficacy in 

rectifying previous classification errors. The mAP and 

mAP0.5 metrics evaluate the detection accuracy across 

all classes present in the dataset. A lower curvature in the 

curve indicates enhanced stability and a more 

consistently changing trend, signifying ideal model 

training stability and convergence. 

 
Fig. 1 Flow chart 

Then, the project aims to enhance the YOLO algorithm 

by adding an attention mechanism, freezing backbone, 

and activation function. 

Incorporating an attention mechanism enables the 

network to focus on crucial input features while 

disregarding inconsequential ones. Through the 

integration of SE attention mechanisms in different layers 

of the YOLO structure and subsequent training, the 

research evaluates the performance enhancement trend 

by scrutinizing index curves and determining the optimal 

location for implementing the SE attention mechanism. 

Freezing the backbone is a training strategy aimed at 

expediting training speed by halting parameters in the 

backbone upgrade. By comparing the result indexes of 

modules employing freezing backbone, freezing all 

layers, and not freezing layers separately, the project 

seeks to identify the optimal freezing method. 

Activation functions amplify the nonlinearity of 

convolutional neural networks. By replacing the original 

activation function with SiLU, Mish, LeakyReLU, and 

ReLU in the modified YOLOv5s, the project utilizes the 
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average curvature of the precision curve to compare and 

assess the smoothness and stability of the network. 

Ultimately, the study amalgamates the proven optimal 

strategies from the preceding analysis to formulate 

YOLO-ALPHA, an enhanced version of YOLOv5. The 

performance of YOLO-ALPHA is then juxtaposed with 

that of YOLOv5 to affirm its improvement. 

4. Results and Discussions 

The object detection output images from YOLOv5s 

depict vehicles on the road using bounding boxes. 

However, these bounding boxes lack information 

regarding the distance between vehicles, a crucial 

consideration in congested road scenarios, particularly 

during peak commuting hours, a vital aspect of 

autonomous driving. To precisely discern the outlines of 

nearby vehicles and pedestrians, pixel-wise object 

detection and classification with FCN are employed. Fig. 

2 illustrates the contrast in detection results between 

YOLOv5s and FCN. The depiction from YOLOv5s 

shows vehicles with pink bounding boxes, outlining the 

edges of cars as straight lines that do not accurately match 

the actual boundaries. On the other hand, FCN, with 

pixel-wise detection, unveils the precise boundaries of 

cars, enabling autonomous vehicles to effectively avoid 

collisions. 

 

Fig. 2 Detection result between YOLOv5s and FCN 

Fig. 3 shows minimal differences observed between the 

frozen backbone curve and the original model curve in 

terms of mAP, precision, and recall at the highest training 

rounds. Despite a reduction in training time by 2 hours, 

image accuracy slightly decreases from 0.7166 to 0.6716. 

The key conclusion drawn is that freezing trained 

parameters enhances training speed without 

compromising accuracy. Freezing all layers completely 

leads to virtually no accuracy, emphasizing the 

importance of trained parameters. Freezing the backbone 

during training enhances training efficiency, as the 

unchanging feature extraction network consumes less 

memory, leading to faster training. 

 
Fig. 2 Freezing Mechanism graphs for (a) mAP_0.5, (b) 

mAP_0.5:0.95, (c) Precision and (d) Recall 

Experimental results suggested that adding the SE 

attention mechanism to the bottom or middle layers of the 

network yields optimal outcomes. Fig. 4 illustrates that 

adding the attention mechanism between layers 16 and 17 

achieves higher accuracy than the original version, 

validating the hypothesis. Fig. 5 further confirms that 

placing the SE attention mechanism between the middle 

and bottom layers produces the best results. 

 
Fig. 3 SE adding locations in the original YOLOv5 

network 
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Fig. 4 Attention Mechanism graphs for (a) mAP_0.5, (b) 

mAP_0.5:0.95, (c) Precision and (d) Recall 

Five activation functions (ReLU, Leaky ReLU, Mish, 

SiLU, and the original activation function) undergo 

comparative analysis. Fig. 6  displays the precision, recall, 

mAP, and mAP0.5 indexes at epoch 50 for networks 

employing various activation functions. The SiLU 

activation function is selected for the PASCAL VOC 

dataset due to its smoother curve and increased stability, 

as tabulated in Table 1. 

 
Fig. 5 Activation Function 

Table 1 Activation Function Data 

 

Fig. 7 depicts a less satisfactory outcome when 

combining the optimal freezing mechanism, attention 

mechanism, and activation function. The precision 

initially starts high but continuously decreases, indicating 

performance degradation. Removing the attention 

mechanism results in Fig. 8 that surpass those of the 

original YOLOv5 network, affirming the performance 

enhancement of the upgraded YOLO-ALPHA network. 

5. Conclusion 

In this investigation, YOLOv5s is employed to carry 

out object detection, classification, and tracking, with the 

FCN (Semantic Segmentation) technique serving as a 

supplementary method to precisely delineate object 

boundaries. Enhancements, including the incorporation 

of attention mechanisms, freezing the network's 

backbone, and modifying the activation function, are 

evaluated based on precision, recall, mAP, and mAP0.5 

curves. These identified mechanisms and modules, 

known to augment the performance of YOLOv5s, are 

amalgamated into an upgraded version referred to as 

YOLO-ALPHA. However, the collective optimal 

modules identified in previous research resulted in a 

degradation of performance. Following meticulous 

analysis, the freezing backbone mechanism is pinpointed 

as the cause. Subsequent refinement by removing the 

freezing backbone mechanism reveals that YOLO-

ALPHA showcases performance improvements in 

comparison to the original YOLOv5s. 

 
Fig. 6 Unsuccessful Result for (a) mAP_0.5, (b) 

mAP_0.5:0.95, (c) Precision and (d) Recall 

 
Fig. 7 Result of Applying SE and SiLU excluding 

Freezing Mechanism graph for (a) mAP_0.5, (b) 

mAP_0.5:0.95, (c) Precision and (d) Recall 
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Abstract 

From 2022, when Russia began its invasion of Ukraine, to the present, the number of speeches and information 

directly/indirectly related to Russo-Ukrainian war has continued to increase in mass communication venues such as 

SNS and TV. This study proposes the idea of a game system that simulates the spread of disinformation by focusing 

on the information published by Ukraine as a list of disinformation speakers, especially on the topics they talk about. 

The game system is intended to provide players with psychological immunity against disinformation by simulating 

the spread of disinformation. 

Keywords: Disinformation, Russo-Ukrainian war, Game System 

 

1. Introduction 

Russo-Ukrainian war has two parts. On February, 2014, 

Russia annexed Crimea. Also, in February 2022, Russia 

has invaded the Donbass region of Ukraine. In this war, 

the discourse and information directly and indirectly 

related to Russo-Ukrainian war continues to grow in mass 

communication spaces such as social networking sites 

and television. In this context, Russia sees the 

information space as another battlefield, with NATO [1] 

and Ukraine (https://cpd.gov.ua/) reporting on the 

situation. Ogata [2], [3], [4], [5] has collected discourses 

on Russo-Ukrainian war and summarized them as 

“Russo-Ukrainian War as Narrative Warfare”[6], while 

Ono and Ogata have published articles on this war, 

proposing the concept of a narrative-generating game 

based on Russo-Ukrainian war[7], [8]. 

This study proposes the idea of a game system (we call 

the game system as simply “game” in the following 

description) that simulates the spread of disinformation 

by focusing on the discourses compiled by Ogata [2], [3] 

[4] [5] and published by Ukraine as a disinformation 

speaker list, especially the topics that the speakers talk 

about. The game is designed to help players develop 

psychological immunity to disinformation by simulating 

the spread of disinformation. 

2. Background 

Disinformation is information that influences a 

person’s perception and distorts their decision making. 

For example, fake news, which spreads sensational or 

conspiratorial content, including falsehoods, is a typical 

example of disinformation. Today, battles that make full 

use of disinformation, in addition to the conventional 

domain of warfare, are positioned as a new domain of 

warfare and are called cognitive warfare [9]. On the other 

hand, Ogata, who believes that falsehood is not the only 

means of attacking opponents in battles that affect the 

perception of the target, has proposed the term “narrative 

warfare” as a domain in which attacks are made 

regardless of whether the content is true or false [6]. For 

example, one method might be to present a distorted 

conclusion as the conclusion of a logic that only mentions 

the truth about individual elements. Maan have focused 

on narrative warfare, and they have been exposed to it 

from the time of the emergence of the Islamic State to the 

present day [10]. Narrative warfare in Russo-Ukrainian 

war has also received attention [11]. 

Attempts to position players on the disseminators of 

disinformation have been experimented with by 

Roozenbeek and Linden [12] with Bad News [13]. Bad 

News is a web game that provides a virtual experience of 

a fake news speaker. In this game, each player follows the 

game’s instructions and gradually increase their influence 

on public opinion by selecting one of fake new candidates. 

The player can efficiently increase their influence by 

selecting more appropriate fake news, and their influence 

decreases if they select an inappropriate fake for the 

occurred event. Roozenbeek and Linden found that this 

game allows each player to “cognitive resistance against 

fake news strategies.” There are similar games on the 

market, such as Plague Inc. [14]. Plague Inc. is a 

simulation game. Each player in the game becomes an 
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epidemic and aims to wipe out humans. The player can 

select the game mode of fake news. 

3. Proposed Game System 

The structure of the game is presented after an overview 

of the proposed game. At last, an example of the game 

play is shown. 

3.1. Overview of the proposed game 

The game proposed in this paper is a game in which the 

player is a Russian spreading disinformation about the 

Ukrainian model. The goal of each player is to convert 

more Ukrainian faction to the Russian faction (“faction” 

in this paper does not mean a particular political party, 

people who believe in the state.). The game presents the 

player with events that occurred during Russo-Ukrainian 

War, and the player chooses the disinformation to spread 

accordingly. The Ukrainian faction is a set of non-player 

characters (NPCs) that are not controlled by the player, 

and each NPC has a trust parameter. This trust represents 

the level of trust in Ukraine, and the disinformation 

chosen by the player will fluctuate this value. The 

Ukrainian faction will switch to the Russian faction if the 

trust parameter falls below a certain value. 

This work does not include factors such as the spread 

of misinformation (“misinformation” is false information 

that is spread without malicious intent), the phenomenon 

of disinformation having a greater impact due to biased 

information on social networking sites, or the range of 

influence of disinformation or the number of people 

affected. These elements are considered important for 

simulating disinformation and will be discussed as future 

topics. 

3.2. The flow in a game play 

A player becomes the sender of disinformation and 

changes the parameters of non-player characters (NPCs) 

made up of several people, to change the NPC’s faction. 

The game repeats the turn as many times as the number 

of events that make up the scenario, with (i) the 

generation of events, (ii) the selection of disinformation, 

and (iii) the calculation of effects as a single turn. At the 

end of the turn, the amount of trust in the Ukrainian 

faction of NPCs is scored. 

When choosing disinformation, the player chooses one 

of the disinformation candidates. The mechanism 

changes the parameters of all NPCs based on the selected 

disinformation. 

3.3. Components of the proposed game 

The proposed game has non-player characters (NPCs), 

events, and disinformation. These attributes are used to 

calculate the score that evaluates the player, or are values 

related to the game play. 

 

Non-Player Character (NPC) 

 

 Trust: if this value is 0, the NPC has completely lost 

trust in the faction. This value also indicates 

resistance to false information. 

 Characteristics: What personality traits the NPC has. 

If there are no characteristics worth mentioning, it 

is set to null. Currently, it indicates if the NPC has 

conspiracy theorist traits. 

 

Event 

 

 Characteristics: Classification of the event. 

Disinformation is more influential if it matches the 

“Characteristics” in the disinformation. 

 

Disinformation 

 

 Strength: The degree to which the disinformation 

affects the NPC’s trust. 

 Reality: The degree to which the disinformation is 

factual, indicating the likelihood that the NPC will 

accept the disinformation; if this value is low, the 

likelihood of acceptance is low. 

 Characteristics: Classification of the disinformation. 

If the disinformation is appropriate to the nature of 

an event, it will have a greater influence on the 

NPC’s trust. 

 

Disinformation in the proposed game based on 

СПІКЕРИ, ЯКІ ПРОСУВАЮТЬ СПІВЗВУЧНІ 

РОСІЙСЬКІЙ ПРОПАГАНДІ НАРАТИВИ (Speakers 

who promote narratives that are in tune with Russian 

propaganda, https://cpd.gov.ua/reports/spikery-yaki-

prosuvayut-spivzvuchni-rosijskij-propagandi-naratyvy-

2/). This list was revised once, and before and after the 

revision, excluding duplicates, the list contained 89 

speakers. In this paper, if the same speaker sent the same 

disinformation before and after the revision, it was 

classified as a single source, and if different speakers sent 

the same disinformation, they were classified as different 

sources. The classification was then done in a bottom-up 

fashion and organized as disinformation used in the game. 

Each classification and the example of its breakdown are 

provided as the Appendix. 

The trust value of the NPC is reduced based on the 

following Eq. (1) and. Eq. (2) First determine whether the 

NPC is affected by the disinformation (Eq. (1)), and then 

determine the degree of influence (Eq. (2)). If the NPC is 

committed to a conspiracy theory, the trust value used in 

the Eq. (1) and Eq. (2) Regarded as half the value. 

 

𝑃 =  100 + (𝑅 − 𝑇) (1) 

𝐴 =  𝑆 − 𝑇/4 (2) 

 
P: Probability of decreasing trust, A: Amount of trust 

decreases, R: Reality in selected disinformation, T: Trust 

that the NPC has, S: Strength in selected disinformation  
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3.4. A game session example and a short 

discussion 

The following shows the example of a game session. 

There are five NPCs. One NPC in the five NPCs believes 

in the conspiracy theory. The session has six events. 

“Disinformation” in the following description means the 

fake information selected by a player. “NPCs” in the 

description includes the changed “Trust” in the respective 

NPC (“Number”). 

 

Event 1: “Russia have launched an invasion.” 

Disinformation: “The U. S. is provoking/inspiring 

Russia.” 

NPCs: Number 0: Trust 82 (conspiracy thinking) / 

Number 1: Trust 95 (nil) / Number 2: Trust 95 (nil) / 

Number 3: Trust 95 (nil) / Number 4: Trust 95 (nil)  

Average: 92.4, Total trust: 462/500  

Event 2: “Russia occupied a city.” 

Disinformation: “Russia has not attacked civilians.” 

NPCs: Number 0: Trust 62 (conspiracy thinking) / 

Number 1: Trust 88 (nil) / Number 2: Trust 88 (nil) / 

Number 3: Trust 88 (nil) / Number 4: Trust 88 (nil) 

Average: 82.8, Total trust: 414/500 

Event 3: “A massacre occurred.” 

Disinformation: “The massacre in Bucha is a fake.” 

NPCs: Number 0: trust 9 (conspiracy thinking) / Number 

1: trust 50 (nil) / Number 2: trust 88 (nil) / Number 3: 

trust 50 (nil) / Number 4: trust 50 (nil) 

Average: 49.4, Total trust: 247/500 

Event 4: “The war continues.” 

Disinformation: “Ukraine/Zelensky wants war.” 

NPCs: Number 0: trust 0 (conspiracy thinking) / Number 

1: trust 32 (nil) / Number 2: trust 80 (nil) / Number 3: 

trust 32 (nil) / Number 4: trust 32 (nil) 

Average: 35.2, Total trust: 176/500 

Event 5: “The war continues.” 

Disinformation: “Russia will win the war.” 

NPCs: Number 0: trust 0 (conspiracy thinking) / Number 

1: trust 10 (nil) / Number 2: trust 70 (nil) / Number 3: 

trust 10 (nil) / Number 4: trust 10 (nil)  

Average: 20.0, Total trust: 100/500 

Event 6: “Russia has retreated.” 

Disinformation: “They should not hunt down Russia.” 

NPCs: Number 0: trust 0 (conspiracy thinking) / Number 

1: trust 0 (nil) / Number 2: trust 57 (nil) / Number 3: trust 

0 (nil) / Number 4: trust 0 (nil) 

Average: 11.4, Total trust: 57/500 

In the above session, the value of trust to Ukraine of 

the conspiracy theorist (Number 0) is rapidly reduced. In 

the other NPCs, the NPC of Number 2 continues to have 

the value of trust to Ukraine. However, the values of trust 

of the other NPCs, Number 1, 3, and 4, finely become 0. 

When we see the entire process, we know the accelerated 

growth of suspicion to Ukraine. 

In the game, the value of trust is also the power to resist 

the influence of disinformation. NPCs are repeatedly 

exposed to some type of disinformation and the influence 

of disinformation for all NPCs are gradually increased.  

4. Conclusion 

In this paper, we proposed the idea of a game system 

related to disinformation in the context of Russo-

Ukrainian war and developed a simple prototype dealing 

with disinformation. We used one pattern of 

disinformation used actually in Russo-Ukrainian war. 

This game framework, including several NPCs and a 

human player, simulates the spreading process of 

disinformation. The goal of a player in one session is to 

change NPCs from Ukrainian faction to the Russian 

faction. The player may acquire the knowledge to prevent 

influences of disinformation through the game process. 

In the future, we would like to extend the scale of the 

game. 
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Appendix: The types of disinformation 

The following categories are based on the СПІКЕРИ, ЯКІ 

ПРОСУВАЮТЬ СПІВЗВУЧНІ РОСІЙСЬКІЙ 

ПРОПАГАНДІ НАРАТИВИ (Speakers who promote 

narratives that are in tune with Russian propaganda, 

https://cpd.gov.ua/reports/spikery-yaki-prosuvayut-

spivzvuchni-rosijskij-propagandi- naratyvy-2/). “~~~” is a 

space to insert a specific word, one of the U.S., NATO, 

Ukraine, or Zelensky. 

 

1. ~~~ is provoking/inspiring Russia 

2. It is a proxy war between ~~~ and Russia 

3. The West is running a propaganda campaign 

4. Russia-hatred (Russophobia) 

5. NATO expansion is bad 

6. Ukraine is suppressing Russian speakers in the country 

7. Ukraine/Zelensky wants war 

8. Ukraine is committing acts against humanity 

9. Bucha massacre is a fake 

10. Ukraine has a biological weapons laboratory 

11. We should not give arms to Ukraine 

12. Ukraine started war before February 24/Maidan 

Revolution 

13. Ukraine is a Nazi 

14. Ukraine should make concessions 

15. Ukraine did not comply with the Minsk agreements 

16. Russia will win the war 

17. Sanctions are not getting through to Russia 

18. Russia has not attacked civilians 

19. ~~~ should negotiate with Russia/Putin 

20. ~~~ should not blame Russia/Putin 

21. ~~~ should not hunt down Russia 

22. Crimea is Russian territory 

23. Russia has freedom of speech 

 

For example, 1. “~~~ is provoking/inspiring Russia” 

includes the following contents. Other types also include 

many contents. Small amount of contents are classified as 

“Other” and was not discussed in this paper. 

The U.S. and Ukraine have actively provoked Russia into 

aggression./ The U.S. and Ukraine have aggressively 

provoked Russia into aggression. / Putin has been humiliated 

and Russia persecuted for decades. / The West provoked 

Russia into war with Ukraine. / Zelensky provoked Russia 

into launching special operations against it. / The U.S. has 

provoked Putin for years. / The events in Ukraine are a 

provocation by the U.S. and NATO. / The U.S., through 

NATO, provoked Russia to war in Ukraine. NATO and the 

U.S. provoked Putin. NATO provoked Putin. NATO 

provoked Russia The West provoked Putin. / The West 

provoked Russia. / The U.S. provoked Russia. /The West 

provoked Putin. / Arming Ukraine provokes Russia. / 

Zelensky is provoking Putin. / NATO has crossed the “red 

line.” / The U.S. and UK have crossed Putin’s “red line.” / 

For eight years, Ukrainians have been provoking Russia. / 

Putin’s decision to invade Ukraine was NATO’s fault. / 

NATO intentionally deployed on the Russian border. / The 

U.S. and Europe provoked the Russian president. / The U.S. 

is responsible for Russia’s attack on Ukraine. / The U.S. 

needs to stop the madness in Ukraine provoked by the U.S. 
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Abstract 

With the development of AI, AI may substitute for physicians in radiological interpretations in the future. The 

purpose of this paper is to identify factors that could form the foundation for algorithms enabling AI to explore 

pathological findings. This study focuses on the "angles of gaze trajectory" and conducts a comparative analysis 

between veteran and novice. The results indicate commonalities and variances in the angles of gaze trajectory 

between veteran and novice, particularly 10, 350, and 180 degrees. Both Veteran and Novice have a relatively 

higher frequency of gaze movement around 10 and 350 degrees compared to other angles. Veteran has a relatively 

higher frequency of gaze movement around 180 degrees compared to other angles, while novice has a relatively 

lower frequency around 180 degrees. 

Keywords: Eye-tracking, Angles of eye trajectory, Artificial Intelligence (AI) 

 

1. Introduction 

Machine learning and deep learning advancements, 

coupled with high-performance GPUs, have led to a 

significant breakthrough in the field of artificial 

intelligence [1]. Particularly in image recognition, AI is 

considered to surpass human capabilities [2]. In the 

realm of healthcare, a critical application of AI's image 

recognition capabilities is evident, with one prominent 

example being the interpretation of CT images. Given 

the current shortage of radiologists, AI is expected to 

achieve a level of expertise in image interpretation that 

can serve as a viable alternative to human physicians. 

To attain this capability, various factors contributing to 

the training of AI in image interpretation must be 

identified. One such factor is the ocular movement of 

physicians during image interpretation. This paper aims 

to discuss the significance of physicians' gaze patterns 

as one of these factors, emphasizing the need to uncover 

and understand these aspects to enhance the learning 

process of AI in image interpretation. 

2. Previous Research 

Numerous studies have explored gaze measurements 

of physicians during the interpretation of radiographic 

images, a certain cue is presented on the screen, and an 

analysis is conducted on how participants can detect this 

cue in terms of gaze trajectory and movement velocity 

[3]. Studies comparing the gaze patterns of veteran and 

novices are also prevalent. For instance, an analysis of 

gaze fixation points during chest X-ray image 

interpretation shows that experts promptly identify 

lesions and repeatedly confirm their presence while also 

scanning other areas, whereas novices tend to fixate on 

structurally complex regions [4]. In research on 

overlooking and missing findings during medical image 

interpretation, it has been demonstrated that experts 

thoroughly observe photographs, strongly focusing on 

the accurate location of anomalies, while novices exhibit 

more inconsistent observation patterns, with their gaze 

often diverted to complex positions where organs 

overlap [5]. This line of research on tacit knowledge and 

expertise in skill-demanding scenarios has unveiled that 

veterans and novices differ in terms of "where to look," 

influencing their subsequent performance [6]. As a 

preliminary step, it is necessary to extract and 

quantitatively analyze the gaze patterns of experts 

before linguistically formulating such characteristics. 

Therefore, the purpose of this paper is to conduct a 

comparative analysis between novices and veterans 

regarding the angles of gaze trajectories, which could 

serve as the foundation for algorithms exploring 

findings in artificial intelligence (AI). Furthermore, the 

objective is to propose recommendations for AI to learn 
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from the disparities in gaze trajectories between novices 

and veterans, ultimately enabling more accurate and 

effective image diagnostics in the future.  

3. Experiment 

The gaze measurement experiment was carried out as 

follows. 

⚫ Participants: One veteran radiologist (with over 10 

years of experience) and one novice radiologist 

(with 1~3 years of experience). 

⚫ Data:15 cases with abnormal findings. 

⚫ Experimental method: Tobii Pro Lab eye-tracking 

software was employed. The camera was fixed. 

Participants were presented with CT images on a 

computer screen and performed interpretation of 

CT images by scrolling through the images using a 

mouse, following their usual reading methods. 

4. Analysis Methods 

Duchowski provides guidelines regarding data 

collection and interpretation in the context of eye 

tracking. The book introduces applications and instances 

of success in fields such as medicine, psychology, and 

human factors engineering, underscoring the 

effectiveness of employing eye tracking in the medical 

domain [7]. Furthermore, Holmqvist et al. offer an in-

depth exposition of data analysis methods in eye 

tracking research. Of particular note, fixation points 

serve as a frequently employed metric [8]. However, the 

analyzed metric in this paper is the angle of the gaze 

movement as it sequentially moves from one fixation 

point to the next in succession. (Henceforth, this shall be 

referred to the angle of eye movement.) The reason for 

this is to confirm whether the direction of eye movement, 

namely the trajectory of the gaze, when radiologists 

interpret CT images is consistent with the characteristics 

of everyday human gaze as elucidated in previous 

research [9]. The characteristics of human eye 

movement elucidated in this previous research are 

detailed in the subsequent discussion section. The 

employed eye-tracking software in this study 

automatically aggregates parameters such as fixation 

points, fixation counts, fixation duration, and 

coordinates of fixation points, subsequently generating 

this information as output data. The trajectories 

connecting successive fixation points (hereinafter 

referred to as gaze trajectories) are visually indicated by 

red lines, enabling direct observation. 

The angles of gaze movement were defined based on 

the eye-tracking data obtained using Tobii Pro Lab and 

analyzed using a custom-developed program. In this 

context, angles of gaze movement refer to the direction 

changes of gaze trajectories as it progresses across 

different fixation points. The concept is illustrated in the 

Fig. 1, where black circles represent fixation points 

(pixel), and connecting lines depict the gaze trajectory 

between these points. When the coordinate shifts from 

(971, 810) to (988, 867), and subsequently to (974, 816), 

the angle of gaze movement is denoted by Angle 1 in 

Fig. 1. The directional movement is measured clockwise. 

Similarly, when moving from (988, 867) to (974, 816) 

and further to (1013, 837), the angle of gaze movement 

is represented as Angle 2 in Fig. 1.  

 

 
Fig.1 Angles of gaze movement 

 

5. Results 

The results of the measured angles of gaze movement, 

as captured by the software, are presented in Fig. 2 and 

Fig. 3.  

 

 
Fig.2 Angles of gaze movement in veteran (with 

abnormal findings) 

 

 
Fig.3 Angles of gaze movement in novice (with 

abnormal findings) 

 

A comparison between veteran and novice revealed 

notable differences in angles of gaze movement. In the 

graphs, the numbers displayed on the outer 

circumference represent the angles, while the numbers 

within the circumference, namely the radii, indicate the 
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frequency of the corresponding angles. Skilled 

practitioners exhibited a higher frequency of gaze 

movement angles around 180 degrees within the 360-

degree spectrum. This is demonstrated in Fig. 2. In Fig. 

2, angles such as 10 degrees, 350 degrees, 190 degrees, 

and 180 degrees were observed with higher frequencies. 

When examining the results for novice, as shown in Fig. 

3, angles such as 350 degrees and 10 degrees were more 

pronounced in their gaze movement. Comparing the 

results presented in Fig. 2 and Fig. 3, it is evident that 

veteran frequently exhibit gaze movement angles near 

180 degrees, a pattern not as pronounced in novice 

practitioners. This suggests that veteran tend to pause 

and carefully observe between fixation points when 

shifting their gaze, while novice appear to transition 

their gaze more promptly from one point to another. 

6. Discussion 

The paper highlighted differences in gaze movement 

between veteran and novice during interpretation. The 

analysis of angles of gaze movement, a hypothesis was 

formulated. The hypothesis suggests that skilled 

practitioners pause for careful observation between 

fixation points when shifting their gaze, whereas 

novices shift their gaze more promptly from one point to 

another, lacking this intermediate pause. 

Considering that novices possess less experience than 

skilled practitioners, they might find it challenging to 

predict the location of anomalies. This could potentially 

explain why novices tend to survey the entire CT images 

thoroughly and quickly. In contrast, veteran can infer 

the approximate location of anomalies, allowing them to 

concentrate on specific areas. Interviews with 

experienced practitioners aligned with this explanation. 

Inexperienced individuals may have attempted to 

observe a broad area as much as possible. As a result, 

the gaze of novice may have exhibited movements along 

the Z-axis (the head-foot direction in CT images), while 

simultaneously surveying the XY plane 

comprehensively. Conversely, veteran tend to direct 

their gaze along the Z-axis (head-foot direction). 

Therefore, in a series of similar CT images, should an 

anomaly be detected, it could be recognized as a flicker. 

According to the previous research [9], the 

characteristics of human gaze encompass distinct roles 

for central vision and peripheral vision, where grasping 

stimuli occurs through peripheral vision and 

subsequently confirming details via central vision 

constitutes a fundamental process. Veterans shift their 

gaze along the Z-axis (head-foot direction) with 

peripheral vision, and subsequently enhance the 

resolution with their central vision when anomalies are 

detected. This phenomenon aligns with the description 

provided by adept physicians as "recognizing anomalies 

as flickers." 

Additionally, the gaze patterns of veteran revealed 

repeated back-and-forth movements along lines near 

180 and 360 degrees. Similar repetitive movements 

along horizontal and vertical lines have been observed 

in previous studies [9]. The research has been elucidated 

that repetitive movements along horizontal lines are 

more frequent than those along vertical lines. In other 

previous research [10], it has revealed that the capability 

to accurately perceive information is higher in the 

horizontal direction of eye movements compared to the 

vertical direction. This paper also found that novice 

exhibited more frequent back-and-forth movements 

along horizontal lines than vertical ones. This 

phenomenon can be attributed to reasons such as the 

relatively easier execution of horizontal movements 

compared to vertical ones, as well as the cautious 

tendency of novices due to the difficulty in anticipating 

the location of abnormal findings. Consequently, 

novices may opt to observe a broader scope of the CT 

image.  

7. Conclusions 

The purpose of this paper is to conduct a comparative 

analysis between novices and veterans regarding the 

angles of gaze trajectories, which could serve as the 

foundation for algorithms exploring findings in artificial 

intelligence (AI). Furthermore, the objective is to 

propose recommendations for AI to learn from the 

disparities in gaze trajectories between novices and 

veterans, ultimately enabling more accurate and 

effective image diagnostics in the future. This paper 

specifically analyzed the angles of gaze movement and 

speed of veteran and novice radiologists. However, it is 

important to note that this research had limitations in 

terms of a limited number of participants and sample 

size. Future studies should involve a larger sample size 

to further investigate the elements of algorithms during 

radiological interpretation. 
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Abstract 

 

In association with the change of work style to remote, the home environment should be considered in 

terms of carbon dioxide concentration (CDC) which has negative effects on the human body, such as 

less cognitive abilities. To challenge this problem, the authors developed an alert system that supports 

remote workers to be notified of an increase in CDC, by combining Raspberry Pi, CDC sensor, and 

Slack. As a result, the developed alert system was able to support the user in keeping the CDC in the 

room below the set threshold. In addition, the system shows that a significant increase in CDC can be 

observed in the room when it comes to insufficient ventilation. 

 

Keywords: Carbon Dioxide Concentration (CDC), Raspberry Pi, Working Productivity 

 

 

1.  Introduction 

 

In recent years, the spread of the Internet and 

the coronavirus have prompted many companies to 

adopt remote work. According to the Pew Research 

Center (2022), remote work rates have not declined 

much even after the peak of the pandemic [1]. In 

addition, many workers have a favorable attitude 

toward remote work after the pandemic (Da Silva 

et al., 2023) [2]. Therefore, remote work will likely 

continue to be promoted after the end of pandemic. 

In consideration of the situation mentioned 

above, working productivity is noteworthy. 

Generally, the promotion of remote work in the 

wake of the coronavirus is interpreted as an 

increase in productivity of work. In fact, there is an 

argument that the shift to remote work leads to 

increased productivity, by thinking from the 

perspective of the amount of work, work-life 

balance, and job satisfaction (Kurdy, 2023) [3]. 

However, most of the papers referring to 

productivity in remote work simply compare 

productivity before the introduction of remote 

work with after doing that. In other words, there is 

little discussion from the perspective of changes in 

productivity caused by the home environment. 

When pursuing productivity in remote work, a 

home environment that has become the working 

environment should be focused. Krivonossova 

(2022) points out that distractions in remote work 

are caused by the home environment, such as TVs, 

books, and beds [4]. However, different from the 

perspective above, this paper focuses on the 

composition of indoor air. According to Azuma 

(2018), increased indoor CDC due to human 

breathing and other factors can cause negative 

impacts on the human body, such as dizziness, 

headaches, and reduced cognitive and problem-

solving abilities [5]. Therefore, remote workers 

need to maintain indoor air quality by ventilating 

and other ways. However, the increase in CDC 

cannot be perceived easily, and it is difficult to 

know the appropriate timing to ventilate. Therefore, 

there is a possibility that the increase in CDC is 

causing a decrease in working productivity even if 

remote workers do not perceive it. 

The purpose of this paper is to prevent an 

increase in CDC and a decrease in working 

productivity by using the system developed to 

notify the appropriate timing of ventilation. 

 

2.  Previous Research to Set Threshold 

 

The unit used to express CDC is the "ppm 

(parts per million)”. To determine the CDC 

threshold for the notification, it should be referred 

to the indoor CDC standards published by various 

public agencies. 

The Wisconsin Department of Health Services 

(2023) states that 400 to 1,000 ppm is a reasonable 

standard for CDC indoors. Moreover, it points out 

that from 1,000 to 2,000 ppm will cause complaints 
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of drowsiness and poor air quality, and from 2,000 

ppm and above will cause health problems such as 

headaches, drowsiness, decrease in concentration 

to work, and mild nausea [6]. In addition, Japan's 

Ministry of Health, Labour and Welfare (2016) has 

set the environmental health management standard 

for CDC at 1,000 ppm in its Building Sanitation 

Law because CDC levels above 1,000 ppm cause 

fatigue, headaches, tinnitus, and breathlessness in 

the human body [7]. 

From the above, it is reasonable to set the 

threshold used in this paper at 1,000 ppm. Thus, the 

standard for notification used in the developed 

system in this paper can be set at 1,000 ppm. 

 

3.  Specifications of Developed System 

 

3.1. System Overview 

 

Fig. 1 shows a photograph of the overall CDC 

measurement and notification system created in 

this paper, and Fig. 2 shows a wiring diagram of 

the system. The system consists of a small 

computer called "Raspberry Pi model 4B" and two 

modules called "MH-Z19C" and "LCD 1602". The 

computer and display are connected by an i2c 

communication interface, "PCF8574". 

 

 
Fig. 1. Overall Picture of CDC Measurement and 

Notification System 

 
Fig. 2. Wiring Diagram of the System 

 

The functions implemented in this system can 

be divided into measurement and notification. 

These two functions are intended to solve the 

problem stated in Chapter 1. 

 

3.2.  Measurement Function 

 

The CO2 sensor module, MH-Z19C, was used 

to measure CDC. In terms of the program code to 

measure CDC, the function from the library 

available on GitHub created by Ueda (2018) is 

utilized to simplify source code [8]. There are two 

measurement functions using this. The first is to 

record measurement results as csv file for analysis. 

The second is to immediately check the results at 

any given time through a small display.  

 

3.3.  Notification Function 

 

In the system, Slack, the communication tool 

in business, was used for the CDC notifications. 

The purpose of this is to send a notification to the 

user to urge them to ventilate when the CDC value 

exceeds the threshold level of 1,000 ppm.  

In addition, three conditions were set for 

notification. First, the Raspberry Pi must be 

connected to the Internet. Second, the notification 

is sent when the measured CDC value exceeds 

1,000 ppm. Third, the judgment on whether to send 

a notification is made every five minutes. 

 

4. Methods of Evaluation and Data 

Measurement 

 

4.1. Environment during Measurement of 

Carbon Dioxide Concentration Data 

 

The data measurements in this paper were 

conducted by the authors in their room. A 

simplified figure of the room where the data 

measurements were taken is shown in Fig. 3. To 

measure CDC as close as possible to the air that a 

person breathes, the sensor was placed close to the 

person. At this time, the position of the sensor was 

adjusted to avoid direct contact with the exhaled 

breath to obtain accurate data. Also, the "natural 

ventilation system" in this paper refers to the 24-

hour ventilation system in the bathroom outside the 

"door", and the room is ventilated by taking in 

fresh air through the gaps around the "door” in the 

experimental environment. 

When measuring data, test measurements were 

conducted under the same environment for at least 

60 minutes prior to the start of the measurement to 

confirm that the CDC remained stable at less than 

1,000 ppm. In addition, the working human was 

not away from the seat during the measurement 

and was assumed to be engaged in constant 

breathing activity. 
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Fig. 3. Environment of Room during Measurement 

 

4.2. System Evaluation 

 

In the evaluation of the system, the effect of the 

notification system on the increase in CDC is 

evaluated. Assuming a situation of inadequate 

ventilation, the "natural ventilation system" is 

stopped. Then, the "Window" in Fig. 3 is opened at 

the time of the notification to urge the user to 

ventilate the room. As a result, the system will be 

evaluated whether it has been able to contribute to 

reducing the CDC in the room below 1,000 ppm. 

 

5. Results 

 

Under the environment and conditions 

described in Chapter 4, an experiment was 

conducted by opening the "Window" and 

ventilating the room when the measured CDC 

value in the room exceeded 1,000 ppm, and a Slack 

notification was received. Table 1 shows the date 

and time of the measurement and the total 

measurement time, and Table 2 shows the elapsed 

time until when the notification was sent and the 

conducted ventilation time. Also, the CDC 

transition obtained from this measurement is 

shown in Fig. 4. In Fig. 4, the period during which 

the ventilation was conducted is colored. 

 

Table 1. Date and Total Time of Measurement for 

Fig. 1 
Start date and time End date and time Total Time 

2023/9/27 19:00 2023/9/28 0:00 300 minutes 

 

Table 2. Elapsed Time from Start of Measurement 

to Notification and Ventilation Time 
Elapsed Time (minutes) Ventilation Time (minutes) 

65 15 

95 15 

120 30 

190 35  

 

 
Fig. 4. Transition of Carbon Dioxide Concentration 

when Ventilation is Conducted at the Time of 

Notification  

 

As shown in Table 2 and Fig. 4, it can be said 

that ventilation at the time of the notification 

contributes to keeping the CDC in the room below 

1,000 ppm. However, when the "Window" was 

closed, the CDC rapidly rose and exceeded 1,000 

ppm. In the end, 135 minutes of ventilation time 

was required out of 300 minutes. However, it 

would be fair to say that positive results were 

obtained for the question, "Can the notification 

system help to keep the CDC in the room below 

1,000 ppm?" 

 

6. Discussion 

 

It is fair to say that the system developed in this 

paper can help to prevent the increase of CDC in a 

room, as shown in the results of Chapter 5. In 

addition, it also showed that a room with 

inadequate ventilation has a high possibility of 

increasing CDC causing not only reduced 

productivity but also health problems. In other 

words, the system developed in this paper can 

prevent the decline in working productivity by 

knowing the adequate timing to ventilate. Also, the 

social value of this system in realizing the goal of 

improving productivity in remote operations can 

be well recognized. 

However, this paper does not actually compare 

working productivity. Therefore, it is necessary to 

consider the possibility that Slack notifications 

may interfere with concentration on work. From 

this viewpoint, this system will not necessarily lead 

to increased working productivity based on the 

only verification in this paper.  

In addition, the system developed in this paper 

only notifies the user of appropriate ventilation 

timing. Thus, the control of CDC in the room 

depends on the opening and closing of windows by 

the user. This is sufficient for remote work but 

needs further expansion to be utilized in other 

locations. As Fig. 4 shows, in rooms with 

inadequate ventilation, ventilation by opening and 

closing windows only becomes a temporary 

measure. Considering that the CDC rose 
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immediately after the window was closed, a 

ventilation system that automatically adjusts the 

CDC independent of user behavior would be 

needed to maintain the appropriate working 

environment. 

Also, according to OPEN ACCESS 

GOVERNMENT (2021), since the COVID-19 

pandemic, workers' awareness of flexible work 

styles and better working environments has 

increased [9]. Therefore, the system developed in 

this paper can be used to improve the working 

environment at a more advanced stage than the 

promotion of remote work. The importance of this 

system will be recognized, and its demand will rise 

in the current situation that COVID-19 has 

promoted not only remote work but also awareness 

of the work environment. 

 

7. Conclusion 

 

The purpose of this paper is to prevent an 

increase in CDC and a decrease in working 

productivity by using the system developed to 

notify the appropriate timing of ventilation. 

The CDC notification system developed in this 

paper could be utilized to improve the working 

environment for remote workers. As shown in Fig. 

4, the system was able to help keep the CDC in the 

room below 1,000 ppm by encouraging ventilation 

at the appropriate time. However, it does not 

indicate whether it was possible to prevent 

working productivity decline. Therefore, further 

verification of working productivity will be 

necessary in the future. 

The data measurements in this paper were 

conducted in the limited environment of the 

authors’ room, and the number of experimental 

subjects is insufficient. Therefore, it will be 

necessary in the future to acquire a large amount of 

data and to consider detailed environmental 

conditions such as the location of ventilation fans, 

actual flow of air, the number of people, room size, 

and temperature. This would provide detailed 

findings and suggestions for ventilation. 
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Abstract 

This study examines gaze movement differences in diagnosis between skilled and beginner physicians, aiming to 

identify factors influencing diagnostic speed and developing human resource and enhance artificial intelligence's 

diagnostic capabilities. Results reveal that experienced physicians, on average, spent 61% less diagnostic time than 

beginners, covering 49% of the gaze distance on the X and Y-axes. (comparison of the cumulative distance of gaze 

on the screen). Despite increased movement on the Z-axis (comparison of the scrolling speed of the CT scan results), 

skilled physicians moved 2-3 times faster, effectively narrowing attention and identifying specific areas. 

Keywords: Experimental Economics, Eye-tracking, Cognitive Science, Artificial Intelligence (AI) 

 

1. Introduction 

Examination work in the medical industry is generally 

considered time-consuming and highly labor-intensive to 

train one CT service technician to acquire the knowledge 

necessary to prepare interpretation reports [1]. In addition, 

a nationwide survey of the actual status of the reading 

system for chest interpretation of radiograms for medical 

examinations, based on a questionnaire targeting 239 

radiologists in 2018 [2], also indicated that it is difficult 

to train radiologists in a short period of time and requires 

a certain level of clinical and reading experience. In 

addition, the results of the survey indicated that the 

burden on radiologists is increasing due to the aging of 

the workforce and that the spread of CT scans will further 

reduce the manpower needed for the interpretation of 

radiograms, which may lead to the breakdown of the 

current radiogram system. 

This has led to increased awareness of human resource 

development and medical AI development. Medical AI is 

being developed using deep learning. However, because 

deep learning has a black box problem in which the 

decision-making process cannot be identified by humans, 

the development of medical AI that can explain the 

process is being explored in the medical field, where 

safety is a high priority [3].  

Considering the above issues, this study does not aim 

to contribute to the development of medical AI based on 

deep learning. This study aims to understand humans 

through the diagnosis of skilled physicians, and based on 

the understanding, aims to contribute to the realization of 

diagnosis like that of skilled physicians by beginner 

physicians and AI. 

Diagnosis using imaging test results requires time and 

effort to master, resulting in a difference in the speed at 

which skilled physicians and beginner physicians can 

make a diagnosis. This is thought to be due to the 

difference in knowledge and experience between skilled 

and beginner physicians based on previous research [2]. 

This paper visualizes and analyzes the eye movement of 

both physicians resulting from the difference in 

knowledge and experience. 

Humans are thought to possess the property of being 

able to make automatic inferences about stimuli with 

which they have frequent contact through practice, and 

this process of developing automaticity in judgment 

through practice is called procedural processing [4]. 
Procedural processing has been found to enable quicker 

decisions, improve reaction speed, and emphasize 

rational and practiced judgment [5]. It is thought that 

such procedural judgment is also made by experienced 

physicians when they use imaging test results to make 

diagnoses. 

It is difficult to verbalize and provide effective 

guidance for diagnoses that are made unconsciously 

using such procedural judgments. Therefore, in this paper, 

by using a method [6] to visualize the eye movements of 

experienced physicians and beginner physicians during 

diagnosis by measuring eye gaze and to analyze the 

differences from a cognitive perspective, this paper aims 

to clarify the factors that lead to the speed with which 
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experienced physicians make diagnoses. 

2. Purpose 

The purpose of this paper is to contribute to human 

resource development and Medical AI development by 

clarifying factors that lead to the speed of making a 

diagnosis through a cognitive approach, such as 

measuring the eye movement of experienced physicians 

and beginner physicians during the interpretation of 

radiograms. 

This paper is a study of novelty and academic 

significance. Conventional economics has focused on the 

results of decision-making and attempted to understand 

human behavior through mathematical decision-making 

models. However, this paper attempts to understand 

human behavior through a cognitive approach such as eye 

measurement by visualizing and analyzing the diagnostic 

process during the interpretation of a radiogram by using 

imaging tests. In addition, unlike previous studies that 

analyzed decision-making by comparison, this paper is 

unique in that it analyzes decision-making in the process 

of developing automaticity [4] as mentioned above. 

This paper has social significance in that it aims to 

contribute to the development of beginner physician and 

development of medical AI by making the gaze at the 

time of diagnosis visible and clarifying factors that lead 

to the speed of giving a diagnosis. 

3. Hypothesis 

The hypothesis was developed as differences in the 

way experienced physicians and beginner physicians 

move their gaze during the interpretation of radiograms. 

Experienced physicians have a narrower range of eye 

movement when searching for the presence or absence of 

symptoms/points of symptoms compared to beginner 

physicians. Since both interpretations of radiograms by 

experienced physicians and batting by experienced hitters 

have in common that they are performed using procedural 

judgment [4], a process in which the aforementioned 

automaticity of judgment has developed, previous studies 

[7] in which the gaze of experienced hitters while batting 

was studied were consulted. The results showed that 

experienced batters fix their gaze on the entire pitcher in 

their peripheral vision, fixing their gaze by on the point 

of attention prediction, rather than on a wide area as 

beginner batters gaze at a wide range. Based on this 

finding, it was hypothesized that the gaze movements of 

experienced physicians would be narrower than those of 

beginner physicians. 

4. Methods 

In this paper, experiments were conducted under the 

following conditions. 

Yokohama City University Hospitals 

⚫ Experienced (more than 10 years career) 1 

person 

⚫ Beginner (1~3 years of career) 1 person 

With the cooperation of 2 physicians 

⚫ Abnormal findings 15 people (cases) 

⚫ No findings 15 people (cases) 

A total of 30 people (cases) were tested for 

interpretation of head CT scan results, and eye gaze was 

measured using Tobii Pro Lab Screen Edition. 

When interpreting the 30 cases, both physicians were 

not informed of the findings, the examination images 

were random, and both physicians diagnosed the cases in 

the same order, beginning and ending the diagnosis of 

each case at the physician's own discretion.  

In comparing the experienced physician and beginner 

physician in this paper, the following two types of 

analyses were conducted. 

⚫ Comparison of the cumulative distance of gaze 

on the screen (X-axis and Y-axis movement): 

Abnormal findings - 15 cases. 

⚫ Comparison of the scrolling speed (Z-axis 

movement) of CT scan results: Abnormal 

findings - 3 cases. 

The cumulative distance of the gaze (movement of the 

X-axis and Y-axis) was performed with reference to the 

velocity-detection method [6], which measures the 

distance of gaze movement on the screen. In addition, in 

this paper only analyzed abnormal findings (15 cases) 

from 30 cases. 

The scrolling speed of the imaging test results 

(movement of the Z-axis) is an analysis unique to this 

paper; the movement of the Z-axis is an expression also 

used in the interpretation of radiogram and corresponds 

to the scrolling speed (diagnostic time and movement) 

between images of CT test results that capture cross 

sections. In the analysis, the diagnostic time for each 

image was recorded at the time the examination images 

were switched. The recording was done manually, and 

the error in the timing of when the physician switched 

images was kept within a range of 0 microseconds to 4 

microseconds or less. If the physician did not change the 

scroll direction within 5 images, the time was recorded at 

intervals of 5 images, and if the physician did change the 

scroll direction within 5 images, the time was recorded 

each time an image was switched. 

Both analyses were conducted with the purpose of 

focusing on gaze movements in the X-axis, Y-axis, and 

Z-axis to investigate whether the range of gaze 

movements of the hypothesized experienced physician's 

eye would be narrower than the range of gaze movements 

of the beginner physician's eye. 

5. Results 

Comparison of cumulative distance of gaze (X-axis 

and Y-axis movements) 

Fig.1, Fig.2 below shows a comparison of the 

cumulative distance of gaze when the same case was 

diagnosed by an experienced physician and a beginner 

physician. Due to space limitations, the figures for each 

case are not shown here, but rather the total cumulative 

distance and the total normalized diagnosis time for all 
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cases, table summarizing their sum, mean, and variance, 

and figure showing the mean cumulative distance for the 

cases with findings (15 cases). The horizontal axis 

represents the time of diagnosis. 

 

Table 1. X-axis and Y-axis movement in Abnormal 

Finding cases. 

 
 

 
Fig.1. Average of X-axis and Y-axis movement 

 

 
Fig.2. Case 4 X-axis and Y-axis movement 

 
The horizontal axis represents diagnostic time. Among 

the diagnoses made by experienced physician and 

beginner physician diagnosticians, the diagnosis 

completion time of the one with the longest diagnosis 

time was set to 100 and normalized. The vertical axis 

represents the cumulative distance of eye movements 

until the end of the diagnosis, calculated by dividing all 

eye movements in the screen where the examination 

image is displayed in Tobii Pro Lab by the coordinates of 

the X-axis and Y-axis. 

A comparison of the results for 15 cases revealed the 

following three points. 

⚫ Experienced physician require an average of 

61% of the diagnostic time of beginner 

physician for all 15 cases. (Table 1, Fig.1). 

⚫ Experienced physician will require an average 

of 49% of the cumulative gaze distance of the 

beginner physician for all 15 cases except Case 

4 (Fig.2). 

⚫ Experienced physician never exceeded the 

cumulative distance of the beginner physician's 

gaze for more than half of the diagnostic time in 

all 15 cases except Case 4 (Fig.2). 

 

Comparison of scrolling speed (Z-axis movement) of 

imaging test results 

Fig.3 below is representative Figure that shows a 

comparison of the representative Z-axis gaze shift of the 

gaze when the same case was diagnosed by an 

experienced physician and a beginner physician.  
 

 
Fig. 3. Z-axis movement 

 
The following two points were clarified. 

⚫ Experienced Physician move back and forth 

1~1.5 times between imaging test results until 

beginner physician confirm all imaging test 

results (Fig.3). 

⚫ Compared to the Beginner Physician, who 

tended to move back and forth along the Z-axis 

at many points and was not able to narrow down 

the range of attention, the Experienced 

Physician tended to identify the points of 

attention and gradually narrow down the range 

of attention along the Z-axis (Fig.3). 

6. Discussion 

The purpose of this paper is to contribute to human 

resource development and medical AI development by 

clarifying factors that lead to the speed of making a 

diagnosis through a cognitive approach, such as 

measuring the eye movement of experienced physicians 

and beginner physicians during the interpretation of 

radiograms. 

In analyzing the gaze, this paper hypothesized that 

Experienced physicians would have a narrower range of 

eye movement when searching for the presence or 

absence of symptoms and the location of symptoms than 

beginner physicians.  

As a result of the analysis, it can be said that the 

hypothesis is valid according to the following two 

analysis results for the movement of the X-axis and Y-

axis. 

⚫ Experienced physician will require an average 

of 49% of the cumulative gaze distance of the 

beginner physician for all 15 cases except Case 

4 (Fig.2). 

Experienced_normalized time Experienced_cumulative distance of gaze Beginner_normalized time Beginner_cumulative distance of gaze

Case1 66.99 31042.43 100 100626.18

Case4 84.16 99326.15 100 87496.00

Case5 57.23 115339.97 100 128587.59

Case6 43.91 66014.34 100 180581.15

Case10 70.13 63618.04 100 112969.58

Case13 64.24 42570.61 100 73038.85

Case14 55.58 43520.29 100 90969.10

Case15 58.08 44683.93 100 96657.33

Case17 52.90 40321.40 100 84090.70

Case18 39.92 27541.30 100 173406.17

Case19 77.37 52913.18 100 85824.34

Case20 61.02 34938.71 100 134411.07

Case21 46.54 34720.16 100 168388.14

Case24 83.93 66331.85 100 154028.48

Case27 86.07 76429.26 100 166290.33

SUM 948.07 839311.63 1500 1837364.99

AVERAGE 63.20 55954.11 100 122491.00

VARIANCE 205.25 608630602.91 0 1325636396.42
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⚫ Experienced physician never exceeded the 

cumulative distance of the beginner physician's 

gaze for more than half of the diagnostic time in 

all 15 cases except Case 4 (Fig.2). 

In addition, about Z-axis, 

⚫ Compared to the Beginner Physician, who 

tended to move back and forth along the Z-axis 

at many points and was not able to narrow down 

the range of attention, the Experienced 

Physician tended to identify the points of 

attention and gradually narrow down the range 

of attention along the Z-axis (Fig.3). 

This is related to the hypothesis that the range of eye 

movement of Experienced physicians is narrower than 

the range of eye movement of beginner physicians. 

However, in all the cases investigated in this paper, the 

number of eye movements back and forth on the Z-axis 

for Experienced physicians was greater than that for 

beginner physicians Thus, in addition to substantiating 

the hypothesis, the experienced physicians made fewer 

eye movements between the X-axis and Y-axis than the 

beginner physicians, but made more eye movements in 

the Z-axis, suggesting that the experienced physician may 

perceive and diagnose imaging test results in a three-

dimensional rather than a planar manner. 

These findings and discussions in this paper will lead 

to human understanding through the skilled physician's 

diagnosis and contribute to the future development of 

human resource training and medical AI. 
 

7. Conclusions 
 

The purpose of this paper was to contribute to human 

resource development and medical AI development by 

focusing on the differences in eye movement between 

experienced physicians and beginner physicians during 

diagnosis and to identify factors that lead to the speed at 

which they make a diagnosis. 

As a result of analyzing eye movement during 

diagnosis in two ways: cumulative distance of eye 

movement (movement on the X-axis and Y-axis) and 

scrolling speed of imaging test results (movement on the 

Z-axis), it was found that experienced physician was 

faster than beginner physician in making a diagnosis, 

moving less distance on the X and Y axes, and usually 

moving less than the distance of beginner physician. On 

the Z-axis, however, they tended to identify the area of 

focus and gradually narrow the range of attention but 

traveled more distance and in a shorter time than the 

beginner physician. 

Next, the limitations of this paper are discussed. Due 

to technical problems, this paper has not been able to 

analyze the Z-axis shift of all cases. Besides improving 

the reliability of the analysis results, it would be desirable 

to continue analyzing the Z-axis shift, which may lead to 

new discoveries. In addition, this paper only compares 

one experienced physician and one beginner physician 

each. In the future, it is desired to increase the number of 

subjects and to include intermediate physicians who are 

between the levels of the two physicians in this paper to 

increase the reliability of the results. 

Finally, in terms of future prospects, this paper will 

share the results of this analysis with physicians, and by 

deepening the discussion, explore effective human 

resource development methods and way of developing 

medical AI. 
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Abstract 

This paper explores the temporal aspects of food and beverage appreciation, particularly focusing on the interplay 

between taste sensors and human sensory experiences. It begins by discussing the fundamental principle of taste 

sensors, which analyze chemical substances but often fail to capture the complexities of human taste perception. To 

address this limitation, the concept of "artificial tongues" is introduced, aiming to replicate human taste perception 

more accurately. The paper then delves into the temporalities inherent in our eating experiences, categorized into 

three dimensions: the time of the object, the time of embodied cognition, and the time of the phenomenon. Four 

temporal aspects of the phenomenon are proposed: non-temporal, linear temporality, circular temporality, and point 

temporality, which are shaped by the eater's attention. The discussion further examines the motivations behind the 

temporality of food, highlighting cognitive and physical constraints such as memory and oral capacity. Additionally, 

the paper investigates temporalities in dessert appreciation, using the example of a strawberry mille-feuille to illustrate 

how the arrangement of ingredients and the sequence of consumption create unique temporal experiences. Finally, it 

concludes by emphasizing the need for philosophical and theoretical advancements to bridge the gap between human 

sensory experiences and machine sensing, thereby enhancing our understanding of taste perception in both realms. 

Keywords: Temporality, Artificial tongues, Taste sensors, Aesthetics 

1. Introduction 

1.1. Taste sensor and the temporality 

The basic principle of taste sensors is to analyze chemical 

substances that are taste components. Sugar meters and 

salt meters are the most basic of such sensors. However, 

a precise analysis of the chemical composition of food 

does not represent the taste that humans perceive. The 

characteristics of human taste perception include, for 

example, the fact that humans perceive different chemical 

substances (sucrose and aspartame) as the same taste 

stimulus (“sweetness”) as well as the 

inhibitory/synergistic effect of one taste on the perceived 

intensity of another taste. To reflect such cognitive 

characteristics of human perception and output "the taste 

perceived by humans" instead of simply detecting taste 

substances, sensors are referred to as artificial tongues. 

As Toko [1] reviews, there are two types of 

commercialized electronic tongues in the world. One is 

the taste sensing systems SA402B and TS-5000Z, 

commonly known as the taste sensor, and the other is the 

Astree II e-tongue. 

These electronic tongues are intelligent sensors that 

reflect the human taste perception system in their 

component analysis as information processing, but their 

detection of temporality is limited to a small portion. The 

SA402B and TS-5000Z developed by Toko et al. can 

analyze taste as it is perceived on the tongue (initial taste) 

and the taste that remains after swallowing (aftertaste). 

These are computed based on the ease with which taste 

components detach from the lipid membrane, which is a 

taste sensor, thereby detecting, for example, a rich 

aftertaste. However, none of the current taste sensors 

measure changes in perception over time, such as fatigue 

with the same taste. Also, effects such as contrast 

between ingredients (e.g., strawberry after cream) must 

be measured separately and evaluated by humans.  

1.2. Temporalities in our eating experience 

Taste and smell are gaining status in aesthetics, but 

theories concerning their basic appreciation are 

insufficient. Fxyma [2] proposed the basic theory for 

temporality of food and beverage appreciation. 

According to the study, the temporality underlying food 

appreciation is classified into three categories: the time of 

the object, the time of the embodied cognition, and the 

time of the phenomenon. Next, Fxyma proposed four 

aspects of the time of the phenomenon: non-temporal, 

linear temporality, circular temporality, and point 

temporality. These four temporalities are not determined 

a priori but generated by the eater’s attention. 

2. Motivations of the Temporality of food 

Temporality as a phenomenon in the human eating 

experience arises from cognitive and physical constraints. 

In this section, I outline the primary constraints: memory 
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(cognitive constraints) and oral capacity (physical 

constraints). 

The first constraint is memory. Memory is generally 

divided into sensory memory, short-term memory, and 

long-term memory. The retention period of sensory 

memory varies by sensory modality, but is short, ranging 

from less than one second to several seconds. In contrast, 

its retention capacity is larger than that of short-term 

memory. Sensory information is then stored as short-term 

memory, medium-term memory, and then long-term 

memory. Human senses cannot reproduce stimuli. We 

can recall pain and taste, but this is not a reproduction of 

the pain or taste "itself. If it were possible to reproduce 

the pain itself, we would experience intense pain again 

every time we explain the situation of a serious injury. 

On the other hand, a machine's sensors can reproduce 

the stimuli as numerical values; the values measured 10 

years ago can once again be input into the sensors; the 

wine opened 10 years ago and the wine opened now can 

be tasted "at the same time". The human being seems to 

be comparing the two, but one is the sensor data of the 

actual wine in front of us, while the other is the edited and 

partly erased/enhanced long-term memory of the wine of 

10 years ago. 

This means that the time possessed by the machine is 

basically point temporality in Fxyma's temporality 

classification. The present and the past appear 

simultaneously in the here and now. It is not Linear 

temporality because there is no passage of time or order. 

It is also different from Circular temporality because it 

recreates the same stimulus in the past. Circular 

temporality is about finding repetition in different 

experiences. For example, spring is repetitive, but the 

content of the spring experience is not identical every 

year. The reproduction of exactly the same stimuli is 

different from the concept of Circular temporality. Thus, 

the simultaneous appearance of the here and now as a 

condensed time of the present and the past is Point 

Temporality. 

This constraining characteristic of human memory to be 

edited, forgotten, and reinforced over time gives rise to 

Linear Temporality or Circular temporality. When eating 

a parfait, the first strawberry, the next taste of cream, and 

the subsequent strawberries are not experienced 

separately, but have a linear continuity or a circular 

temporality structure as repetitions of strawberries. When 

a person eats a parfait, temporal memory is passed on 

from one bite to the next; if the same taste continues in 

the mouth, the person becomes bored, and if the sweet 

flavor of the cream is followed by the sour jam, there is a 

contrast. In the repetition of strawberries and cream, the 

strawberry is presented with a different role each time it 

appears. Here, more than the summation of the elements, 

an aesthetic experience emerges. 

The second constraint is the physical structure of the 

nasal and oral cavities. Generally, the volume of the oral 

cavity is smaller than that of the stomach, and humans 

divide food during meals, sending the entire amount of 

one meal to the stomach in several to several tens of times. 

In the case of eating the entire amount of food at once, 

there is no temporality. The division of food itself 

becomes the basic unit of temporality, such as order and 

repetition. For example, beef steak is divided into several 

pieces with a knife, finely crushed with several times the 

number of chewing, and sent to the stomach. 

Human meals are embedded in multiple cyclical 

temporalities. The time span ranges from seconds, such 

as repeated chewing and swallowing, to levels such as 

three meals a day (rise and fall of blood sugar in some 

hours), and complex cyclical cycles such as food 

aversion/preference learning (in some hours to days), or 

seasonal foods (in a year). When analyzing food with 

taste sensors, it is liquefied with a mixer and the 

composition of flavor components is analyzed. Here, 

temporalities such as division with a knife or repetitive 

chewing are disregarded, and analysis is conducted as 

timeless, ignoring point time or time passage. 

 The analysis times increase significantly when the 

number of steps in the implicit integral is expanded. In 

the implicit method, the solutions of simultaneous 

equations are obtained by inserted Newton-Raphson 

method, and numerical substitutions into symbolic matrix 

within this process require the computation processing 

time. The symbolic matrix is enlarged by increasing the 

number of implicit stages, which takes more computation 

time. Therefore, it is important to implement an efficient 

substitution process into a symbolic matrix for the 

implementation of higher order implicit methods in MBD 

analysis. 

3. Temporalities in Dessert Appreciation 

 In this section, I will examine the process by which 

humans experience food, using one dish of dessert as an 

example. This dessert shown in Fig. 1 is provided at the 

pastry shop Assiette Dessert Maruyama, located in 

Nishinomiya City, Japan. 

 

Fig.1 The Strawberry Millefeuille of Assiette Dessert 

Maruyama. 

 The strawberries scattered on the plate play different 

roles in the beginning and the end of the dish. Of course, 

they also play a role in giving an impact at the moment 
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they are presented. However, this function is a visual one. 

The strawberries eaten at the beginning of the meal 

function to tell the taste of the strawberries or to introduce 

the flavor of the strawberries used as an ingredient. In 

order to understand the function of the strawberries in the 

latter stages, it is necessary to interpret the flavor of the 

millefeuille in the main body of the dish. The millefeuille 

is characterized by the horizontal structure of the cut 

layers, rather than the more common style in which layers 

of pie and cream are piled up vertically. 

In a typical layered millefeuille, one must cut the pastry 

with a fork to achieve the intended size, which is not only 

cumbersome but also risks disrupting the balance 

between the pie pastry and the strawberries by causing 

cream to spill out. However, in Maruyama’s millefeuille, 

a bite-sized portion is pre-cut, allowing one to enjoy the 

pie pastry, cream, and strawberries atop without 

compromising their balance. 

In Maruyama’s mille-feuille, the meticulous 

calculation behind this bite-sized composition becomes 

fully evident as one progresses through consuming it. As 

the layers of cream and pastry are meticulously arranged 

side by side, defying the conventional definition of a 

mille-feuille, scooping up a set with a fork automatically 

results in an accompanying strawberry, completing a 

mouthful. The pastry is not of the rigid variety but rather 

consists of delicate, thin layers stacked upon one another. 

When pressed against the custard cream with the tongue 

and teeth, the pastry dissolves effortlessly without 

requiring a bite, instantly enveloping the tongue in the 

smoothness of the cream. There is no sensation of 

strawberry juice separating from the custard cream and 

flowing out. While the strawberries provide a fibrous 

texture and a refreshing acidity to the tip of the tongue, 

the carefully controlled juice harmoniously melds with 

the pastry and cream, creating an impression of 

“strawberry custard cream” rather than separating out. 

The perfect harmony of pastry, cream, and strawberries 

creates an impression of "strawberry custard cream" 

where everything melts together in the mouth, to the 

extent that one might almost forget the awareness of 

"eating strawberries" as they progress through the middle 

and later stages. To prevent this forgetting, the role of the 

strawberries scattered on the plate from the middle to the 

end comes into play. The strawberries scattered on the 

plate ensure a return to the main theme that might 

otherwise be lost due to the remarkable harmony. 

This mille-feuille is likely intended to be consumed 

from left to right. Evidence of this can be found in the 

absence of cream at the right end, indicating a 

progression. In the overall linear progression of time, 

each bite-sized millefeuille forms a condensed, Point 

Temporality through the perfect harmony of its 

ingredients. While the repetition of millefeuille layers 

from left to right introduces a recursive Cyclical 

Temporality, there comes a moment when continuity 

threatens to turn into monotony and a sense of timeless 

monotony (i.e., Atemporality). At this juncture, the 

strawberries scattered on the plate serve as “privileged 

moments [3], bringing the consciousness of the eater back 

to the cyclical time. 

4. Conclusion 

This paper examines the differences between human 

sensory experiences and machine sensing through the 

description of the experience of eating a dessert on a plate. 

I argue that the human experience of eating is temporal in 

nature, primarily motivated by two constraints: the 

limitations of memory and oral capacity. In contrast, 

machine taste sensing, without these constraints, is an 

experience characterized by "point time" or 

"timelessness," where past, present, and future 

information are analyzed homogeneously. 

The current limitations of sensing in reflecting the 

temporal aspects of the human eating experience, 

especially linear or cyclical time, do not stem from 

inadequacies in sensor capabilities or the scientific 

knowledge supporting them. 

Rather, the deficiency lies in the philosophical and 

theoretical understanding of what should be sensed. We 

lack theories to explain the experience and phenomena of 

consuming a dessert or savoring a glass of wine, which 

limits taste sensing to mere component analysis. Taste 

sensors themselves are capable of detecting taste 

components more “accurately” than humans, 

“objectively” across various conditions, and with an 

unparalleled sensitivity to subtle taste components. If 

taste sensors are to transcend mere component analysis 

and aim to reproduce "eating" as an intellectual behavior 

of machines, what is required is philosophical and 

theoretical leadership in science. 

References 

[1]   K. Toko, Y. Tahara, M. Habara, Y. Kobayashi, and H. 

Ikezaki, “Taste Sensor: Electronic Tongue with Global 

Selectivity,” in Essentials of Machine Olfaction and Taste, 

1st ed., T. Nakamoto, Ed., Wiley, 2016, pp. 87–174. doi: 

10.1002/9781118768495.ch4. 

[2]    H. Fxyma, “The Temporality of the Aesthetic Appreciation 

of Food and Beverages,” Contemp. Aesthet., 2024. 

[3]    E. Souriau, “Time in the plastic arts,” J. Aesthet. Art Crit., 

vol. 7, no. 4, pp. 294–307, 1949. 

 

Authors Introduction 

 

Dr. Hiroki Fxyma 

He is currently an Assistant Professor 

at Kobe University. He completed his 

doctoral and master's degrees at Keio 

University. His current research topic 

is the aesthetic appreciation of taste 

and its cognitive process. 
 

 

 

913

Powered by TCPDF (www.tcpdf.org)

http://www.tcpdf.org


 

©The 2024 International Conference on Artificial Life and Robotics (ICAROB2024), J:COM HorutoHall, Oita, Japan, 2024 

Deep Learning Based Prediction of Heat Transfer Coefficient  

Using Spectrogram Images from Boiling Sound 

Fuga Mitsuyama 

Department of Mechanical and Control Engineering, Kyushu Institute of Technology, 

1-1 Sensui-cho, Tobata-ku, Kitakyushu, Fukuoka, 804-0015, Japan 

Ren Umeno 

Department of Mechanical and Control Engineering, Kyushu Institute of Technology, 

1-1 Sensui-cho, Tobata-ku, Kitakyushu, Fukuoka, 804-0015, Japan 

Tomohide Yabuki 

Department of Mechanical and Control Engineering, Kyushu Institute of Technology, 

1-1 Sensui-cho, Tobata-ku, Kitakyushu, Fukuoka, 804-0015, Japan 

Tohru Kamiya 

Department of Mechanical and Control Engineering, Kyushu Institute of Technology, 

1-1 Sensui-cho, Tobata-ku, Kitakyushu, Fukuoka, 804-0015, Japan 

E-mail: mitsuyama.fuga621@mail.kyutech.jp, umeno.ren696@mail.kyutech.jp, 

yabuki.tomohide556@mail.kyutech.jp, kamiya@cntl.kyutech.ac.jp 

Abstract 

Cooling methods based on boiling have attracted attention as a thermal solution for electronic equipment. In this 

situation, it is necessary to measure the heat transfer coefficient (HTC) to design more efficient cooling systems. In 

this paper, we propose a method to predict of the HTC from boiling sound data using deep learning techniques. The 

accuracy improved by 1.12% compared to the conventional method through the development of Convolutional 

Neural Network (CNN) incorporate Convolutional Block Attention Module (CBAM). 

Keywords: Boiling Sound, Heat Transfer Coefficient (HTC), Convolutional Neural Network (CNN), CBAM.

1.  Introduction 

The heat generation density of CPUs and GPUs is 
increasing year by year as they become more highly 
integrated [1]. Under these circumstances, the cooling 
method using water boiling is currently attracting 
attention. Boiling cooling has a high heat transfer 
coefficient (HTC) compared to gas forced convection 
cooling using heat sinks and fans [2], which is still in use 
today. Furthermore, since water serves as the boiling 
medium, it is environmentally friendly and economical. 
Since the boiling absorbs heat through the evaporation of 
the boiling liquid and the convection induced by the 
bubble motion [3], the HTC significantly depends on the 
number and size of the bubbles. In fact, the measured 
HTC shows a significant change when the number and 
shape of the bubbles are varied, as shown in Fig. 1.  
Therefore, it is important to accurately measure the HTC 
to develop more efficient and reliable cooling systems. 

This paper proposes a method for predicting the HTC 
from spectrogram images of the boiling sound using 
Convolutional Neural Network (CNN). This method is 
based on the idea that there is a relationship between 
boiling sound and HTC. We conduct a classification task 
by categorizing the HTCs obtained through experiments 
into five classes. Then, we apply Convolutional Block 
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Attention Module (CBAM) [4] to a CNN model to 
improve the classification accuracy. 

2.  Method 

2.1.  Creation of dataset 

 We experimented with sound data acquisition to create 
a dataset of spectrograms. Then, this acquired sound data 
was transformed into a spectrogram using the Fast 

Fourier Transform (FFT) [5] to generate a 200 x 200 
[pixels] image. Fig. 2 gave an overview of the 

experimental setup. A 1-mm-thick, 10-mm-square 
copper plate soldered to the top of a copper heater block 
into which cartridge heaters are inserted was used as a 
heat-transfer wall. Thermocouples inserted in the copper 
block were used to the surface measure temperature and 
heat flux. Before the boiling experiment, the pure water 
used as the boiling medium was degassed for more than 
1 hour. Boiling sound was measured using Miniature 
Hydrophone Type 8103® [6] at a sampling frequency of 
50 [kHz]. Table 1 shows the number of data for each the 
HTC class.  

2.2.  Classification by CNN 

The model is based on the CNN model developed by 
Tabata et al [7] and Sinha, K.N.R et al [8]. A basic block 
of CNN in Fig. 3 consists of a convolution layer (with a 
kernel size of 3 x 3 and 96 channels), batch normalization, 
ReLU functions (as activation functions) and average 
pooling (with a kernel size of 2 x 2). Then, four stacks of 
these blocks downsample the input images and construct 

a robust model against noise. We specify the labels for 
each class ranging from 10–20, 20–30, 30–40, and 40–50 
[kW/m2/K]. These label numbers represent the HTC. 

2.3.  Convolutional Block Attention Module 
 (CBAM) 

In order to improve the accuracy of the conventional 

CNN model, we incorporate CBAM and compare its 

accuracy with that of the conventional model. The 

structure of the CNN model with CBAM is shown in Fig. 

3. The CBAM architecture is based on the paper by S. 

Woo et al [4], where it is found that higher accuracy 

results can be obtained by connecting the Channel 

Attention Module and the Spatial Attention Module in 

series. The Channel Attention Module is a mechanism 

that learns and weights the importance of information in 

each channel based on the correlation of features between 

channels. The Spatial Attention Module is a mechanism 

that learns and weights the importance of information in 

the spatial axis, allowing the extraction of important 

information in the spatial direction in the feature map. 

3.  Experimental Result and Discussion 

3.1.  Evaluation 

The evaluation method is the Five-Fold Cross 

Validation and average accuracy, which is the average of 

the accuracy of each class in the five-class classification 

and the average of the accuracy for all data in each dataset. 

Table 1 The number of data in each class 

Class [kW/m2/K] Number 

10–20 880 

20–30 440 

30–40 440 

40–50 900 

50–60 420 

Total 3080 

Fig. 2.  Overview of experimental setup for sound data 

acquisition 

Fig. 1.  Boiling state transitions and associated changes in 

the quantity and shape of bubbles 

915



 Deep Learning Based Prediction 

 

©The 2024 International Conference on Artificial Life and Robotics (ICAROB2024), J:COM HorutoHall, Oita, Japan, 2024 

(Accuracy is defined as the proportion of correct and 

predicted labels that match). 

3.2.  Result 

 The results of the proposed method using the datasets 

obtained from the experiments in Section 2.1 are shown 

in Table 2 and compared with the those of the 

conventional method. The accuracy in each class 

decreased by 1.09% in the 10–20 [kW/m2/K] class and 

by 0.95% in the 30–40 [kW/m2/K] class but increased 

significantly in the other classes. In particular, the 

accuracy in the 40–50 [kW/m2/K] class improved by 

3.38%. The average accuracy of the proposed method is 

91.61% compared to 90.49% for the conventional 

method. That's an improvement of 1.12%. 

3.3.  Discussion 

The main reason why the average accuracy was 

improved except for the 10–20 [kW/m2/K] and 30–40 

[kW/m2/K] classes is that CBAM was able to extract the 

response of the constant-frequency component of the 

horizontal line, which is unique to each HTC. That 

allowed CBAM to maintain high accuracy even for noisy 

data sets. On the other hand, the inaccuracy could be 

attributed to the presence of various noises added during 

the creation of dataset, which aimed to construct a model 

that can be robust to noise. We have concluded that the 

spectrograms obtained from the experiments in Section 

2.1 may not reflect the unique frequency characteristics 

found at each HTC. The spectrograms shown in Fig. 4 

provide typical data for these classes, and we can 

recognize horizontal lines of constant frequency near the 

center of the images. On the other hand, Fig. 5 is an 

example of images that could not be classified correctly, 

showing that the features appeared in Fig. 4 are not 

clearly represented or are faded due to noises in Fig. 5. 

The CBAM mechanism may have made it more difficult 

to classify images like those in Fig. 5 by over-extracting 

features from data with typical features like those in Fig. 

4. 

4.  Conclusion 

In this paper, the incorporation of CBAM into the 

conventional CNN model decreased accuracy by 1.09% 

in the 10–20 [kW/m2/K] class and by 0.95% in the 30–40 

[kW/m2/K] class, but significantly increased accuracy in 

the other classes, with the average accuracy improving 

by 1.12%. Future work will include increasing the 

number of experiments to build a CNN model that is 

more robust to noise, as one reason for the decrease in 

accuracy is the limited number of datasets. In addition, 

we will identify features common to each class and build 

a model that takes these features into account, with the 

aim of predicting the HTC in more detail and further 

improving accuracy. 

Fig. 3. Configuration of the proposed model with CBAM 
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Table 2  Results of five classes classification from spectrograms using two CNN model 

 10 ~ 20 20 ~ 30 30 ~ 40 40 ~ 50 50 ~ 60  Average Accuracy [%] 

CNN 95.01 84.90 88.45 90.08 89.80 90.49 

CNN + CBAM 93.92 86.90 87.50 93.46 91.15 91.61 
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Abstract 

Classification of sound has its usage in various fields in today’s world. In this paper we will go through the sound 

classification techniques for the detection of faulty machines with the help of the sound data produced by the machine. 

The focus is towards determining the pertinency of audio classification methods to detect faulty motors by their 

sounds; both in noisy and noise-free scenarios; so that the requirement of human inspection can be reduced in factories 

and industries. Noise reduction plays such an important role in improving accuracy of detection some researchers 

simulated data by adding noise for benchmarking their models. Hence noise reduction is widely used in audio 

classification tasks. Among various available methods, we have implemented an autoencoder for noise reduction. We 

have conducted the classification tasks on both noisy and denoised data using Convolutional Neural Network. 

Accuracy of classification on the data denoised using autoencoder is compared with the noisy ones. For classification, 

we used spectrogram, Mel-frequency cepstral co-efficient (MFCC) and Mel-spectrogram images. These processes 

yield promising results in distinguishing faulty motors by their sound. 

Keywords: Faulty motor detection, autoencoder, convolutional neural network (CNN), audio classification  

1. Introduction

Audio data is one of the most common multimedia 

types used in almost every sector of modern life 

throughout the past decades. The availability of audio 

recording devices has also been increased and the usage 

of audio data can be found in security surveillance 

systems, health monitoring systems, and various 

autonomous systems along with the inseparable usage in 

daily human life [1], [2], [3], [4]. Successful utilization of 

audio resources depends on the efficiency of 

classification (process of identification of pre-defined 

label for audio signals [5]), transcription, and perception 

of underlying contents through a bunch of transforming 

algorithms and machine learning approaches carried out 

on various sources of audio data, as in, voices, music, 

environmental sound, traffic sound etc. [1]. Our research 

aimed at distinguishing the faulty motors from the normal 

ones by means of the soundwave processing followed by 

training with convolutional neural network so that it can 

be used in factories to reduce the requirement for human 

inspection, and in preventing hazards. As the adequacy of 

classification often gets drastically affected by noise [6], 

we also have incorporated an autoencoder based noise 

reduction model in parallel to the classification process. 

CNN has many proven outcomes in the field of audio 

classification [7], [8], [9]. Convolutional neural networks 

have been used widely for classification since it has been 

found competent for both image classification e.g. 

vehicle classification [9] and sound classification [10] 

on various fields namely environmental sound 

classification (ESC) [11], animal sound classification 

[10], [12], vehicle classification [7], [13], emotion 

detection [14], violence detection [15] etc.  

In this paper we will be showing results of applying 

Lenet-5 on image transforms of the audio signal. Lenet-5 

was developed on the context of classification of images 

especially text [16]. However, while we can transform 

sound data into various image representations it can be an 

auspicious tool for classification of audios as well. We 

found approaches with applying CNN for the task of 

Environmental sound classification [11] and deploying 

Lenet for acoustic scene detection [17]. Despite the time 

consumption issues with large scale datasets CNNs are 

well suited for classification tasks within a few 

parameters [18]. For our research we have used Lenet-5 

for classifying audios by means of transforming audios 

into feature images. We have used 3 types of feature-  
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images (Mel-Frequency Cepstral Coefficient, Mel-

spectrogram, and Spectrogram) from both the noise-free 

original and smoothed (with an Autoencoder) audio 

chunks. Finally, we fed the classifier with both (noisy and 

smoothed) type of feature images separately and 

compared the resultant accuracy for noise association and 

the above mentioned 3 types of feature images as well. 

The process yields promising results. The whole process 

is shown in Fig. 1. 

2. Dataset and Preprocessing 

Our dataset is comprised of 890 samples of motor sounds, 

divided into two classes, 645 normal sound and 245 

samples of abnormal sound; both are of variable length 

audio file in the form of ‘.wav’ file at 48000Hz. The audio 

data was acquired using electronic stethoscopes. In 

preprocessing we split 3 seconds long chunks from the 

audio samples, having a length of 3 * 48000; and the 

samples which’s lengths are less than 144000 (3 * 48000) 

were zero padded.  Finally, each datapoint is normalized 

in such a way that the underlying values of the data 

stream contain real numbers ranging from -1.0 to 1.0 only. 

3. Methodology 

For classifying the uniform length audios of normal and 

abnormal motor sound; derived from the preprocessing; 

we divided the task into 2 standalone pipelines. The first 

one involves smoothing with autoencoder and the second 

one doesn’t incorporate any noise reduction measure. 
In the later sections we have discussed these steps.  

3.1. Noise reduction 

Autoencoders are used for noise reduction in various 

audio recognition experiments [19]. An autoencoder is a 

composition of an encoder and a decoder block having 

convolutional and transpositional layers respectively. It 

can reconstruct the input without noise through a series 

of compressions and then decompressions [20]. We 

optimized the autoencoder model described in [20] by 

accompanying 4 convolutional layers and 4 transposition 

or deconvolutional layers as shown in Fig. 2. Also, in the 

transposition layers hyperbolic tangent activation (tanh) 

is used instead of PRelU for keeping the negative 

elements [21] in the resultant audios and to preserve a 

near-zero mean [22]. The results showing the smoothing 

with both types of activations are shown in Fig. 3 and Fig. 

4 by superimposing the smoothed wave (yellow) onto the 

original one (blue). 

 

                         
Fig. 2 Autoencoder Model 

Input 

Encoder 

Conv1D (128, k =7) 

Conv1D (32, k =5) 

Conv1D (16, k =3)  

Conv1D (8, k=3)  

Decoder 

Transpose (8, k =3)  

Transpose (16, k=3)  

Transpose (32, k=5)  

Transpose (128, k=7)  

Output 

 
 

Fig. 1 Overview of faulty motor classification 
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Fig. 3 Smoothing with autoencoder (tanh activation) 

 

 

 
Fig. 4 Smoothing with autoencoder (PRelU activation) 

 

 

 
Fig. 5. Feature image samples a) Spectrogram b) Mel-

spectrogram c) MFCC 

 

3.2. Feature extraction 

The selection of features has significant influence on 

classification accuracies [4]. That is why we fed both the 

noisy and smoothened audios through a transformation 

process which yield 3 types of feature images- a. 

Spectrogram, b. Mel-spectrogram, c. Mel-frequency 

cepstral coefficient (MFCC). We used a Python-based 

library called Librosa [23] for these processing. 

 

a. Spectrogram 

Transforming one dimensional audio signal into matrix 

like representation makes them suitable for training with 

neural networks [4]. Spectrograms are such visual 

depictions of frequency-wise strength of an audio which 

can improve classification results [24]. A sample 

spectrogram of a 3-second-long normal motor sound is 

shown in Fig 5 (a). 

 

b. Mel-spectrogram 

Mel scaled spectrograms can represent the signal 

analogous to the human auditory system. The formula for 

converting f Hz into m mel is 𝑚 = 2595 log
10

(1 +  
𝑓

700
) 

[4]. The mel-spectrogram of a 3 second sound of 

abnormal motor looks like Fig. 5 (b). 

 

c. Mel-frequency cepstral coefficient (MFCC) 

MFCC incorporates Discrete Cosine Transform and has 

a compressed representation signal [4] so it is quite useful 

for training audio features. We have put an MFCC image 

of a smoothened normal motor sound (3 second) in Fig. 

5 (c). 

3.3. Classification 

Image classification networks also have good results on 

sound data [24]. So, we trained these feature images with 

a CNN based model Lenet-5 (shown in Fig. 6) [16] which 

was proposed for classifying handwritten characters with 

requiring low preprocessing. Our implementation of 

Lenet-5 has an identical structure. It has 2 convolutional 

layers working as feature extractors followed by 3 fully 

connected layers working as classifier, as it appears in Fig. 

7. 

 

 

 
Fig. 6 Generic architecture of Lenet-5 [16] 
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Fig. 7 Structure of the implemented Lenet-5 model. 

 

 
Fig. 8 Loss function of the autoencoder 

 

4. Results 

The results derived from the various experiments can be 

divided into 4 parts. Firstly, the performance of the 

autoencoder in terms of loss function (refers to Fig. 8). 

We have trained the autoencoder model up to 1.6% of 

loss using the metrics of mean squared errors (MSE), 

but the autoencoder model with 2.3% loss yield the best 

result during classification. Secondly, the straight-

forward performance comparison between MFCC, Mel-

spectrogram, spectrogram image-based classification of 

the model. Thirdly, comparison between the performance 

with and without using autoencoder smoothing, results of 

second and third steps are summarized in Table. 1. 

Fourthly, reviewing the impact of different dataset 

combinations, amounts data, and biases as shown in 

Table. 2. The best accuracies (%) found in these three 

steps are shown in Table 1 and Table 2. To put it in a 

nutshell, we can deduce that at least 97% accuracy could 

be expected from this approach in classifying 2 classes of 

motors (normal and abnormal) where a totally unknown 

type of motor sound is not present in the testing data. And 

as for noise reduction, it is not evident to have positive 

influence on classification accuracy with the current 

configuration of the model of the autoencoder that has 

been used for smoothing. 

 

 

 

5. Conclusion 

Sound classification with the help of CNN could be a 

feasible solution to various realistic problems especially 

in automation of maintenance and monitoring scenarios 

in large scale factories. It can reduce the need for 

manpower and improve Mean time to response (MTTR) 

by providing automated detection of faulty machines in 

industries. The scope of this paper could also be easily 

extended to other fields where a small number of classes 

are needed to be classified with high precision. 

 
Table 1. Performance with and without autoencoder 

Feature 
With 

Autoencoder 

Without 

Autoencoder 

Spectrogram 98.39871898 98.71897518 

Mel-spectrogram 99.93327996 99.90659194 

MFCC 99.82652789 99.91638471 

 
 

Table 2. Performance by dividing motors into two 

groups (motor 1-50 and motor 51-93) 

Feature 

Motor1–

50 
normal: 

Motor 51-

93 
abnormal 

Motor51–

93 
normal:  

Motor 1-

50 
abnormal 

Motor1–

50 
normal: 

Motor1-

50 
abnormal 

Motor 

51–93 
normal:  

Motor 

51-93 
abnormal 

Spectrogram 97.001 97.26 98.86 98.29 
Mel-

spectrogram 
99.7 99.72 99.95 99.88 

MFCC 99.9 99.9 99.95 99.99 
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Abstract 

Active ankle joint orthosis is an artificial wearable device that is closely fitted to the human ankle and combines 

human intelligence and intentions with the powered robot joints. However, most of the existing designs have only 

focused on one degree of freedom (DOF) of the ankle joint: namely plantarflexion-dorsiflexion. Alternatively, a 

modular power-assist flexible active ankle orthosis is proposed, addressing anthropomorphic architecture of design, 

and supporting multiple DOFs of ankle for locomotion assistance of the physically weak individuals. The proposed 

ankle joint orthosis was designed with the aid of CAD tools followed by fabrication of a working model. Electrically 

powered systems with gear transmissions were adapted to support the principal motions during normal Gait. In 

parallel, the design of the control algorithm was carried out based on the EMG signals. The future advancements have 

been focused on developing a novel control method that provides sufficient flexibility to assist a wide variety of 

lower-limb motions. 

Keywords: Active ankle orthoses, power-assist robots, anthropomorphic design, joint axes mapping, rehabilitation 

 

1. Introduction 

Every human being would prefer to spend their entire 

lifetime as an independent individual without becoming 

dependent on others for locomotion. According to 

statistics around the globe, the elderly population exceeds 

10% of the total population and conversely, the number 

of people suffering from neurological or muscular 

disorders is on the rise. As such, the medical industry has 

shown a growing interest in using exoskeleton robots for 

restoring patients’ mobility and to alleviate health care 

issues arising from locomotion difficulties.  

With the continuous development in biomedical 

engineering field over the past few decades, the robotic 

orthosis devices have been used for many different 

applications. The active orthosis/ robotic exoskeleton is 

an artificial wearable device that is powered by the means 

of electric motors, pneumatics, hydraulics, or linear 

actuation methods. In the current market, active orthoses 

are classified as upper extremity systems, lower-

extremity systems, and full-body systems. The lower 

extremity exoskeletons (LEE) are designed to support 

anatomical functions of different joints of the lower 

extremity. In general, hip, knee and ankle joints have 

seven degrees of freedom (DOF) per limb. The LEEs are 

primarily developed for three main types of applications 

such as gait rehabilitation (i.e. helping patients with 

mobility disorders in the rehabilitation of 

musculoskeletal strength, motor control, and gait), 

human locomotion assistance (i.e. targeted at paralyzed 

patients who have lost motor and sensor function in their 

lower limbs) and human power augmentation (i.e. 

enhance human strength and endurance during 

locomotion and enable individuals to perform tasks that 

they cannot easily perform by themselves). 

The ankle joint complex is concerned, encompassing 

the lower leg and foot, serves as the crucial link 

facilitating interaction between the lower limb and the 

ground. Especially the essential aspect for activities like 

walking and daily tasks. Despite experiencing significant 

compressive and shear forces during walking, the ankle's 

robust structure provides a high level of stability. The key 

ankle joint complex movements include sagittal plane, 

plantarflexion-dorsiflexion, transverse plane, abduction-

adduction, and frontal plane, inversion-eversion [1].  

While commonly referred to as the 'ankle joint,' the 

foot's movement is facilitated by several articulations. 

The ankle joint complex comprises the subtalar joint 

(talocalcaneal), tibiotalar joint (talocrural), and 

transverse-tarsal joint (talocalcaneonavicular) [1]. The 

subtalar joint's geometry permits ankle inversion and 

eversion, with a primary role in these movements. 

Although other motions are possible, the bulk of foot 

inversion and eversion occurs here. The talocrural joint 

acts as a hinge, mainly contributing to plantar- and 
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dorsiflexion. The transverse tarsal joint is considered part 

of the functional unit with the subtalar joint, sharing a 

common axis, and contributing to foot inversion-eversion. 

The combining motions at the subtalar and talocrural 

joints results in three-dimensional supination and 

pronation [2], [3].  

While some suggest the talocrural joint is multi-axial 

due to internal rotation during dorsiflexion and external 

rotation during plantarflexion, evidence indicates it may 

be uniaxial. The observed simultaneous motions are 

attributed to its oblique axis. Similar to the talocrural joint, 

the subtalar joint has an oblique axis, contributing to 

multiple motions during plantar- and dorsiflexion, 

leading to pronation and supination [4].  

In the past, there was a traditional belief that 

dorsiflexion and plantarflexion were exclusively 

associated with the motion of the talocrural joint, while 

inversion and eversion were thought to occur solely at the 

subtalar joint. However, recent perspectives have rejected 

the idea of completely segregating these motions to each 

joint. Although the majority of plantar and dorsiflexion is 

still attributed to the talocrural joint, there is now 

acknowledgment that a few degrees of these motions also 

involve the subtalar joint [5].  

Despite some of the research efforts aimed at creating 

active ankle orthoses to aid human movements, 

challenges persist in effectively supporting natural 

human motions. These challenges revolve around the 

goal of enabling limbs to move freely and comfortably, 

particularly in relation to the corresponding oblique axes. 

2. Design Considerations 

  Designing a device that will effectively interact with the 

human dynamic conditions is a difficult task to 

accomplish, especially at the distal end of limbs. Gait 

analysis can be used as an objective tool for quantifying 

motion of lower limb joints and forces that act upon these 

joints. However, gait analysis cannot separate it joint 

wise due to the major limitation of accurately measuring 

talus motion using skin-mounted markers. Fig.  1 depicts 

example gait analysis data of the ankle joint complex 

kinematics [6]. During a normal gait cycle, the stance 

phase begins at heel strike, where the dorsiflexors are 

eccentrically contracting to lower the foot to the ground 

based on the sagittal motion of the ankle. Then the ankle 

moves from plantarflexion to dorsiflexion during which 

the shank rotates forward around the ankle and after that 

the foot rotates around the forefoot phase continuing until 

maximum plantarflexion (approximately 14°) being 

achieved at toe-off. In the swing phase of walking, the 

ankle undergoes dorsiflexion, allowing the foot to lift off 

the ground and then transitioning to a slight 

plantarflexion upon heel strike. Simultaneously, there is 

motion at the subtalar joint, involving around 15° of 

inversion and eversion to complement this flexion 

movement [7]. 

 

  As illustrated in Fig.  2, the anatomical axes of talocrural 

and subtalar joints are placed in an oblique sense that 

cause foot to move across all three planes allowing 

pronation and supination to occur during walking [6], [8]. 

Hence, constraining motions to a single plane can lead to 

abnormal joint movements, poor muscle recruitment and 

increasing overall energetic cost. Therefore, it is essential 

to facilitate multiple DOF to improve exoskeleton 

performance by active or passive means. 

 

 

Fig.  1. The outputs from gait analysis representing ankle 

complex rotation in sagittal and frontal planes [6]. 

 

 

Fig.  2. The axis of rotation at the talocrural joint and 

subtalar joint - oblique axes of rotation (red) are shown in 

different views; a) talocrural joint; b) subtalar joint. 
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Fig.  3. CAD model of the proposed ankle joint orthosis; 

a) conceptual design; b) CAD model. 

 

 

Fig.  4. The axis of rotation and osteo-kinematics at the 

plantar-/dorsiflexion assembly a) component axis (red) 

[8]; b) developed plantar-/dorsiflexion assembly. 

 

 

Fig.  5. The axis of rotation and osteo-kinematics at the 

inv-/ eversion assembly a) component axis(red) [8];         

b) developed inv-/ eversion assembly. 

3. Mechanical Design 

This flexible active ankle joint orthosis is a multipurpose 

robotic ankle exoskeleton that can perform rehabilitation 

exercises as well as locomotion assistance. It is worn as a 

bilateral system and supports all three DOF of the ankle. 

The two significant DOF, namely, plantarflexion-

dorsiflexion and inversion-eversion are externally 

powered using electrical actuators and remaining DOF, 

namely, internal- external rotation is passively supported. 

In addition, with the intention of maximizing user 

compatibility and performance, the mechanisms 

proposed in the mechanical design have compatible joint 

axes for each DOF. The CAD model of the flexible active 

ankle joint orthosis is shown in Fig.  3. 

 

3.1. Plantarflexion/ dorsiflexion assembly 

The movement of the ankle predominantly takes place in 

the sagittal plane, where plantarflexion and dorsiflexion 

are mainly observed at the talocrural joint. Various 

research studies have suggested a range of motion (ROM) 

in the sagittal plane, typically falling between 65° and 75°. 

This encompasses a span from 10° to 20° of dorsiflexion 

to 40°–55° of plantarflexion [9]. Here the plantarflexion-

dorsiflexion axis of the suggested ankle joint brace is 

accurately aligned with the talocrural axis of the natural 

joint. Fig.  4 illustrates the plantar-/dorsiflexion assembly 

with the component axis. 

3.2. Inversion/ eversion assembly 

In the frontal plane, the complete range of motion is 

around 35°, consisting of 23° of inversion and 12° of 

eversion [10]. The axis of inversion-eversion in the 

flexible active ankle joint brace is accurately aligned with 

the subtalar axis of the natural joint. The assembly 

indicated in Fig.  5 has been mechanically formed and 

positioned normal to the subtalar axis of ankle. 

3.3. Internal/ external rotation assembly 

The internal/external rotation mechanism is crafted and 

adjusted to closely align with the ankle's axis of rotation. 

A stabilizer system is employed to maintain the assembly 

in its neutral position. 

 

4. Prototype Development 

The prototype incorporates tri-planar motion with 

oblique axes. The spacing between the two motion axes 

(sagittal and frontal plane motion) is adaptable to 

accommodate the wearer, making it one of the most 

human-like structures among the initial design concepts. 

Following multiple manufacturing processes at the 

production facility, the final prototype was successfully 

assembled. Fig.  6 illustrates the conclusive form of the 

active ankle orthosis device, while Table  1 provides 

detailed specifications outlining the design features of the 

developed prototype. 

 

925



Praveen Nuwantha Gunaratne, Hiroki Tamura 

©The 2024 International Conference on Artificial Life and Robotics (ICAROB2024), J:COM HorutoHall, Oita, Japan, 2024 

 

Fig.  6. Prototype of the proposed mechanical structure 

 

Table  1. Design specifications of the flexible active 

ankle joint orthosis 

Characteristic Plantar-

Dorsiflexion 

Inversion-

Eversion 
ROM (Degree) 55/20 35/25 
Actuation method Motor 

driven 

Motor 

driven 
Transmission Bevel and 

spur gear 

system 

Spur gear 

system 

Max. torque output (Nm) 22.3 2.3 

 

5. Conclusion 

The distinctive feature of the design for the flexible active 

ankle joint brace lies in its capability to meet the 

functional and ergonomic demands of the natural ankle 

joint. This is accomplished through precise alignment of 

the orthosis axes of rotation with the oblique axes of 

rotation found in the talocrural and subtalar joints of the 

ankle. The innovative mechanism, inclusive of the drive 

units, is situated anteriorly to the shank and foot segments. 

The proposed active ankle brace is easily adaptable for 

performing ankle rehabilitation exercises, serving as a 

robotic therapy module to aid paralyzed individuals in 

regaining or enhancing their functional mobility, or 

assisting those with physical weakness in their motion. 

Future work will involve creating an EMG-based 

controller for the flexible active ankle joint orthosis. This 

aims to enable real-time control by accurately 

anticipating the patient's intended motion through precise 

predictive capabilities. 
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Abstract 

Lumbar region is susceptible to strain and stress due to various physical activities and occupational task. To study 

about the lumbar burden, researchers have developed many tools but most of existing design can only use static 

imaging or doesn’t provide real-time update. The proposed system records and examines the change of body posture 

in real time by utilizing the capabilities of stereoscope cameras. By using MediaPipe algorithms, 2D key-points 

representing body joint can be extracted from images. Afterward, using the Direct Linear Transform (DLT) the 

corresponding 3D key-points can be calculated using obtained 2D key-points. With the 3D key-points the body angles 

can be computed and used to calculate the wight of the lumbar burden using JACK calculation. Finally, the proposed 

system reached to its aim to study about lumbar burden and adjust the person needs in real-time. 

Keywords: Lumbar burden, real-time biomechanical analysis, computer vision 

 

1. Introduction 

The lumbar region of the spine, commonly referred to 

as the lower back, is susceptible to strain and stress due 

to various physical activities and occupational tasks. 

Around 577.0 million people worldwide, or approx. 7.5% 

of the total population, were projected to have low back 

pain at any given time in 2017, and that number is 

continuing to rise [1]. This incident occurs due to doing 

the same activities that affect the lumbar region over a 

long period of time. Examples of activities that cause this 

include agricultural work, nursing, construction, etc. 

Therefore, this needs to be monitored and corrected 

before it gets exaggerated. One of the consequences that 

can occur due to ignoring pain in the lumbar region is 

disability [2], [3]. 

Therefore, many researchers are trying to monitor and 

improve body movements with various approaches. 

Among these methods, the approach that is often to be 

seen is using smartphones and Kinect sensors [4], [5], [6], 

[7], [8]. The approaches have already taken their 

respective advantages. However, when it is applied on 

real scenarios, such approaches demand several 

additional features. For example, smartphone-based 

approach, it employs gyro and accelerator sensors 

embedded on the smartphone to measure changes in body 

inclination [4]. This change in body inclination will then 

be used to estimate the lumbar burden that occurs on the 

body and classify the movements the body makes [5]. On 

the other hand, the Kinect sensor [6-8] uses a camera to 

capture human images and a depth sensor to measure the 

depth of key-points captured by the camera. This data 

will then be used to obtain 3-dimensional body key points. 

Afterward, the 3D key-points are being used to estimate 

the body posture, angles, and the biomechanical of the 

human body. Each approach has its own advantages and 

disadvantages. for example, smartphones can be used in 

all conditions. However, based on the measurement 

criteria, several devices need to be attached to the body 

and cannot be monitored in real-time. As for Kinect 

sensor, the sensor can find out various information on 

parts of the body at once, but Kinect sensor cannot be 

used under sunlight.  

The proposed system is designed for real-time 

biomechanical analysis of the body, considering the use 

in different environmental conditions. This research 

employs a camera stereoscope to analyze the body and 

carry out comprehensive calculations in order to identify 

the lumbar burden in real time. 
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Fig. 1. Camera setup 

 

 

 
Fig. 2. System Flowchart 

 

2. Methodology 

 

2.1. System setup 

  The study employed a stereoscope system comprising 

two cameras to investigate the activities. The cameras 

were strategically placed on a 1-meter-high camera 

support with a 1-meter separation, as depicted in Fig. 1. 

Distance between the two cameras was carefully 

addressed, as overly close placement could constrain the 

view, leading to more noise and less precision. Use of 

stereoscopic approach creates a three-dimensional image, 

and it leads to a comprehensive understanding of 

complex movement patterns involved in walking and the 

factors that influence them. Further, this configuration 

allows the system to effectively detect movements within 

a 10-meter range while minimizing noise interference. 

 

2.2. Data Acquisition 

Data collection is carried out according to the flowchart 

depicts Fig.2. In order to carry out biomechanical 

analysis, the system needs to obtain 3D key-points so that 

monitoring of the desired body parts can be obtained [9]. 

Initially, the camera captures an image of the subject 

positioned in front of it. Then the obtained image 

undergoes processing via the MediaPipe algorithm to 

extract 2D key-points. Given that the images are derived 

from two distinct perspectives through two cameras, a 

pair of key-point perspectives right and left cameras, 

illustrated in Fig.3. To achieve 3D key-points, some 

calculations are conducted using DLT method. However, 

calibration is needed to derive the translation and rotation 

parameters of the camera in order to carry out DLT 

calculation. The obtained 3D key-points serve as 

foundational data for extracting biomechanical insights 

from the body. Afterwards, in order to compute lumbar 

burden, it’s necessary to deepen the understanding of 

body posture, one of which is through the body angle. 

This angle is obtained through vector calculations 

utilizing the known 3D key-points coordinates. This 

process involves presenting the 3D key-points within a 

three-dimensional environment, as visualized in Fig.4.  

 

Fig. 3. 2D key-points from left and right cameras 
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Fig. 4. 3D key-points 

 

2.3. Lumbar burden calculation 

  The estimation of lumbar burden involves the 

computation of body posture angles, as illustrated in 

Fig.5. Calculations are performed according to formulas 

Eq. 1, 2, 3, 4, 5, 6.   

𝐴 = (𝑥1, 𝑦1, 𝑧1) (1) 

𝐵 = (𝑥2, 𝑦2, 𝑧2) (2) 

𝐶 = (𝑥3, 𝑦3, 𝑧3) (3) 

𝑎 = (𝑥𝑎, 𝑦𝑎 , 𝑧𝑎) = ((𝑥1 − 𝑥2), (𝑦1 − 𝑦2), 
(𝑧1 − 𝑧2)) 

(4) 

𝑏 = (𝑥𝑏 , 𝑦𝑏 , 𝑧𝑏) = ((𝑥3 − 𝑥2), (𝑦3 − 𝑦2), 
(𝑧3 − 𝑧2)) 

(5) 

𝜃 = cos−1 (
(𝑥𝑎𝑥𝑏 + 𝑦𝑎𝑦𝑏  +  𝑧𝑎𝑧𝑏)

(√𝑥𝑎
2 + 𝑦𝑎

2 +  𝑧𝑎
2 ∙ √𝑥𝑏

2 + 𝑦𝑏
2 +  𝑧𝑏

2
) 

 

 

 

(6) 

  This angle calculation can then be used to carry out 

biomechanical analysis by applying JACK calculations. 

The JACK computation demands data on body posture 

(such as body angle), subject-specific information such 

as height and weight, and the weight of the object 

intended for lifting. Fig.6 represents the coordinates 

involved, and Table 1 provides a detailed description of 

the corresponding angles denoted by its abbreviations. 

  In this study, the height of the participated subject was 

160 cm with a body weight of 50 kg, with different load 

settings of objects, ranging from 0 kg (absence of a load) 

to 2.5 kg and 5 kg. The proposed system records the 

computed results in an Excel file, facilitating 

comprehensive post-analysis.  

3. Results and Discussion 

  In order to know the effect of load on lumbar burden, a 

comparison is needed by providing different loads. In 

recent research, the load given was divided into 3 loads, 

namely 0 kg or no load, 2.5 kg load, and 5 kg load. The 

movement carried out by the subject is the same 

movement as shown in Fig 7. but the system simulates 

the target of lifting a different load. The results of the 

lumbar burden analysis can be seen in the Fig. 8. 

  Based on the results, it can be observed that the system 

can analyze the lumbar burden according to the 

movements made by the subject. Moreover, the load that 

occurs in the lumbar region is directly proportional with 

the load that being lifted. The maximum load that occurs 

in the lumbar region when the subject was at the lowest 

point and tries to lift the weight; 2098 N for 0 kg, 2843 N 

for 2.5 kg, and 3612 N for 5 kg (Table 2). Further, 

minimum, and average values can also be found in Table 

2. 

 
Fig. 5 Vector coordinates 
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Fig. 6 Respective vector coordinates 

 

Table 1. The coordinate details. 

𝑇𝐴 Trunk anteversion angle 

𝑅𝑈𝐴 Right upper arm angle 

𝐿𝑈𝐴 Left upper arm angle 

𝑅𝐹 Right forearm angle 

LF Left forearm angle 

RT Right thigh angle 

LT Left thigh angle 

RLL Right lower leg angle 

LLL Left lower leg angle 

 

 

  

Fig. 7 JACK angle for Lumbar Burden calculation 

 

Fig.8. Lumbar burden analysis 

 

Table 2. Lumbar burden Max, Min, and Average 

 
 

4. Conclusion 

  Based on the results it can be concluded that the 

proposed system can carry out biomechanical analysis to 

determine the lumbar burden effectively. The procedure 

was executed in real-time, also enabling monitoring of 

the system within any occupational settings. Further, the 

system demonstrated a robust performance under 

sunlight, showing its adaptability to diverse 

environmental conditions. 

  For future work, the observed results will undergo a 

validation process using an established system to assess 

the efficacy of the developed system. Furthermore, as a 

system constraint, the current study is limited to the 

detection of a single person. Therefore, in order to 

conduct real-time analysis of lumbar burden for multiple 

persons, the system requires further development. 
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Abstract 

The purpose of this research is to clarify the cause of failure and to improve the accuracy of abnormality detection by 

predicting the noise added to the machine tool from the results of the convolutional autoencoder. Data obtained from 

an acceleration sensor mounted on the machine tool are reconstructed using   a   convolutional   autoencoder, and   the   

average absolute error is calculated. The maximum value of the average absolute error of the training data is used as 

the threshold value for abnormality detection. Multiple simulated data with different amplitude values based on a 

composite sine wave with a specific frequency and random numbers within a specified amplitude value were 

verified. In this paper, the characteristics of each type of noise and the parameters of the optimal model were examined 

from error rate and error distribution. 

Keywords: machine tools, deep learning, anomaly detection, convolutional autoencoder, noises 

 

1. Introduction 

  In factories, machine failures can be categorized as 

sudden breakdowns and deteriorating faults [1]. 

Preventing failures proactively during maintenance is 

exceptionally challenging, and excessive maintenance or 

machine breakdowns can result in significant losses for 

companies. Examples include production downtime 

leading to manufacturing time losses, increased labor 

costs due to stoppages, and the generation of defective 

products. The purpose of this study is to reduce losses and 

enhance productivity by providing maintenance timing 

suggestions and early detection of abnormalities in 

machining equipment. 

 

  In collaboration with businesses, this research involved 

installing acceleration sensors on machining equipment 

used in semiconductor manufacturing. The data acquired 

from the sensors is in the form of continuous time-series 

data. Since explicit abnormal judgments are significantly 

fewer than normal data, it is necessary to perform 

anomaly detection without explicit labels for normal and 

abnormal data. Consequently, anomaly detection was 

conducted using a convolutional autoencoder [2].  

 

  Initially, the machine with the attached sensor 

experienced a breakdown, and there were no prospects 

for its reprocessing. Subsequently, the sensor was 

transferred to a similar type of machining equipment. 

After the transfer, only normal data was obtained from 

the factory's machines. As abnormal data obtained before 

the transfer exhibited specific frequency components, 

simulated data resembling those characteristics was 

generated. Parameters for multiple models were created 

based on different numbers of training data, and abnormal 

detection was verified by introducing specific noise to the 

training data [3] to assess how much noise is required to 

detect anomalies. Moreover, considering the possibility 

of identifying malfunctioning machine components by 

pinpointing the noise, we investigated the distribution of 

reconstruction errors. 

2. Proposed method 

  The proposed method consists of two steps: Learning 

and parameter saving, and Testing validation. 

2.1. Learning and parameter saving 

  Initially, a convolutional autoencoder was created by 

referencing the Keras tutorial [4] for parameter  
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Fig.  1. Flowchart of learning and parameter saving 

 

inheritance (Fig. 1). The training data was standardized 

using the mean and standard deviation of the data. A 

sequence with a timestep of 100 was generated using a 

sequential model, and training was conducted. A callback 

was implemented to halt training if the validation loss did 

not improve for five consecutive epochs. The 

hyperparameters were set as follows: epochs = 5, batch 

size = 4096, and validation split = 0.1. 

  After training, the parameters were saved, and the model 

was used to reconstruct the training data. The absolute 

mean error between the actual data and the reconstructed 

data for each sequence was calculated, and the maximum 

value was set as the threshold for testing. 

2.2. Testing validation 

  The process involves extracting one CSV file at a time 

from the dataset. The training data is then standardized 

using the mean and standard deviation of the respective 

file. Test data is reconstructed using the specified model 

parameters. For each sequence, the absolute mean error 

between the test data and the reconstructed data is 

calculated. Instances where this error exceeds the 

predefined threshold are considered anomalies. (Fig. 2) 

3. Experiment 

  The sampling frequency of the experimental data was 

500Hz, and each file contained 600,000 data points 

(equivalent to 20 minutes) with columns for time (s), x 

(m/s²), y (m/s²), and z (m/s²). For this study, only the time 

(s) and x (m/s²) columns were utilized. To assess the 

accuracy of each parameter, twelve CSV files were 

utilized for training. The process depicted in Figure 1 was 

repeated twelve times, and the resulting parameters were 

saved. The model parameters were denoted as model_1, 

model_2, ..., model_n corresponding to the number of 

training data (n). With an epoch count of 5 per training, a 

total of 60 training iterations were conducted as the 

process was repeated 12 times. (Fig. 3). 

   

  Analyzing the frequency components of normal and 

abnormal data obtained from the machine before the 

transfer revealed that normal data covers a wide 

frequency range, whereas abnormal data is concentrated 

in the high-frequency band. The results of the FFT (Fast 

Fourier Transform) applied to normal and abnormal data 

are shown in Fig. 4. 

 

  Based on these results, a composite wave of sine waves 

with specific frequencies was added to the initial training 

data to create simulated abnormal data. The added 

composite waves consisted of low frequencies at 40Hz 

and 90Hz, and high frequencies at 410Hz and 460Hz. 

 

 

 

Fig.  2. Flowchart of testing validation 
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Fig.  3. Loss function 

 

 

Fig.  4. Frequency analysis results of normal and 

abnormal data 

 

  Additionally, simulated data was generated by adding 

random numbers within specified maximum and 

minimum values. The specified absolute values for 

amplitude and random numbers ranged from 0.1 to a 

maximum of 0.8. 

3.1. Testing validation 

  Test the three types of simulated data using twelve 

parameters (model_n) with varying amounts of training 

data. Based on the results, examine the optimal amount 

of training for anomaly detection. 

3.2. Testing validation 

  Detect the three types of simulated data using the best 

parameters. Based on the results, evaluate how well 

anomalies are detected when various levels of noise are 

added and investigate the threshold for anomaly detection. 

3.3. Testing validation 

  When the three types exhibit the same error rate, 

illustrate the distribution of the mean absolute errors 

between the actual data and the reconstructed data for 

each type. Compare the mean absolute errors when the 

error is approximately 10% and investigate whether there 

are any distinctive features in the distribution due to the 

added noise. 

4. Results 

4.1. Parameter Comparison 

  The order of accuracy in detecting anomalies for 

abnormal data is as follows: 

• Low-frequency components: model_3, model_5, 

model_11, model_2 (Fig. 5) 

• Random noise: model_3, model_11, model_12, 

model_5 (Fig. 6) 

• High-frequency components: model_11, model_12, 

model_10, model_3 (Fig. 7)  

 

For data with added low-frequency components and 

random noise, the parameters of Model_3, trained using 

three datasets, exhibited the most effective anomaly 

detection. Regarding data with added high-frequency 

component noise, Model_11, trained using eleven 

datasets, demonstrated the most proficient anomaly 

detection. 

 

 

 

Fig. 5. Parameter comparison (Low-Frequency 

component) 

 

 

 

Fig.  6. Parameter Comparison (Random Data) 
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Fig.  7. Parameter Comparison (High-Frequency 

Component) 

 

 

Fig.  8. Comparison of Model_3 

 

4.2. Simulated Data Comparison 

  Based on the results from 4.1, a comparison of the three 

types of simulated data was performed using model_3 

(Fig. 8). For all three types, errors reached 10% when the 

additional amplitude and specified absolute values 

ranged from 0.3 to 0.4. Additionally, it was observed that 

errors sharply increased for values equal to or greater than 

0.4. 

4.3. Noise Identification 

  When the error is approximately 10%, the distribution 

of actual data and reconstructed data for the three types is 

shown. Additionally, when the error is approximately 

10%, the amplitude of the synthesized wave for low-

frequency is 0.325, for high-frequency is 0.35, and the 

specified absolute value for random data is 0.3 (Fig. 9, 

Fig. 10 and Fig. 11). Differences in items such as mean, 

median, standard deviation, minimum, 25th percentile, 

75th percentile, and maximum, based on the obtained 

basic statistical information, are on the order of one-

thousandth. It can be observed from the distribution that 

when the anomaly rate is the same, there is little 

difference. 

 

 

 

 

5. Conclusion 

  In the experimental data, step count, and 
hyperparameters employed in this study, the parameters 

of model_3 and model_11 demonstrated high accuracy in 

anomaly detection. From this, it was found that under the 

current conditions, abnormalities could be detected with 

high accuracy if three or 11 or more pieces of normal data, 

each with a total of 600,000 pieces of data, were trained.   

 

  From experiments using parameters trained three times, 

it was observed that, irrespective of whether the noise is 

periodic, high-frequency, or low-frequency, anomalies 

were detected when noise with an amplitude value or 

specified absolute value exceeding 0.3 was introduced. 

While it was not possible to identify the characteristics of 

the noise from the distribution of reconstruction errors, it 

is possible to estimate the amplitude of the added noise 

from the error percentages. 

 

  Currently, data is being measured in the factory and 

saved in specific files. Processing is set to analyze the 

second-to-last CSV file every 20 minutes. If anomalies 

are detected above 10%, the number 1 is added to the 

array; if below 10%, the number 0 is added. An alert is 

triggered when anomalies are detected continuously three 

times, and the array is output daily. 

 

 

Fig.  9. Low Frequency- Additional Amplitude 0.325 

 

 

Fig.  10. High Frequency- Additional Amplitude 0.35 
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Fig.  11. Random- Specified Absolute Value 0.3 
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Abstract 

In recent years, many researchers have focused on enhancing the current situation of home healthcare systems. In this 

paper, we developed a system that uses AI to quickly determine whether auscultation sounds are normal or not. In 

our analysis, heart sounds were imaged, and their abnormalities were identified using machine learning tools. The 

proposed approach uses a Yolo_v7 model-based anomaly detection and the Wavelet Transform was employed to 

analyze the acquired heart sound data. Proposed system resulted with an 90% accuracy rate or over on the basis of 5 

seconds of heartbeat data, in various recording environments. 

Keywords: Auscultation sounds, abnormality identification, YOLO_v7, Wavelet Transform 

 

1. Introduction 

  In today's society, the demand for home medical care is 

rapidly increasing due to the aging population. However, 

home medical care requires a physician to visit the patient 

in person to make a diagnosis, which poses problems 

such as securing time for physicians. A possible solution 

to this problem would be to make medical equipment 

readily accessible to ordinary households, enabling 

individuals to personally use and evaluate the 

effectiveness of the equipment. However, as proficiency 

in medical knowledge is crucial for operating medical 

equipment, the current situation hinders its widespread 

utilization. To identify an approach suitable for the 

general public, eliminating the necessity for a visit to a 

physician or medical expertise, our team has attempted to 

create a system capable of swiftly assessing the normality 

of heart sound data obtained through auscultation. 

  In this paper, machine learning tools were employed to 

analyze the heart sound data. Heart sound data from 

diverse recording environments was utilized in this paper. 

The acquired heart sound data was transformed into 

images through wavelet transforms, and the yolov7 

model was employed for abnormality detection. 

Additionally, a k-fold approach was applied to a limited 

dataset to enhance accuracy. The findings revealed a 90% 

accuracy rate based on 5 seconds of heartbeat data. This 

paper compares Yolo model with different durations of 

phonocardiography data and elucidates strategies for 

achieving higher confidence scores. 

2. Methodology 

Initially the Speech data, illustrating frequency features 

of heart sounds, went through wavelet transformation at 

various intervals to generate images. Afterwards, the 

transformed images were utilized to train multiple Yolo 

models, facilitating a comparative analysis to identify the 

superior model. Here, the assessment was conducted 

based on confidence scores assigned to the normal and 

abnormal classes. For the Yolo training data set, the 

images were divided into three parts: training data, valid 

data, and test data. Table 1 illustrates the learning 

environment used in this analysis, and the Fig. 1 depicts 

the experimental procedure in brief.   

3. Experiment 

In the section 3.1, the ratio of training data to validation 

data and test data was set at 7:2:1 in the Yolo model. The 

subsequent phases, starting from section 3.2, the ratio 

was adjusted to 6:2:2. The offline datasets used were 

heart sound data auscultated by Sono-Support clinical 
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technologists (dataA – 10 healthy subjects and 40 sick 

subjects), heart sound data from former laboratory 

members (dataC - 23 healthy subjects), and heart sound 

data of few laboratory members (jibun - 2 healthy 

subjects). The data from physioNet (dataB~dataB_F), 

comprising 2558 healthy subjects, 665 sick subjects was 

used as online data [1].  

 
Table 1. Learning environment of the YOLO model 

 
 

 
Fig. 1. Experimental Procedure 

 

Fig. 2, 3, and 4 illustrate the images generated by the 

wavelet transform used in this paper. The vertical axis 

represents frequency, the horizontal axis signifies a 

specific time width of the experimental data, and the 

color bar indicates amplitude. The wavelet transform is 

output as an image after being processed using the Morlet 

function with MATLAB. A one second shift was used to 

increase the number of data by shifting the image by few 

data. Due to the variation in the number of seconds in 

heartbeat, the number of images produced varies as well. 

The k-fold method involves creating k splits of the 

training data images and training them k times (k=5 in this 

case). The splits were randomly divided into 8 for the 

training data and 2 for the validation data. Those with a 

confidence score of less than 0.1 between normal and 

abnormal were excluded due to their classification falling 

within gray zones as lacking in reliability. The formulas 

for calculating the percentage of correct answers Eq. (1) 

and the percentage of target hits Eq. (2) are presented 

below. 

 

𝑃𝑒𝑟𝑐𝑒𝑛𝑡𝑎𝑔𝑒 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑎𝑛𝑠𝑤𝑒𝑟𝑠 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑖𝑚𝑎𝑔𝑒𝑠

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑖𝑚𝑎𝑔𝑒𝑠
× 100 (1) 

 

 

𝑃𝑒𝑟𝑐𝑒𝑛𝑡𝑎𝑔𝑒 𝑜𝑓 𝑡𝑎𝑟𝑔𝑒𝑡 ℎ𝑖𝑡𝑠 =
𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒＋𝑓𝑎𝑙𝑠𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒
× 100 (2) 

3.1. Experiment 1 

In experiment 1, multiple Yolo models (Yolo_v2, 

Yolo_v5, and Yolo_v7) were employed to jointly train 

normal and abnormal heart sound images and assess the 

superiority of each model.[2], [3]. 

3.2. Experiment 2 

Multiple Yolo models with favorable confidence scores 

were employed, and machine learning was conducted on 

each of them for varying durations (3, 5, and 10 seconds), 

comparing their performance in terms of the percentage 

of correct responses. However, a 10-second wavelet 

transform could not be generated due to insufficient 

seconds in imaging dataB_B. Fig. 3, 4 was generated by 

performing a wavelet transform on a single speech 

sample, cut out for a fixed time width of 1 second 

intervals and converting it to an image. 

 

 
Fig. 2. Wavelet transform 3 sec. 

 

 
Fig. 3. Wavelet transform 5 sec. 

 

3.3. Experiment 3 

In Experiment 3, the accuracy of the 5-second wavelet 

transforms, identified as the best on real data in Section 

3.2. was enhanced by employing the k-fold method. This 

method involved covering a small data set and increasing 

the number of training patterns.  
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Fig. 4. Wavelet transform 10 sec. 

4. Results 

4.1. Results of Experiment 1 

The correctness of machine learning responses for each 

Yolo was determined based on the agreement between 

the label and the test judgment. A comparison of the mean 

confidence scores of the correct answers revealed the 

superiority of Yolo_v7, as illustrated in Table 2. 

 
Table 2. Confidence score results of each YOLO 

 Yolov2 Yolov5 Yolov7 
Confidence Score 0.957 0.973 0.997 

 

4.2. Results of Experiment 2 

Machine learning with Yolo_v7 was carried forward, as 

it came out as the best among the other Yolo models 

based on the results of Section 4.1. Consequently, the 

correct response rates were as follows: 3 seconds, 90.6% 

for normal and 89.2% for abnormal (as shown in Table 

3); 5 seconds, 86.8% for normal and 90.6% for abnormal 

(Table 4); and in 10 seconds, 68.7% for normal and 

94.4% for abnormal (Table 5). These three results 

demonstrate that the 3-second cutout yields the highest 

average correct response rate. However, upon comparing 

with actual data (dataA), the 5-second wavelet transform 

exhibits the best results. While deciding which result to 

adopt presents a doubt, move forwarded with k-fold using 

the 5-second wavelet transform, as it yields the best 

results on real data.  

4.3. Results of Experiment 3 

The outcomes obtained through k-fold training on a 5-

second wavelet transform revealed accuracy rates of 

90.3% on normal and 93.6% on abnormal, which are over 

90%. 

5. Conclusion 

Yolo_v7 enhanced the accuracy to 90% in diverse 

recording environments, achieved by optimizing a 

limited dataset and enhancing learning patterns through 

k-fold techniques. Future research will focus on strategies 

to enhance accuracy by expanding the dataset. Further, 

considering the satisfactory average accuracy of the 3-

second wavelet transform, experiment with k-fold on the 

3-second version will be continued. 

 
Table. 3. Wavelet transform 3-second correct response 

rate 

 
 

Table. 4. Wavelet transform 5-second correct response 

rate 

 
 

Table. 5. Wavelet transform 10-second correct response 

rate 
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Abstract 

The radiation belt, where the high-energy particles are predominant in near earth space from the low earth orbit (LEO) 

to the geostationary orbit (GEO), sometimes causes satellite malfunction. Therefore, the objective of this study is to 

predict the high-energy electron flux at GEO with the energy above 2 MeV after 24 hours with higher accuracy for 

the safety satellite operation in terms of the space weather science. In this study the various kinds of solar wind data 

from satellite observations and ground geomagnetic observation data in 1999 were used for the Recurrent Neural 

Network (RNN). Prediction results were evaluated by the prediction efficiency, which is derived from both predicted 

and actual variation data. As a result, the prediction using combined data of solar wind and geomagnetic data shows 

highest prediction efficiency of 0.72. 

Keywords: Neural network, Spacecraft, High-energy electron flux 

 

1. Introduction 

The region in space where high-energy particles are 

concentrated is called the radiation belt, and the electrons 

that exist there are called radiation belt electrons. The 

radiation belts consist of the inner and outer belts. In 

particular, the outer belt sometimes extends into 

geostationary orbit, where many satellites are operated 

[1], [2], [3]. High-energy electrons with energies above 

MeV are known to cause satellite malfunctions and 

failures [4], [5]. 

So far, several studies have been conducted to predict 

fluctuations in high-energy electron flux by using only 

ground-based observation data as input parameters or 

combining ground-based observation data with solar 

wind data observed in space [6]. Fukada et al. [7] used 

only ground-based AE index and Dst index data during 

magnetic storms as input data and made predictions using 

a neural network. In their study, predictions were made 

from 2 to 12 hours later, and the prediction efficiency was 

as high as 0.71. However, since only the case of magnetic 

storms was used as training data, it was not practical 

because it could not predict the starting point where the 

high-energy electron flux fluctuates significantly. 

Nakamura et al. [8] used seven solar wind data as input 

data: Vsw: solar wind velocity, Bx: solar direction 

component of solar wind magnetic field data, Bz: north-

south component of solar wind magnetic field data, E: 

electron flux with energy above 2 [MeV], and AE index, 

Dst index, and UT: universal standard time as ground 

observation data, The same neural network was used to 

make predictions. In their study, data from 1999 to 2006 

were used to predict the energetic electron flux 24 hours 

later by combining space-based and ground-based data, 

and the prediction efficiency was 0.61. There is room to 

further improve this prediction efficiency by the number 

of input data and the way they are combined. 

  In this study, with the aim of further improving the 

prediction accuracy, we use various combinations of 

ground-based observation data and solar wind data as 

input data to predict the energetic electron flux over the 

next 24 hours. The results are also evaluated using 

prediction efficiency (PE). 

2. Dataset 

In this study, solar wind velocity (Vsw), north-south 

component of the solar wind magnetic field (Bz), and 

high-energy (>2 MeV) electron flux (E), which are solar 

wind data, and AE index, AU index, AL index, Dst index, 

and Universal Time (UT), which are ground-based 

observation data, as input parameters. AE, AU and AL 

indices are used as a proxy of the Auroral activity, and 
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Dst index apparently represents the intensity of the 

Magnetic storms. We also used Akasofu ε parameter 

calculated by Eq. (1) [9], which efficiently represent a 

total energy transported from the solar wind into 

magnetosphere. Vsw and Bz were obtained from the solar 

wind probe ACE, which was acquired from Omni Web, 

and E was obtained from the geostationary satellite 

GOES10, which was acquired from the Space Weather 

Prediction Center (NOAA) of the U.S. National Oceanic 

and Atmospheric Administration. The AE, AU and AL 

indices, and Dst index, which are ground-based 

observation data, were obtained from the Kyoto 

University Geomagnetic World Data Analysis Center. 

In this study, one year of data in 1999 was used, of 

which 80% was for training data and 20% was for test 

data. The respective parameters are shown in Fig. 2-1. 

 
Akasofu 𝜀 =  𝑉𝑠𝑤 × |𝐵|2 × 𝑓(𝑡) × (7𝑅𝑒)2               (1) 

Re：Earth radius 

B：Solar wind magnetic field average 

where 𝑓(𝑡) = {sin (
𝑡

2
)}

4

, and the value of t is determined 

by Bz using the following equation. 

 Bz > 0 𝑡 = arctan |
𝐵𝑦

𝐵𝑧
| 

 Bz < 0 𝑡 = 𝜋 − arctan |
𝐵𝑦

𝐵𝑧
| 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.2-1 Data for each parameter in 1999 

 

Fig.2-1 shows that the temporal variations of solar 

wind parameters are basically correlated with that of 

the high-energy electron flux. However, in the short 

time-scales, the relationship is not necessarily a one-

to-one correspondence, but rather a mixture of 

correlated and uncorrelated portions, indicating a 

complex relationship among various parameters. 

 

3. Recurrent Neural Network (RNN) 

Neural networks are systems that mimic the 

mechanisms of the human brain in order to perform 

processes such as recognition, memory, and judgment on 

a computer. There are two main types of neural networks: 

supervised learning and unsupervised learning, and 

supervised learning is used in this study. Supervised 

learning is a learning method in which an input signal is 

given and the output signal is repeatedly compared with 

a teacher signal, and the coupling loadings of each neuron 

are modified to reduce the error and adapt to a given 

problem [10].  

In this study, a recurrent neural network (RNN) was 

employed to learn and predict the data. Here, RNN is a 

neural network that recursively repeats learning in each 

unit and is suitable for use on continuous data, as shown 

in Fig.3-1. 

 
Fig.3-1 Structure of RNN 

 

 

4. Results 

In this study, predictions were made for various 

combinations of parameters as shown in Table 4-1, and 

the results were evaluated using the prediction efficiency 

(PE) shown in Eq. (2), 

 

 𝑃𝐸 = 1 −
𝑀𝑆𝐸

𝑉𝐴𝑅
   (2) 

 𝑀𝑆𝐸 =  
1

𝑁
∑ (𝑓𝑖 − 𝑥𝑖)

2𝑁
𝑖=1  

 𝑉𝐴𝑅 =  
1

𝑁
∑ (𝑥𝑖 − �̅�)2𝑁

𝑖=1  

 �̅� =  
1

𝑁
∑ 𝑥𝑖

𝑁
𝑖=1  

 

where 𝑥𝑖  in each equation is the actual observed value 

and 𝑓𝑖 is the predicted value. 

Predictions were made five times for each epoch in 

each case. The results for each case are shown in Fig.4-1 

to Fig.4-5. The horizontal axis is the number of epochs, 

the vertical axis is PE, and the average value of the five 

predictions in each epoch is shown as a dot. 
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Table 4-1 Input data for each forecast 

Case 1 Vsw, E, Bz, Dst index, AE index 

Case 2 Vsw, E, Bz, Dst index, AE index, UT 

Case 3 Vsw, E, Dst index, AEindex, Akasofu 𝜀 

Case 4 Vsw, E, Bz, Dst index, AU index, AL 

index 

Case 5 Vsw, E, Bz, Dst index, AU index, 

 

 
Fig.4-1 PE for case 1 

 
Fig.4-2 PE for case 2 

 
Fig.4-3 PE for case 3 

 
Fig.4-4 PE for case 4 

 
Fig.4-5 PE for case 5 

 

From Fig.4-1 to Fig.4-5, it seems that there is no 

correlation between the number of epochs and prediction 

efficiency between epochs 50 and 100. 

Next, Table 4-2 shows the average prediction 

efficiencies obtained from the results for all epochs in 

each case. 

 

Table 4-2 Comparison of average PE in each case 

 

Case 1 2 3 4 5 

Average 

PE 

0.61  0.51 0.61 0.57 0.57 

 

Table 4-2 indicates that Case 2, in which UT (the 

proxy of the satellite position) was added as input data to 

Case 1, shows the worst PE, while the case 1 shows the 

highest PE. On the other hand, Case 3, in which Akasofu 

ε (the total energy inflow from the solar wind) was added, 

had the same PE as Case 1. 

Case 1 with an epoch number of 70, PE shows the 

highest value of 0.72. The prediction results for this case 

are shown in Fig.4-6 and Fig.4-7. 

 

 
Fig.4-6 Comparison of predicted and observed data at 

the highest PE 
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Fig.4-7 Comparison of predicted and observed data at 

the highest PE 

 

In Fig.4-6 and Fig.4-7 show the comparison of the 

temporal variations for both predicted and observed high-

energy electron flux. The horizontal axis shows the date 

and the vertical axis shows the energetic electron flux. 

The blue line shows the actual observed data, and the 

orange line shows the predicted data. The more the 

orange line, the predicted data, overlaps the blue line, the 

observed data, the higher the prediction efficiency and 

accuracy. 

 Fig.4-6 shows that the forecast results are largely 

consistent for large changes. Fig.4-7 shows that the 

predicted values are lower than the actual observed 

values in many areas where the value of E is small. 

5. Discussion 

In Case 2, in which UT (the positional information of 

the satellite) was added as input data to Case 1, resulted 

PE is lower than that in Case 1. On the other hand, PE in 

Case 3 is almost same as that in Case 1, while Case 3 is 

added one parameter (the Akasofu ε which is the total 

number of energy inflows from the solar wind) to Case 1 

same as Case 2. The difference of the added parameters 

causes significant difference in consequent result. This 

suggests that the spatial information might reduce the PE, 

rather than the increasing of number of input parameters. 

Especially, using one parameter that include the 

integrated several information can efficiently improve PE, 

rather than superposing several parameters that has 

individual information. On the other hand, the input 

parameters of solar wind data might have potential to 

improve the PE compared to that of ground data. 

6. Conclusion 

In each case, there is no correlation between the 

number of epochs and the PE, which means that the PE is 

not dependent on the number of epochs between 50 and 

100, and there is no need to set the number of epochs 

above 100. 

From the comparison of the average prediction 

efficiency for each case, the accuracy of prediction is 

higher when the parameters to be used as input data have 

integral information rather than when the number of input 

data is increased. 

From the prediction results, the trend of the change in 

high-energy electron flux is captured. In addition, in the 

short time scale, we find that the prediction shows a little 

underestimation at the time of decreasing of E, but during 

E has an energy of 104 or more (alert level for the satellite 

malfunction), the prediction is highly accurate. In 

conclusion, the current result suggests that the RNN 

method proposed in this study is able to predict the 

periods considered important for the safe operation of the 

satellite. 
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Abstract 

This paper presents image gradient-based monocular visual-inertial odometry (VIO) algorithm, using image gradient 

measurements, robust to illumination change. We expand the measurements from the reprojected feature locations on 

the image coordinates to the corresponding image gradients. The iterated EKF and low-pass pyramid are adapted to 

reduce the linearization error in the multi-state constraint Kalman filter (MSCKF) measurement update process. We 

verify that our proposed algorithm outperforms both conventional indirect and direct MSCKF-based VIO algorithms 

by evaluating the pose estimation performance. 

Keywords: Illumination Change, Image Gradient, Iterated Extended Kalman Filter, Low-pass Pyramid, Visual-

Inertial Odometry 

 

1. Introduction 

An accurate ego-motion estimation of a vehicle in a 

global navigation satellite system (GNSS) denied 

environment has been a challenging task in robotics and 

autonomous driving for several decades [1]. To tackle 

this issue, the ego-motion estimation algorithm using 

camera information, so-called Visual Odometry (VO), 

has been studied [2], [3], [4]. VO incrementally estimates 

a relative 6-DOF pose between consecutive images. 

The most representative fusion of camera and alternative 

sensors is visual-inertial odometry (VIO), which 

additionally uses IMU; accelerometers, and gyroscopes. 

Despite various VIO algorithm studies, several 

challenging environments exist for ego-motion 

estimation, still being tackled. One representative 

environment is where the photometric consistency 

assumption is violated due to the illumination change. 

The main contribution of this paper is threefold. First, 

inspired by the studies on image gradient-based VO 

algorithms [5]. we adapted the novel measurement, 

image gradient, to the VIO framework. Image gradient is 

known to be robust to illumination change. We utilize 

image gradients in the horizontal and vertical image 

directions as measurements of the multi-state constraint 

Kalman filter (MSCKF)-based VIO algorithm. Second, 

unlike the conventional MSCKF-based VIO algorithm, 

we apply iterated extended Kalman filter (EKF) and low-

pass pyramid to minimize linearization error. Lastly, we 

evaluate our proposed algorithm at both simulation and 

real-world datasets and demonstrate that our proposed 

algorithm outperforms both conventional indirect and 

direct methods in the environment where illumination 

changes. 

 

2. Preliminaries 

In this paper, the 3D pose is described at the current IMU-

affixed frame, {𝐵𝑘}, at time 𝑘 with respect to a global 

frame, {𝐺}. The global frame is the initial body frame 

aligned with gravity. Unlike EKF, MSCKF considers 

multiple images and utilizes the geometric constraint to 

estimate the ego-motion of the vehicle. Therefore, 

MSCKF includes the previous camera poses in the state. 

{𝐶𝑖} is a camera frame of the 𝑖th element in the sliding 

window of MSCKF. 

The mathematical expression is described as follows. For 

example, 𝑝𝐶𝑙𝑓𝑖

𝐶𝑙 is the position of camera frame described 

as the translation from the 𝑙th camera frame, 𝐶𝑙 to the 𝑖th 

3D feature position, 𝑓𝑖 with respect to 𝐶𝑙. 
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3. State Representation 

The MSCKF state, 𝑋𝑀𝑆𝐶𝐾𝐹  is formulated as a 

combination vector of the IMU state, 𝑋𝐼𝑀𝑈 , and the 

previous camera state, 𝑋𝑐𝑎𝑚, in the sliding window. 

(1) 

 

(2) 

 

(3) 

 

𝑞𝐺𝐵  is the unit quaternion describing the rotation from 

body frame {𝐵} to the global frame {𝐺} (or the body 

attitude with respect to {𝐺}, 𝑝𝐺𝐵
𝐺  and 𝑣𝐺𝐵

𝐺  are the body 

position and velocity with respect to {𝐺}, respectively, 

𝑏𝑎  and 𝑏𝑔  are accelerometer and gyroscope bias, 

respectively, and 𝑞𝐺𝐶𝑙
 and 𝑝𝐺𝐶𝑙

𝐺  are the 𝑙 th camera 

attitude and position, respectively. 

True position, velocity, accelerometer and gyroscope bias 

are expressed as 𝑋 =  �̂�  + �̃� , where �̂�  and �̃�  are 

estimated and error state, respectively, and true attitude 

as 𝑞 =  𝛿𝑞 ⊗ �̂� , where ⊗  denotes quaternion 

multiplication. Then, the quaternion error is derived as 

follows. 

(4) 

 

Therefore, the error state is defined as below. 

(5) 

 

(6) 

 

(7) 

 

4. Measurement Model 

In our proposed algorithm, the measurement of the 

conventional MSCKF, which is the reprojected feature 

location on the image coordinate, is extended to the 

image gradients along the horizontal and vertical 

direction of the image, 𝑧𝑔𝑟𝑎𝑑𝑖𝑒𝑛𝑡 , 

 

(8) 

 

where 𝑝𝐶𝑙𝑓𝑖

𝐶𝑙  =  ℎ(𝑝𝐺𝑓𝑖

𝐺 , 𝜃𝐶𝑙

𝐺 , 𝑝𝐺𝐶𝑙

𝐺 ) . 𝑧𝑔𝑟𝑎𝑑𝑖𝑒𝑛𝑡,𝑖,𝑙  is the 

measurement of the 𝑖th feature on the 𝑙th image. 𝜋(∙) is a 

reprojected feature location, 𝐼𝑖,𝑙(𝜋(∙)) is an intensity at 

the reprojected feature location, 𝛻𝑥𝐼𝑖,𝑙(𝜋(∙))  and 

𝛻𝑦𝐼𝑖,𝑙(𝜋(∙))  are gradients along horizontal and vertical 

directions of image. 𝑛𝑔𝑟𝑎𝑑𝑖𝑒𝑛𝑡,𝑖,𝑙  is the noise of the 𝑖 th 

feature on the 𝑙th image. 

 

5. Measurement Update 

The measurement update of our proposed algorithm 

proceeds when either a feature is lost from tracking or the 

length of the feature track exceeds the size of the sliding 

window, which are the same measurement update 

conditions of the conventional MSCKF-based VIO 

algorithm [6], [7]. Since the novel measurement, image 

gradients along the horizontal and vertical direction of the 

image are utilized, the residual is expanded to the 

difference between the anchor and the 𝑙th image gradient 

along two directions as, 

 

 

(9) 

 

 

where �̂�𝐶𝑙𝑓𝑖

𝐶𝑙  =  ℎ(�̂�𝐺𝑓𝑖

𝐺 , �̂�𝐶𝑙

𝐺 , �̂�𝐺𝐶𝑙

𝐺 ) . 𝛻𝑥𝐼𝑖,𝐴  and 𝛻𝑦𝐼𝑖,𝐴  are 

the image gradients along the horizontal and vertical 

direction of the anchor image. The anchor frame is 

defined as the camera image where the 𝑖 th feature is 

captured in the sliding window. 𝑟𝑖,𝑙 , 𝑧𝑖,𝑙  and �̂�𝑖,𝑙  are the 

residuals, measured gradients and estimated gradients of 

the 𝑖th feature on the 𝑙th image, respectively. HX𝑖,𝑙
 and 

Hf𝑖
 are state and feature position Jacobian matrix, 

respectively. �̃�𝑘 is the error state at step 𝑘 and 𝑝𝐺𝑓𝑖

𝐺  is the 

error feature position. 

The residuals of the 𝑖th feature on all image frames are 

accumulated to form a block vector of residuals of the 𝑖th 

feature. Since the measurement is extended from the 

image feature projection location on the image 

coordinates to image gradients, Jacobian matrices of state, 

𝐻𝑋𝐶𝑙
, and feature position, 𝐻𝑝𝐺𝑓𝑖

𝐺 , are newly derived as 

below. 

 

 

 

(10) 

 

 

 

𝛻𝑥  and 𝛻𝑦  are gradients along horizontal and vertical 

direction of the image, respectively. u𝑑  and v𝑑  are 

undistorted image pixels along horizontal and vertical 

direction of image, respectively. 𝑋𝐶𝑙
 is the 𝑙 th camera 

pose. 
𝛻2𝐼𝑙

𝜕(𝑢𝑑,𝑣𝑑)
 implies the gradients of the gradient image. 

Then, the residual is projected to a left null-space to 

eliminate the terms related to the 3D feature position. The 

block vectors of the residuals of the 𝑖 th feature are 

accumulated to form a block vector of all residuals and 

proceed QR decomposition to reduce computational 

complexity. 

Unlike EKF, which utilizes prior estimate as a 

linearization point, iterated EKF iteratively computes 

posterior estimate, which is more accurate since the 

measurement is reflected. The MSCKF measurement 

update equation is summarized as follows. 

 

(11) 

 

 

𝛿𝑋𝑘
+ is a posterior estimated state, which is the correction 

term with respect to the error state from �̂�𝑘
+  = �̂�𝑘

− ⊞
𝛿𝑋𝑘

+ . ⊞ is the operator defining the error state as the 

estimated error state and the correction term. ℎ(�̂�𝑘
−) is 

the measurement equation of the system, 𝐾𝑘  is the 
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Kalman gain, and 𝑃𝑘
−  is the prior covariance of the 

estimated error. 𝑇𝐻𝑘
 is the upper triangular matrix 

computed from the QR decomposition. 𝑄1𝑘
 is the unitary 

matrix computed from the QR decomposition, whose 

columns form bases for the range of 𝐻𝑋 . 𝑦𝑘  is the 

measurement, and 𝑅0𝑘
 is the covariance matrix of the 

measurement. 

The EKF-based MSCKF uses the prior estimate state as 

the linearization point. Therefore, the measurement is not 

reflected on the linearization point. However, the iterated 

EKF-based MSCKF first computes the posterior estimate 

state using the prior estimate state to reflect the 

measurement on the linearization point and iteratively 

computes the posterior estimate state to reduce the 

linearization point. Therefore, the adaptation of the 

iterated EKF to MSCKF is made through modification of 

equation 11 to 

 

(12) 

 

 

𝛿𝑋𝑘,𝑖+1
+   is the correction term at the 𝑖 + 1th iteration and 

ℎ(�̂�𝑘,𝑖
+ ) is the measurement equation of system, where 

posterior is reflected. 𝐾𝑘,𝑖, 𝑇𝐻𝑘,𝑖
, and 𝑄1𝑘,𝑖

 are the Kalman 

gain, the upper triangular matrix, and the unitary matrix, 

respectively, at the 𝑖th iteration. The combination of the 

iterated EKF and the low-pass pyramid results in a 

reduction of the residual, which implies the improvement 

of linearization error due to the high non-linearity of the 

image gradients. 

 

 
Fig. 1. Attitude and position RMSE 

 

6. Experimental Results 

The proposed algorithm is evaluated at a real-world 

dataset to verify that it is more robust to the illumination 

change than the feature-based and intensity-based 

methods. EuRoC real-world dataset is collected from an 

on-board hex-rotor helicopter. This dataset provides 

stereo images, IMU data, and 6-DOF ground-truth. 

Illumination change due to the camera's automatic 

exposure time is included in the image. The performance 

of our proposed algorithm is analyzed on five different 

sequences collected in the same indoor environment, and 

MAV travels 94.86 m in 134.8 s on average. 

The experiment result is summarized in Fig. 1. It reports 

that the average 3D position RMSE of the feature-based 

method is less than that of the intensity-based method. 

This result implies that the illumination change strongly 

influences the image intensity, while the reprojected 

feature position is less influenced. The feature-based 

method is less influenced because the extracted feature 

position's accuracy depends on motion-blur, not the 

illumination change. Average 3D position RMSE of the 

intensity-based method is reduced by utilizing the image 

gradient 

 

7. Conclusion 

In this paper, we have proposed the utilization of image 

gradients as measurements in the monocular MSCKF-

based VIO algorithm with an adaptation of iterated EKF 

with the low-pass pyramid. The novel measurement is 

used to tackle the illumination change environment, 

where the photometric-consistency assumption is 

violated. Unlike the conventional method, which utilizes 

the image feature coordinates, our proposed algorithm 

utilizes the image gradients along the horizontal and 

vertical direction of the image with the adaptation of 

iterated EKF and low-pass pyramid. The performance of 

the proposed algorithm is analyzed by comparing it to 

that of feature-based and intensity-based methods at the 

real-world dataset. Our experimental result reports that 

our proposed algorithm's accuracy of both 3D attitude 

and position estimation outperforms both feature-based 

and intensity-based algorithms. 
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Abstract 

A method has been proposed for embedding another photographic image (image B) in a photographic image (image 

A). An image (image A') is generated by embedding information of image B in image A, and then an image (image 

B') is restored by extracting information from image A'. The conventional methods can only embed one photographic 

image in one photographic image. Therefore, we extend the conventional method and propose a method for 

embedding multiple photographic images in one photographic image. In our method, as more images B are embedding 

in image A, the image quality of image A' deteriorates, but the image quality of images B' dose not deteriorate. To 

verify the effectiveness of our method, experiments using various photographic images were performed. As a result 

of the experiments, the relationship between the number of images B and the image quality of image A' was clarified. 

Keywords: Multiple photographic images, Embedding, Restoring, Digital watermark 

 

1. Introduction 

Digital watermarking [1] methods have been proposed 

that uses two photographic images of the same size with 

256 gradations and embed another photographic image in 

one of the photographic images [2], [3]. The conventional 

methods [2], [3] embed one photographic image (image 

B) in one photographic image (image A). An image 

(image A') is generated by embedding information of 

image B in image A, and then an image (image B') is 

restored by extracting information from image A'. Images 

A and A' are similar, and images B and B' are similar. To 

make people unaware that image B is embedded in image 

A', the difference between images A and A' must be 

visually unrecognizable. In the conventional method [2],  

each pixel value of pixels in image B whose horizontal 

and vertical positions are odd numbers is embedded in 4 

pixels in image A. At that time, the pixel values in image 

A are changed within ±2, and then  image A' is generated. 

In the conventional method [3],  each pixel value of pixels 

in image B whose horizontal and vertical positions are the 

values of the tolerance sequence with first term 2 and 

tolerance 3 is embedded in 8 pixels in image A. At that 

time, the pixel values in image A are changed within ±1, 

and then image A' is generated. It is known through 

experiments that the conventional method [3] reduces the 

difference between images A and A' about 60% 

compared to the conventional method [2]. On the other 

hand, the conventional method [3] is known to have a 

larger difference between images B and B' than the 

conventional method [2]. In the conventional methods [2], 

[3], it is important not to be aware that image B is 

embedded in image A', so we focus on the conventional 

method [3]. 

Since the conventional method [3] can only embed one 

photographic image in one photographic image, we 

extend the conventional method [3] and propose a 

method for embedding multiple photographic images in 

one photographic image. In our method, as more images 

B are embedding in image A, the image quality of image 

A' deteriorates, but the image quality of images B' dose 

not deteriorate. To verify the effectiveness of our method, 

experiments using various photographic images were 

performed. As a result of the experiments, the 

relationship between the number of images B and the 

image quality of image A' was clarified. 

2. Our Method 

Our method generates image A' by embedding images 

B𝑜 (𝑜 = 1,2, ⋯ , 𝑂) in image A, where 𝑂 is the number of 

images B𝑜 to be embedded in image A, and then images 

B′𝑜 are restored from image A'. A conceptual diagram of 

our method is shown in Fig. 1. The pixel values for spatial 

coordinates (𝑖, 𝑗) (𝑖 = 1,2, ⋯ , 𝐼; 𝑗 = 1,2, ⋯ , 𝐽) of images 

A, B, A' and B' are defined as 𝑓A,𝑖,𝑗 , 𝑓B𝑜,𝑖,𝑗 , 𝑓A′,𝑖,𝑗  and 

𝑓B′𝑜,𝑖,𝑗 , respectively. Images A, B𝑜 , A' and B′𝑜  are the 
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same size and have 256 gradations from 0 to 255. The 

methods for embedding images B𝑜  in image A and 

restoring images B′𝑜 from image A' are described below. 

 

 

 

 

 

Fig. 1. Conceptual diagram of our method 

2.1. Embedding method 

Let the binary representations of 𝑓B𝑜,𝑘,𝑙 be 𝑏B𝑜,𝑝,𝑘,𝑙 (𝑝 =

1,2, ⋯ ,8 ), and the following relationship (Eq. (1)) is 

established, where  𝑘 (= 2,5,8, ⋯) and 𝑙 (= 2,5,8, ⋯) are 

the values of the tolerance sequence with first term 2 and 

tolerance 3. 

𝑓B𝑜,𝑘,𝑙 = ∑ 28−𝑝8
𝑝=1 𝑏B𝑜,𝑝,𝑘,𝑙                                     (1) 

Information is respectively embedded in 𝑓A,𝑘−1,𝑙−1 , 

𝑓A,𝑘,𝑙−1 , 𝑓A,𝑘+1,𝑙−1 , 𝑓A,𝑘−1,𝑙 , 𝑓A,𝑘+1,𝑙 , 𝑓A,𝑘−1,𝑙+1 , 𝑓A,𝑘,𝑙+1 

and 𝑓A,𝑘+1,𝑙+1 using the values 𝑏B𝑜,1,𝑘,𝑙 , 𝑏B𝑜,2,𝑘,𝑙, 𝑏B𝑜,3,𝑘,𝑙, 

𝑏B𝑜,4,𝑘,𝑙 , 𝑏B𝑜,5,𝑘,𝑙 , 𝑏B𝑜,6,𝑘,𝑙 , 𝑏B𝑜,7,𝑘,𝑙  and 𝑏B𝑜,8,𝑘,𝑙 , and then 

𝑓A′,𝑘−1,𝑙−1 , 𝑓A′,𝑘,𝑙−1 , 𝑓A′,𝑘+1,𝑙−1 , 𝑓A′,𝑘−1,𝑙 , 𝑓A′,𝑘+1,𝑙 , 

𝑓A′,𝑘−1,𝑙+1 , 𝑓A′,𝑘,𝑙+1  and 𝑓A′,𝑘+1,𝑙+1  are generated. Note 

that 𝑓A′,𝑘,𝑙  is the same value as 𝑓A,𝑘,𝑙 . Since 𝑓A′,𝑘−1,𝑙−1 , 

𝑓A′,𝑘,𝑙−1 , 𝑓A′,𝑘+1,𝑙−1 , 𝑓A′,𝑘−1,𝑙 , 𝑓A′,𝑘+1,𝑙 , 𝑓A′,𝑘−1,𝑙+1 , 

𝑓A′,𝑘,𝑙+1  and 𝑓A′,𝑘+1,𝑙+1  are calculated in the same 

procedure, only the case of 𝑓A′,𝑘−1,𝑙−1 is described below. 

The values 𝑐A,𝑘−1,𝑙−1, which are integers greater than or 

equal to 0 and less than 2𝑂, are calculated from the pixel 

values 𝑓A,𝑘−1,𝑙−1 by the following Eq. (2). 

𝑐A,𝑘−1,𝑙−1 = 𝑓A,𝑘−1,𝑙−1 % 2𝑂                                    (2) 

where % represents a remainder operation. The values 

𝑐B,𝑘−1,𝑙−1, which are integers greater than or equal to 0 

and less than 2𝑂, are calculated from the values 𝑏B𝑜,1,𝑘,𝑙 

by the following Eq. (3). 

𝑐B,𝑘−1,𝑙−1 = ∑ 2𝑂−𝑜𝑂
𝑜=1 𝑏B𝑜,1,𝑘,𝑙                               (3) 

The values 𝑓A′,𝑘−1,𝑙−1 are calculated by the following Eq. 

(4). 

𝑓A′,𝑘−1,𝑙−1 = 𝑓A,𝑘−1,𝑙−1 − 𝑐A,𝑘−1,𝑙−1 + 𝑐B,𝑘−1,𝑙−1     (4) 

If 𝑓A′,𝑘−1,𝑙−1  is smaller than 0, we must add 2𝑂  to 

𝑓A′,𝑘−1,𝑙−1 . If 𝑓A′,𝑘−1,𝑙−1  is greater than 255, we must 

subtract  2𝑂 from 𝑓A′,𝑘−1,𝑙−1. 

When embedding images B𝑜 in image A, our method 

changes the pixel values of image A within plus or minus 

2𝑂 − 1, and then generates image A'. As more images B𝑜 

are embedding in image A, the image quality of image A' 

deteriorates. 

2.2. Restoring method 

Let the binary representations of 𝑓A′,𝑖,𝑗%2𝑂 be 𝑏A′,𝑜,𝑖,𝑗, 

and the following relationship (Eq. (5)) is established. 

𝑓A′,𝑖,𝑗%2𝑂 = ∑ 2𝑂−𝑜𝑂
𝑜=1 𝑏A′,𝑜,𝑖,𝑗                               (5) 

The pixel values𝑓B′𝑜,𝑘,𝑙  for spatial coordinates (𝑘, 𝑙) are 

restored by the following Eq. (6). 

𝑓B′𝑜,𝑘,𝑙 = 128𝑏A′,o,𝑘−1,𝑙−1 + 64𝑏A′,o,𝑘,𝑙−1 +

                   32𝑏A′,o,𝑘+1,𝑙−1 + 16𝑏A′,o,𝑘−1,𝑙 + 8𝑏A′,o,𝑘+1,𝑙 +

                   4𝑏A′,o,𝑘−1,𝑙+1 + 2𝑏A′,o,𝑘,𝑙+1 + 𝑏A′,o,𝑘+1,𝑙+1  

The pixel values 𝑓B′𝑜,𝑘′,𝑙′ for spatial coordinates (𝑘′, 𝑙′) 

other than (𝑘, 𝑙) are restored by the following Eq. (7) and 

Eq. (8). 

𝑓B′𝑜,𝑘′,𝑙′ =
∑ ∑ 𝑓B′𝑜,𝑘′+𝑚,𝑙′+𝑛𝑑𝑚,𝑛

2
𝑛=−2

2
𝑚=−2

𝑑𝑚,𝑛
                   (7) 

𝑑𝑚,𝑛 =
1

√𝑚2+𝑛2
                                                         (8) 

where 𝑚 and 𝑛 are the relative positions from the target 

pixel. Note that Eq. (7) is calculated using only the pixel 

values 𝑓B′𝑜,𝑘,𝑙 obtained in Eq. (6). 

3. Experiments 

In this experiment, Lena image shown in Fig. 2 was 

used as image A, and 4 photographic images shown in 

Fig. 3 were used as images B𝑜. The size of all image A 

and images B𝑜  was 256 * 256 pixels. Visual and 

quantitative evaluations were performed to verify the 

effectiveness of our method. 

 

 

 

 

 

Fig. 2. Lena image (image A) 

 

 

 

 

 

 

(a) Airplane     (b) Barbara       (c) Boat    (d)Cameraman 

Fig. 3. Various photographic images (images B𝑜) 

(6) 
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3.1. Evaluation of embedded images 

Averages of absolute values of the differences between 

the pixel values of image A and images A' were 

calculated. Hereinafter, the averages are referred to as 

difference averages. The difference averages for 4 cases 

of embedding one image B𝑜 are shown in Table 1. The 

difference averages for 6 cases of embedding 2 images 

B𝑜 are shown in Table 2. For example, "(a)+(b)" in Table 

1 means that 2 images B𝑜  (a) and (b) of Fig. 3 are 

embedded. The difference averages for 4 cases of 

embedding 3 images B𝑜  are shown in Table 3. The 

difference average for one case of embedding 4 images 

B𝑜 is shown in Table 4. From Table 1 to 4, it was found 

that the larger the number of images B𝑜 to be embedded 

in image A, the larger the difference averFiage. 

Table 1. Difference averages between image A and 

images A' for 4 cases of embedding one image B𝑜 

Symbols of images B𝑜 Difference averages 

(a) 0.443 

(b) 0.442 

(c) 0.443 

(d) 0.442 

 

Table 2. Difference averages between image A and 

images A' for 6 cases of embedding 2 images B𝑜 

Symbols of images B𝑜 Difference averages 

(a) + (b) 1.093 

(a) + (c) 1.100 

(a) + (d) 1.092 

(b) + (c) 1.099 

(b) + (d) 1.096 

(c) + (d) 1.127 

 

Table 3. Difference averages between image A and 

images A' for 4 cases of embedding 3 images B𝑜 

Symbols of images B𝑜 Difference averages 

(a) + (b) + (c) 2.302 

(a) + (b) + (d) 2.291 

(a) + (c) + (d) 2.320 

(b) + (c) + (d) 2.316 

 

Table 4. Difference averages between image A and 

images A' for one case of embedding 4 images B𝑜 

Symbols of images B𝑜 Difference averages 

(a) + (b) + (c) + (d) 4.711 

Next, the differences between image A and images A' 

were visually evaluated. Images A' for 4 cases of 

embedding one image B𝑜 are shown in Fig. 4, Images A' 

for 6 cases of embedding 2 images B𝑜 are shown in Fig. 

5. Images A' for 4 cases of embedding 3 images B𝑜 are 

shown in Fig. 6. Image A' for one case of embedding 4 

images B𝑜 is shown in Fig. 7. From Fig. 2 and 4 to 7, it 

was found that images A', in which one and 2 images B𝑜 

were embedded, were visually unrecognizable as 

different from image A. It was also found that images A', 

in which one or 3 images B𝑜  were embedded, were 

slightly recognizable as different from image A, and 

image A', in which one or 4 images B𝑜 were embedded, 

were clearly recognizable as different from image A. 

 

 

 

 

 

(a)                 (b)                   (c)                  (d) 

Fig. 4. Images A' for 4 cases of embedding one image B𝑜 

 

 

 

 

 

 

  (a) + (b)         (a) + (c)          (a) + (d)         (b) + (c) 

 

 

 

 

 

    (b) + (d)         (c) + (d) 

Fig. 5. Images A' for 6 cases of embedding 2 images B𝑜 

 

 

 

 

 

 

(a) + (b) + (c) (a) + (b) + (d) (a) + (c) + (d) (b) + (c) + (d) 

Fig. 6. Images A' for 4 cases of embedding 3 images B𝑜 

 

 

 

 

 

 

(a) + (b) + (c) + (d) 

Fig. 7. Images A' for one case of embedding 4 images B𝑜 

3.2. Evaluation of restored images 

Difference averages between images B𝑜  and images 

B′𝑜  restored from images A' were calculated. The 

difference averages in this case are the same value no 

matter how many images B𝑜  are embedded. The 

difference averages are shown in Table 5. Additionally, 

images B′𝑜  are shown in Fig. 8. Images B′𝑜  do not 

change no matter how many images B𝑜  are embedded. 

From Table 5, it was found that the difference averages 

were somewhat larger, ranging from 6 to 13 values. 

However, from Fig. 3 and 8, it was found that images B′𝑜 

are fully recognizable as same as images B𝑜 , although 

images B′𝑜 were disturbed at the edges. 
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Table 5. Difference averages between images B𝑜 and 

images B′𝑜 

Symbols of images B𝑜 Difference averages 

(a) 8.265 

(b) 12.717 

(c) 6.642 

(d) 8.191 

 

 

 

 

 

 

Fig. 8. Images B′𝑜 

4. Conclusion 

We proposed a method for embedding multiple 

photographic images (images B𝑜 ) in one photographic 

image (image A). An image (image A') was generated by 

embedding information of images B𝑜  in image A, and 

then an image (images B′𝑜) was restored by extracting 

information from image A'. In our method, as more 

images B were embedding in image A, the image quality 

of image A' deteriorated, but the image quality of images 

images B′𝑜  did not deteriorate. To verify the 

effectiveness of our method, experiments using various 

photographic images were performed. As a result of the 

experiments, it was found that images A', in which one 

and 2 images B𝑜  were embedded, were visually 

unrecognizable as different from image A. Additionally, 

it was found that images A', in which one or 3 images B𝑜 

were embedded, were slightly recognizable as different 

from image A, and image A', in which one or 4 images 

B𝑜  were embedded, were clearly recognizable as 

different from image A.  

A future task is to be able to apply our method to 

photographic images of different sizes. 
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Abstract 

We propose a non-photorealistic rendering method for automatically generating flowing-line images from 

photographic images. Flowing-line images consist of unidirectional lines with smooth curves. Our method is executed 

by an iterative calculation using vertical and horizontal smoothing filters. To verify the effectiveness of our method, 

we conducted an experiment using various photographic images to confirm that flowing-line patterns can be generated 

on the entire image. Additionally, we conducted an experiment to visually examine how flowing-line patterns 

generated by changing the values of the parameters in our method change. 

Keywords: Non-photorealistic rendering, Flowing line, Vertical smoothing filter, Horizontal smoothing filter, 

Automatic generation 

 

1. Introduction 

Many studies [1],[2] have been conducted on non-

photorealistic rendering using computer technology. 

Since non-photorealistic rendering targets all expressions 

other than realistic expressions by photorealistic 

rendering, there are various methods for dealing with 

various styles and uses. We focus on non-photorealistic 

rendering methods that use image processing to generate 

non-photorealistic images that are different from 

conventional art expressions such as oil paintings and 

watercolors. As non-photorealistic rendering methods of 

the unprecedented art expressions, many methods for 

generating labyrinth images [3], cell-like images [4], and 

moire-like images [5] from photographic images have 

been proposed. Labyrinth images are composed of 

equally spaced lines like a maze and are generated using 

minimum spanning trees, cell-like images are composed 

of cell-like patterns with cell membranes and cell nuclei 

and are generated using inverse iris filter, and moire-like 

images are a kind of op art and are generated using 

bilateral filter and unsharp musk. 

We propose a non-photorealistic rendering method for 

automatically generating flowing-line images from 

photographic images. Flowing-line images are composed 

of unidirectional (here vertical) lines with smooth curves. 

The black lines are thickly represented at the edges and 

black areas of photographic images, and are represented 

along the edges in the nearly vertical direction. Our 

method is executed by an iterative calculation using 

vertical and horizontal smoothing filters. As images 

similar to flowing-line images, non-photorealistic 

rendering methods for generating ripple images has been 

proposed [6],[7]. Ripple images are composed of 

continuous lines with fluctuations and are generated 

using inverse Sobel filter [6] or intensity gradients [7]. 

Flowing-line images are represented by the lines closer to 

the binary value of black and white than ripple images, 

and flowing-line images and ripple images have different 

impressions. The conventional method [8] is executed by 

an iterative calculation using circular-sector-type 

smoothing filter and inverse filter [9]. Ripple images [8] 

are more similar to flowing-line images than ripple 

images [6],[7], but flowing-line patterns are slightly more 

linear than ripple patterns. In the conventional methods 

[6],[7],[8], ripple patterns cannot be generated in white 

and black areas. On the other hand, our method can 

generate flowing-line patterns in the white and black 

areas. Through an experiment using various photographic 

images, our method examines that flowing-line patterns 

can be generated on the entire image. Additionally, 

through an experiment that changes the values of the 

parameters in our method, how the generated flowing-

line patterns change is examined. 

2. Our method 

Our method is largely executed in three steps. First, 

since flowing-line patterns are unlikely to occur in the 

white and black areas, gray scale transformation is 

performed on a photographic image. The gray scale 

transformation eliminates pixel values close to white and 

black, and eliminates areas where flowing-line patterns 

cannot be generated. Second, processing is performed 
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using horizontal smoothing filter and inverse filter. Third, 

processing is performed using vertical smoothing filter. 

A flowing-line image is generated by iterating through 

the second and third steps. A flow chart of our method is 

shown in Fig. 1.    

 

 

 

 

 

 

Fig. 1. Flow chart of our method 

Details of the steps in Fig. 1. are explained below. 

Step 0: Let the input pixel values on coordinates (𝑖, 𝑗) of 

a gray-scale photographic image be 𝑜𝑖,𝑗. The pixel 

values  𝑜𝑖,𝑗  have value of 𝑈 gradation from 0 to 

𝑈 − 1.  

Step 1: Let the pixel values that have undergone gray 

scale transformation as shown in the following 

equation be 𝑓𝑖,𝑗.  

   𝑓𝑖,𝑗 = 𝑜𝑖,𝑗  
𝑈−2𝐷−1

𝑈−1
+ 𝐷                                   (1) 

            where 𝐷 is a natural number. The larger the value 

of 𝐷, the fewer pixels that are close to white or 

black. When the value of 𝐷 is 0, the pixel values 

𝑓𝑖,𝑗  have the same pixel values as the original 

photographic image. 

Step 2: Let the pixel values of the image at the 𝑡 -th 

iteration number be 𝑓𝑖,𝑗
(𝑡)

, where 𝑓𝑖,𝑗
(0)

= 𝑓𝑖,𝑗 . Let 

the pixel values that horizontal smoothing filter is 

applied as shown in the following equation be 

𝑠1,𝑖,𝑗
(𝑡)

. 

            𝑠1,𝑖,𝑗
(𝑡)

=
∑ 𝑓𝑖+𝑘,𝑗

(𝑡−1)𝑊1
𝑘=−𝑊1

2𝑊1+1
                                        (2) 

            where 𝑊1  is the window size and 𝑘  is the 

positions in the window. Let the pixel values that 

inverse filter is applied as shown in the following 

equation be 𝑔𝑖,𝑗
(𝑡)

. 

            𝑔𝑖,𝑗
(𝑡)

= 𝑓𝑖,𝑗
(𝑡−1)

− 𝑠1,𝑖,𝑗
(𝑡)

+ 𝑓𝑖,𝑗                             (3) 

            If 𝑔𝑖,𝑗
(𝑡)

 is smaller than 0, then 𝑔𝑖,𝑗
(𝑡)

 must be set to 0, 

and if 𝑔𝑖,𝑗
(𝑡)

 is greater than 𝑈 − 1, then 𝑔𝑖,𝑗
(𝑡)

 must 

be set to 𝑈 − 1. 

Step 3: Let the pixel values that vertical smoothing filter 

is applied as shown in the following equation be 

𝑓𝑖,𝑗
(𝑡)

. 

            𝑓𝑖,𝑗
(𝑡)

=
∑ 𝑔𝑖,𝑗+𝑙

(𝑡)𝑊2
𝑙=−𝑊2

2𝑊2+1
                                           (4) 

            where 𝑊2  is the window size and 𝑙  is the 

positions in the window. 

            A flowing-line image is obtained after 𝑇  times 

iteration of Steps 2 and 3. 

3. Experiments 

We conducted two experiments. First, we visually 

confirmed flowing-line patterns by changing the values 

of the parameters in our method using Lighthouse image 

shown in Fig. 2. Second, we applied our method to eight 

photographic images shown in Fig. 3. All photographic 

images used in the experiments were 512 * 512 pixels and 

256 gradations. 

 

 

 

 

 

Fig. 2. Lighthouse image 

 

 

 

 

 

 

 

 

 

Fig. 3. Photographic images 

3.1. Experiment with changing parameter values 

Flowing-line images generated by changing the 

iteration number 𝑇  were visually confirmed using 

Lighthouse image. The value of 𝑇 was set to 5, 10, 20, 

and 40. The values of the other parameters 𝐷, 𝑊1, and 𝑊2 

were set to 10, 6, and 3, respectively. The results of the 

experiment are shown in Fig. 4. As the value of 𝑇 was 

larger, flowing-line patterns became clearer and were 

expressed finely. 

Flowing-line images generated by changing the value 

of the parameter 𝐷  were visually confirmed using 

Lighthouse image. The value of 𝐷 was set to 0, 10, 20, 

and 30. The values of the other parameters 𝑇, 𝑊1, and 𝑊2 

were set to 40, 6, and 3, respectively. The results of the 

experiment are shown in Fig. 5. As the value of 𝐷 was 

larger, flowing-line patterns became clearer in the white 

area at the bottom of Lighthouse image. On the other 

hand, as the value of 𝐷  was larger, it became more 

difficult to recall Lighthouse image. 

Flowing-line images generated by changing the 

window size 𝑊1  were visually confirmed using 
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Lighthouse image. The window size 𝑊1 was set to 2, 4, 

6, and 8. The values of the other parameters 𝑇, 𝐷, and 𝑊2 

were set to 40, 10, and 3, respectively. The results of the 

experiment are shown in Fig. 6. As the value of 𝑊1 was 

larger, the interval of flowing-line patterns became wider. 

Flowing-line images generated by changing the 

window size  𝑊2  were visually confirmed using 

Lighthouse image. The window size  𝑊2 was set to 1, 2, 

3, and 4. The values of the other parameters 𝑇, 𝐷, and 𝑊1 

 

 

 

 

 

 

 

 

 

 

              (a) 𝑇 = 5                              (b) 𝑇 = 10 

 

 

 

 

 

 

 

 

 

 

             (c) 𝑇 = 20                              (d) 𝑇 = 40 

Fig. 4. Flowing-line images in the case of the iteration 

number 𝑇 = 5, 10, 20, and 40 

 

 

 

 

 

 

 

 

 

 

 

              (a) 𝐷 = 0                              (b) 𝐷 = 10 

 

 

 

 

 

 

 

 

 

 

             (c) 𝐷 = 20                              (d) 𝐷 = 30 

Fig. 5. Flowing-line images in the case of the parameter 

value 𝐷 = 0, 10, 20, and 30 

were set to 40, 10, and 6, respectively. The results of the 

experiment are shown in Fig. 7. As the value of  𝑊2 was 

larger, flowing-line patterns became smoother. 

Furthermore, in Figs. 4 to 7, it was also found that 

flowing-line patterns can be generate in the white area at 

the bottom of Lighthouse image. 

 

 

 

 

 

 

 

 

 

 

 

 

 

             (a) 𝑊1= 2                              (b) 𝑊1 = 4 

 

 

 

 

 

 

 

 

 

 

             (c) 𝑊1= 6                              (d) 𝑊1 = 8 

Fig. 6. Flowing-line images in the case of the window 

size 𝑊1 = 2, 4, 6, and 8 

 

 

 

 

 

 

 

 

 

 

 

             (a) 𝑊2= 1                              (b) 𝑊2 = 2 

 

 

 

 

 

 

 

 

 

 

             (c) 𝑊2= 3                              (d) 𝑊2 = 4 

Fig. 7. Flowing-line images in the case of the window 

size 𝑊2 = 1, 2, 3, and 4 
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3.2. Experiment using eight photographic images 

Our method was applied to eight photographic images 

shown in Fig. 3. The values of the parameters 𝑇, 𝐷, 𝑊1, 

and 𝑊2  were set to 40, 10, 6, and 3, respectively. The 

results of the experiment are shown in Fig. 8. For all 

flowing-line images, flowing-line patterns were 

composed of unidirectional (here vertical) lines with 

smooth curves, and could be automatically generated on 

the entire image. Looking at more details, the black lines 

were thickly represented at the edges and black areas 

(clothes, hair, etc. in the lower left image) of 

photographic images, and were represented along the 

edges in the nearly vertical direction. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 8. Flowing-line images 

4. Conclusion 

We proposed a non-photorealistic rendering method for 

generating flowing-line images from gray-scale 

photographic images using vertical and horizontal 

smoothing filters. Through an experiment using nine 

photographic images, it was found that our method can 

automatically generate flowing-line patterns on the entire 

images. Additionally, through an experiment that the 

values of the parameters in our method were changed, it 

was found that the interval and smoothness of flowing-

line patterns can be changed. 

A subject for future study is to expand our method for 

application to color photographic images, videos, and 

three-dimensional data. 
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Abstract 

It is crucial for individuals to keep walking and stay healthy to prevent receiving nursing care. This paper proposes a 

method of recognizing walk motions and analyzing the gait cycle of a human focusing on his/her posture. We use 43 

structural features defined from human joint coordinates obtained using OpenPose and 18 figural features from human 

domain images and their difference images. The feature vector containing these 61 features is used for the recognition 

of walk motion by Random Forest. In the experiment, we applied the method to recognizing six types of motions and 

analyzed the walk gait cycles of five persons, and obtained satisfactory results. 

Keywords: OpenPose, images of human area, human walk motion, structural feature, figural feature, gait cycle 

 

1. Introduction 

According to the Ministry of Health, Labour and 

Welfare's ‘Physical Activity Standards for Health 

Promotion’ [1], increasing the amount of daily physical 

activity can reduce the risk of deterioration of life 

functions and other problems. Therefore, it is 

recommended to maintain a certain intensity of physical 

activity (walking or equivalent movements). The purpose 

of this research is to recognize human daily motions and 

analyze the information obtained from them. 

Previous studies include posture and motion 

recognition methods that use a chest-mounted camera by 

the first person viewpoint called MY VISION [2][3], 

gait recognition by integrating the gait silhouette input 

into a CNN [4], and a method that evaluates movement 

based on the skeletal trajectory of the whole body using 

depth data [5]. There is a motion recognition method [6] 

using an extension of Motion History Image (MHI) 

called Triplet Motion Representation Images, with 

Histograms of Oriented Optical Flow. However, 

attaching a measurement device to a person may cause 

unnatural movements. It is necessary to consider an 

actual living environment. 

In this paper, we propose a method of recognizing 

human posture and gait motion based on human joint 

positions and image features, as well as a method of 

analyzing gait motion based on the gait cycle, using a 

random forest classifier [7] based on a 61-dimensional 

feature vector. 

 

 
(a) (b) 

Fig. 1. Figural and structural features. (a) Human 

domain image, (b) joint coordinates 

2. Foreground Extraction 

To recognize a motion from the shape features of a 

human domain image, the human domain is extracted 

from the image as the foreground. In this paper, the 

sequential background estimation method based on the 

Gaussian mixture model [8][9] is used to extract a human 

domain corresponding to background change. Then, the 

noise on the extracted human domain is removed by 

expansion and contraction processing and it is trimmed to 

a rectangle of a specified scale. Figural features are 

extracted from the human domain using the binary and 

frame difference images shown in Fig. 1(a). After having 

the foreground, figural features are extracted by the step 

in 3.1  

959



Miki Ooba, Yui Tanjo 

©The 2024 International Conference on Artificial Life and Robotics (ICAROB2024), J:COM HorutoHall, Oita, Japan, 2024 

3. Feature Extraction 

We use figural features and structural features to 

recognize human motion and its gait cycles.  

3.1 Figural Features 

Our aim is to extract effective features from human 

posture images. Eight kinds of figural features used in the 

proposed method can be categorized as follows. 

 

1) Image aspect ratio: The ratio of the height to the width 

of the human domain image. 

2) Percentage of a white pixel area in a rectangle: The 

percentage of a white pixel area in the human domain 

image. 

3) Hand swing (upper body width): The difference 

between the rightmost and the leftmost points at 60% of 

the height of the upper body of the human domain image. 

4) Shoulder height: The y coordinate at which the number 

of white pixels per line exceeds a threshold when the 

image is scanned from the upper left to the lower right. 

The threshold was experimentally set at 40 pixels to 

distinguish between a stretch out the back posture and 

others. 

5) Length of the contour line at the bottom of the human 

region image: The length of the contour line at the bottom 

40% of the height of the person area image. 

6) Body asymmetry: The center of gravity of the lower 

40% portion of the person area, and the percentage of the 

area to the left of the center of gravity in the white pixel 

area. 

7) Position of the center of gravity: The distance of the 

center of gravity of the head from the centerline of the 

image. 

8) Number of white pixels of the difference image: The 

number of white pixels in the 25% height area from the 

bottom of the difference image. 

Since features 2), 3) and 5) take periodic values, their 

minimum and maximum values are also extracted and 

used as features. In this way, 18-dimensional figural 

features are obtained from the image of the human 

domain. 

3.2 Structural Features 

We extract the following six structural features (43 

dimensions) using human joint coordinates provided 

from OpenPose [10]. 

1) Knee, ankle, and elbow angles: The knee angle 

𝜃𝑘𝑛𝑒𝑒[deg] is calculated using the inner product of the hip 

and knee vectors as follows; 

𝒂 = (𝑥ℎ𝑖𝑝 − 𝑥𝑘𝑛𝑒𝑒 , 𝑦ℎ𝑖𝑝 − 𝑦𝑘𝑛𝑒𝑒) (1) 

𝒃 = (𝑥𝑎𝑛𝑘𝑙𝑒 − 𝑥𝑘𝑛𝑒𝑒 , 𝑦𝑎𝑛𝑘𝑙𝑒 − 𝑦𝑘𝑛𝑒𝑒) (2) 

𝜃𝑘𝑛𝑒𝑒 =
180

𝜋
cos−1

𝒂 ∙ 𝒃

‖𝒂‖‖𝒃‖
 (3) 

where (𝑥ℎ𝑖𝑝 , 𝑦ℎ𝑖𝑝) , (𝑥𝑘𝑛𝑒𝑒 , 𝑦𝑘𝑛𝑒𝑒) , (𝑥𝑎𝑛𝑘𝑙𝑒 , 𝑦𝑎𝑛𝑘𝑙𝑒)   are 

the coordinates of the hip, knee and ankle, respectively. 

Using the same method, the ankle angles 𝜃𝑎𝑛𝑘𝑙𝑒  (the 

inner product of toe and knee)and elbow angle 𝜃𝑒𝑙𝑏𝑜𝑤 

(the inner product of wrist and shoulder) are also obtained. 

2) Ankle-toe, Hip-ankle angle, and Body tilt: The angle 

between the ankle and toe relative to the horizontal line 

is defined as the ankle-toe angle 𝜃𝑖𝑛𝑠𝑡𝑒𝑝  [deg] and is 

given by; 

𝜃𝑖𝑛𝑠𝑡𝑒𝑝 =
180

𝜋
tan−1

𝑦𝑎𝑛𝑘𝑙𝑒 − 𝑦𝑡𝑜𝑒

𝑥𝑎𝑛𝑘𝑙𝑒 − 𝑥𝑡𝑜𝑒

 (4) 

where (𝑥𝑡𝑜𝑒 , 𝑦𝑡𝑜𝑒) is the coordinates of the toe as shown 

in Fig. 1(b). Similarly, we determine the hip-ankle angle 

𝜃ℎ𝑖𝑝−𝑎𝑛𝑘𝑙𝑒  (The angle between the vertical line of the hip-

ankle and the horizontal line of the left and the right hip) 

and the body inclination 𝜃𝑏𝑜𝑑𝑦𝑡𝑖𝑙𝑡  (The angle between the 

neck and the vertical line of the waist center). 

3) Steps, Hip-ankle distance, and Wrist-shoulder 

distance 

(a) Scale transformation: Using the length of a person's 

𝑡ℎ𝑖𝑔ℎ𝑠  [cm], the parameter 𝑠𝑐𝑎𝑙𝑒  [cm/pixel], which 

indicates how many centimeters one pixel corresponds to 

in the current frame, is calculated by the following; 

𝑠𝑐𝑎𝑙𝑒 =
𝑡ℎ𝑖𝑔ℎ𝑠

√(𝑥ℎ𝑖𝑝 − 𝑥𝑘𝑛𝑒𝑒)2 + (𝑦ℎ𝑖𝑝 − 𝑦𝑘𝑛𝑒𝑒)2
 (5) 

(b) Step width, Hip-ankle distance, Wrist-shoulder 

distance: The step width is calculated using the Euclidean 

distance between the left heel and the right heel as 

follows; 

𝑠𝑡𝑒𝑝_width 
= 𝑠𝑐𝑎𝑙𝑒

× √(𝑥𝑅ℎ𝑒𝑒𝑙 − 𝑥𝐿ℎ𝑒𝑒𝑙)2 + (𝑦𝑅ℎ𝑒𝑒𝑙 − 𝑦𝐿ℎ𝑒𝑒𝑙)2 

(6a) 

where (𝑥𝑅ℎ𝑒𝑒𝑙 , 𝑦𝑅ℎ𝑒𝑒𝑙)  and (𝑥𝐿ℎ𝑒𝑒𝑙 , 𝑦𝐿ℎ𝑒𝑒𝑙)  are the 

coordinates of the right and the left heel, respectively. 

Concurrently, the Euclidean distance between hip-ankle 

and wrist-shoulder is calculated as follows; 

∗ _# = 𝑠𝑐𝑎𝑙𝑒 × √(𝑥∗ − 𝑥#)2 + (𝑦∗ − 𝑦#)2 (6b) 
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where  * indicates hip (or wrist), and # indicates ankle (or 

shoulder).  (𝑥∗, 𝑦∗) and (𝑥#, 𝑦#)are the coordinates of hip 

and ankle or wrist and shoulder, respectively. 

4) Walk speed: The feature 𝑤𝑎𝑙𝑘_𝑠𝑝𝑒𝑒𝑑 [cm/s] indicates 

how long the coordinates of the waist center (𝑥𝑐0, 𝑦𝑐0) in 

the current frame have moved from  (𝑥𝑐𝑛 , 𝑦𝑐𝑛)  in the 

previous 𝑛  frames, and is given by the following 

equation; 

𝑤𝑎𝑙𝑘_𝑠𝑝𝑒𝑒𝑑
= 𝑠𝑐𝑎𝑙𝑒

×
√(𝑥𝑐0 − 𝑥𝑐𝑛)2 + (𝑦𝑐0 − 𝑦𝑐𝑛)2 × 𝑓𝑟𝑎𝑚𝑒_𝑟𝑎𝑡𝑒

𝑛
 

(7) 

where  (𝑥𝑐0, 𝑦𝑐0), (𝑥𝑐𝑛 , 𝑦𝑐𝑛)  are the coordinates of the 

center of the waist between the current frame and 

previous 𝑛 frames, whereas the frame_rate is a unit that 

indicates the number of the images makeup in one second 

in a video. 

5) Direction of motion: The direction of motion in the 

horizontal (x-axis) and in the vertical (y-axis) is obtained 

by vectorizing the displacement of the coordinates of the 

waist center during 𝑛 frames and multiplying it by 𝑠𝑐𝑎𝑙𝑒. 

𝑥 = (𝑥𝑐0 − 𝑥𝑐𝑛) × 𝑠𝑐𝑎𝑙𝑒 

𝑦 = (𝑦𝑐0 − 𝑦𝑐𝑛) × 𝑠𝑐𝑎𝑙𝑒 
(8) 

6) Difference of the foot joint heights and wrist height: 

The height of the knee, and heel  ℎ𝑒𝑖𝑔ℎ𝑡_∗  [cm] is 

calculated by the difference between the heights of the 

right and the left ℎ𝑒𝑖𝑔ℎ𝑡_∗, as follows; 

ℎ𝑒𝑖𝑔ℎ𝑡_∗ = |(𝑦𝑅∗ − 𝑦𝐿∗)| × 𝑠𝑐𝑎𝑙𝑒 (9) 

where * indicates knee, or heel, (𝑥𝑅∗, 𝑦𝑅∗) and  (𝑥𝐿∗, 𝑦𝐿∗) 

are the coordinates of the right and the left knee, or heel, 

respectively. Moreover, the height from floor to toe and 

the height from floor to wrist are calculated in the same 

way. 

Features such as knee and ankle angles are calculated 

with the left and the right foot, respectively. The feature 

values 1), 3), and 6) are then repeated for similar values 

in each gait cycle (e.g., in the walking motion, a person 

repeatedly bends and extends his/her knees). Therefore, 

in addition to the features 1) to 6) above in the current 

frame, the minimum and maximum values of these 

features in the past 𝑛  frames are included as features. 

This results in 43 dimensional features. 

Finally, from the figural and structural features, we 

represent a human posture using a 18+43=61-

dimensional feature vector. 

4. Learning and Identification 

The proposed method uses Random Forest [7] as a 

discriminator. 

Table 1. The number of frames in the video. 
Motion The number of frames 

A B C D E 

Normal 2351 2101 1878 2124 2192 

Forward leaning 3577 2830 2214 2290 2512 

Fall 400 407 405 309 278 

Help 394 327 511 375 565 

Sit 1322 1039 1336 877 849 

Sleep 1141 712 991 649 860 

Total 9185 7416 7335 6624 7256 

 

  
(a) walk (b) fall and sleep 

Fig. 2. Direction of the motion 

5. Experiment 

5.1. Experimental Method 

One fixed camera is set up at a height of 90 cm from an 

indoor floor to simulate a real-life situation. A person 

appears in the video, and the whole body is taken a video. 

The experiment was conducted on five subjects (22-23 

years old). They are referred to as A, B, C, D, and E. 

Table 1 shows the number of frames contained in each 

video. 

Six types of motions: Normal walking, forward leaning 

walk, falling, asking for help (beckoning to the camera), 

sitting, and sleeping are captured on video. Fig. 2 shows 

the direction. 

Gait cycle [11]: Gait cycle (seven periods) recognition 

is performed for normal walking, i.e. when walking from 

the right to the left, the target of the gait cycle is left foot, 

whereas when walking from the left to the right, the target 

of the gait cycle is right foot. So we simply call it left- 

right foot. We manually select seven periods of the 

normal walk and put the selected periods into seven 

classes for training. The seven classes (periods) are 

Loading Response (LR), Mid Stance (MSt), Terminal 

Stance (TSt), Pre swing (PSw), Initial Swing (ISw), Mid 

Swing (MSw), Terminal Swing (TSw). In the gait cycle, 

58 of the 61-dimensional features mentioned in section 3 

are used for training. However, posture Initial Contact at 

the start of the cycle is omitted. 

5.2. Method of Evaluation 

Leave-one-out cross-validation was applied to the 

experimental data. The percentage of correct frames to all 

frames is used for evaluation. In the gait cycle analysis, 

left-right balance is evaluated by determining the left-

right difference in the percentage of each period to the 

full video. 
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Table 2. Result of motion recognition 
Motion Precision [%] 

A B C D E Ave 

Normal walk 97.0 99.4 93.8 99.6 98.8 97.8 

Forward leaning 91.5 98.4 89.6 98.9 95.6 94.7 

Fall 81.3 75.2 87.7 87.7 78.4 82.0 

Help 79.7 82.0 95.1 99.2 99.3 92.1 

Sit 100 100 92.5 100 100 98.2 

Sleep 92.3 96.1 99.0 93.1 90.6 94.2 

 

Table 3. Result of gait cycle recognition  

Phases 
Periods 
(class) 

Precision [%] 

A B C D E Ave 

Stance 

phase 

LR 45.0 61.4 63.9 76.8 67.4 62.4 

MSt 88.7 90.7 90.8 94.5 85.3 89.9 

TSt 97.4 93.6 79.0 98.0 81.2 89.6 

PSw 55.8 77.6 77.3 68.5 67.8 67.8 

Swing 
phase 

ISw 87.9 90.4 86.8 87.4 75.2 85.4 

MSw 84.7 83.0 81.6 80.4 82.5 82.6 

TSw 91.8 81.0 66.1 90.9 78.5 81.9 

6. Results and Discussion 

6.1. Results 

Tables 2 and 3 show the motion and gait cycle 

recognition results, respectively. Note that, help and sit 

motion are recognized without considering the direction. 

Fig. 3 shows some of the images of the recognition results. 

The upper left of the image shows the motion and gait 

cycle recognition results. Table 4 shows the different 

ratios of each period of the gait cycle of walking from the 

right to the left (the gait cycle of left foot) and the left to 

the right (the gait cycle of right foot) of each subject. 

6.2. Discussion 

Motion Recognition: The overall average accuracy was 

95.2%. As shown in Table 2, Fall was less accurate than 

other motions, and the variation among subjects was 

greater than others. In fact, there are individual 

differences in the way the subject falls and shifts 

diagonally. Collecting more training data is needed. 

Gait cycle: The overall average accuracy was 82.4%. In 

many cases, the gait cycle class was recognized as the 

class before or after the class. This is because walking is 

a continuous motion and the before and after postures are 

similar. From Table 4, it is expected that subject A's Mst 

is shorter than that of the left, indicating a slight decrease 

in the muscle strength of the right leg. Since analysis of a 

subject gait cycle is dependent on the recognition rate, the 

recognition accuracy  in each class needs to be improved. 

7. Conclusion 

In this paper, we proposed a motion recognition and 

gait cycle analysis method using 61 features representing 

human posture and Random Forest as a discriminator. It 

was applied to the recognition of 6 motions and the 

analysis of 7 periods of gait cycles. Further study is 

needed to obtain more accurate values, such as step width,  

 
Fig. 3. Normal walk and the result of recognition 

 

Table 4. The difference of left-right foot. 

Phases 
Periods 

(class) 

left-right foot differences  [%] 

A B C D E 

Stance phase 

LR 0.3 -5.4 -2.4 2.0 2.5 

MSt 4.4 -0.3 0.3 0.8 -1.3 

TSt -1.9 1.4 0.7 0.9 0.8 

PSw -2.1 2.3 1.0 -1.1 1.1 

Swing phase 

ISw 0.6 -4.3 1.0 -3.7 0.4 

MSw -0.4 1.4 0.1 2.7 0.7 

TSw -0.8 4.8 -0.7 -1.7 -4.2 

for human health, and to identify the cases where multiple 

movements and directions are mixed. If we can provide 

accurate and appropriate advices to individuals, we will 

be able to offer better health services. 
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Abstract 

Visually impaired people face several difficulties in indoor activities, such as spending excessive time in locating 

objects. This paper proposes a method for assisting object acquisition by detecting desired objects and guiding users 

to them. The method requests a user to express the object he/she wants to acquire verbally and utilizes speech 

recognition to detect the specified object. Subsequently, the system guides in voice the user's hand to the location of 

the desired object. The performance of the method is experimentally shown. The method contributes to enhancing the 

comfort of indoor activities of visually impaired and, in this way, improves their quality of life. 

Keywords: MY VISION, Visually impaired, QOL, Object acquisition, Network diagram 

 

1. Introduction 

Many people around the world suffer from visually 

impaired vision, a condition that interferes with their 

daily lives due to persistent vision loss. According to a 

report [1] published by the World Health Organization 

(WHO) in 2019, the number of people with visual 

difficulties worldwide is estimated to be at least 2.2 

billion, and there are concerns that the number of people 

affected will increase further due to population growth 

and aging. 

In response to this worldwide social problem of 

visibility difficulties, a great deal of research and 

development has been conducted to support the daily 

lives of people with visibility difficulties. For example, 

there has been the development of a pedestrian crossing 

navigation system using smart glasses to enable people 

with vision difficulties to safely walk across pedestrian 

crossings alone [2][3][4][5], and the development of a 

system to assist people in getting on and off public 

transportation [6][7]. 

As in the above studies, much of the research on 

assisting people with vision difficulties tends to focus on 

supporting outdoor activities. However, there are many 

problems that occur during indoor activities, such as 

spending excessive time for acquiring an object when 

looking for it at home. Therefore, the purpose of this 

study is to improve the quality of life (QOL) of people 

with visual acuity difficulties by focusing on a proposal 

for an object acquisition support method, which plays a 

part in supporting indoor activities for people with visual 

acuity difficulties.  

Currently, an application has been released that uses a 

smartphone to capture a registered object with a camera 

and read it aloud to the user[8]. This application is very 

useful for identifying objects that are similar in shape, but 

since it assumes that the object's location can be 

accurately identified and captured by the camera, it does 

not work unless the visually impaired person knows the 

object's location. In addition, as a study that addresses the 

guidance of object acquisition paths, a system has been 

proposed by J.P. Docto et al. [9], in which a smart glove 

is worn by a visually impaired person and guides him or 

her to the object utilizing the built-in camera and sensors. 

This system does not require text input or touch operation 

and is easy for visually impaired people to handle. 

However, in practical use, there are issues related to 

practicality, such as the time and effort required to put on 

and take off the gloves, the weight of the gloves when 

they are worn, and the resistance caused by the wiring. 

In this study, we propose a system that provides voice 

guidance on a route to the object requested based on MY 

VISION (a Magic eYe of a Visually Impaired for Safety 

and Independent actiON), thereby reducing the burden of 

visually impaired people and making the system more 

intuitive and practical. Specifically, the system can 

provide real-time guidance using a notebook PC and a 

webcam, regardless of location, and enables it by voice 

without text input or button operation. This is expected to 

solve the practical limitations of smartphone applications 

and smart gloves that have been pointed out in previous 

research. Therefore, the system proposed in this study can 
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be an important step toward improving the quality of life 

of people with vision difficulties during indoor activities 

by supporting smooth acquisition of the target object 

when they are looking for something at home. 

2. Methodology 

2.1. Voice recognition 

In this study, when a user has an object that he/she 

wants to acquire, the user is asked to tell the object loud 

(speech transmission) to the proposed system, and the 

target object’s name is recognized by analyzing the 

speech. By asking the user to say the trigger word before 

the object name, the noun that follows the trigger word is 

known as the target object’s name. In the system, "MY 

VISION" is used as the trigger word. For example, if the 

user wants to acquire a cell phone, he/she just say, "MY 

VISION, find a cell phone". The system then guides the 

user's hand to the location of the desired object using 

voice guidance. 

2.2. Object detection 

In the proposed system, we use YOLOv7 (You Only 

Look Once version 7) [10]  to detect a target object in real 

time. Note that in the system, objects that are present on 

the desk and easily portable (e.g., remote controls, cell 

phones, cups) are considered as a class of objects to be 

detected. In addition, by combining YOLOv7 and 

DeepSORT (Deep Learning Simple Online and Realtime 

Tracking) [11], object features are extracted on each 

frame, and each object is assigned a unique ID for 

tracking. Fig. 1 shows the object detection results.  

2.3. Route guidance to a target object 

 If a target object is detected, the direction of the object 

location (referred to as a route hereafter) is guided by 

voice guidance according to the clock position. We use 

MediaPipe Hands [12] to estimate the user's hand area 

and align the user's hand with the target object. When the 

target object is in the 9 o'clock direction (left direction), 

the system announces "move to 9 o'clock direction" with 

voice. 

The proposed method not only focuses on the hand and 

the target object, but also employs proposed a network 

diagram to represent the positional relationship among 

the surrounding objects based on the object detection 

results. In the network diagram, nodes are defined as the 

center coordinates of the object, and the edges are the 

distances in pixel between objects. The network diagram 

is introduced because the system can find the target object 

position smoothly, and also can find the position of the 

target object more precisely, when the target is very close 

to the other objects.  

 

 

 

 

 

 

 

 

 

 

 

 

Moreover, if an object to be detected is not detected in 

the current frame, then the system estimates the 

undetected position by referring to the previous network 

diagram. 

The first condition for selecting the network diagram to 

be referred to is when the number of detected objects is 

three or more and the number of detected objects is the 

largest (Eq. (1)), and the second condition is when the 

network diagram consists of the same type of objects for 

a certain period (Eq. (2)).  

 

 

 

 

Here, F(t), obj_cntF(t) and max_object_cnt are current frame,  

the number of objects detected in the current frame and the 

maximum number of objects detected in each frame, 

respectively. 

 

 

 

 

 
 

Here, S, E(F(t)), and Th are the variable for state continuity, 

node in F(t) and threshold, respectively. 

The object location estimation method first calculates 

the amount of object movement common to the current 

frame and the reference network diagram, respectively, 

and derives the average amount of movement (Eq. (3)). 

The position of the undetected object is then estimated 

based on the coordinates of the model and the average 

displacement (Eq. (4)). The meanings of the letters in the 

equations are shown in Table 2. 
 

{
 
 

 
  �̅� =

1

𝑛
∑(𝑥𝑡,𝑖 − 𝑥𝑚𝑜𝑑𝑒𝑙,𝑖)

𝑛

𝑖=1

 

 �̅� =
1

𝑛
∑(𝑦𝑡,𝑖 − 𝑦𝑚𝑜𝑑𝑒𝑙,𝑖)

𝑛

𝑖=1

 

(𝑖 = 1,⋯ , 𝑛) 

(3) 

{
 𝑥𝑒𝑠𝑡,𝑘 = 𝑥𝑚𝑜𝑑𝑒𝑙,𝑘 + �̅�

 𝑦𝑒𝑠𝑡,𝑘 = 𝑦𝑚𝑜𝑑𝑒𝑙,𝑘 + �̅�
 (4) 

 

𝑆 = {
 𝑆 + 1   if   ∀𝐸(𝐹(𝑡)) = ∀𝐸(𝐹(𝑡 − 1))

 0           otherwise
 

 

𝑆 ≥ 𝑇ℎ ⟹ SetReferenceModel(∀𝐸(𝐹(𝑡))) 

(2) 

 

{
 𝑜𝑏𝑗_𝑐𝑛𝑡𝐹(𝑡) ≥ 3 

 𝑜𝑏𝑗_𝑐𝑛𝑡𝐹(𝑡) ≥ 𝑚𝑎𝑥_𝑜𝑏𝑗_𝑐𝑛𝑡
 (1) 

 

 
Fig. 1 Object detection results. (The target object 

is drawn in a blue bounding box and the user’s 

hand is in a green box.) 
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Table 2.  The meanings of Eq. (3) and Eq. (4) 

�̅�, �̅� 
Average displacement in the 𝑥 

or y-axis direction 

𝑛 

Number of common nodes 

between current frame and 

reference model 

𝑥𝑡,𝑖 , 𝑦𝑡,𝑖 
x or y coordinates of the 

common node in the current 

frame 

𝑥𝑚𝑜𝑑𝑒𝑙,𝑖 , 𝑦𝑚𝑜𝑑𝑒𝑙,𝑖 
x or y coordinate of the 

common node in the model 

𝑥𝑒𝑠𝑡,𝑘 , 𝑦𝑒𝑠𝑡,𝑘 
x or y coordinate estimates for 

missing nodes 

𝑥𝑚𝑜𝑑𝑒𝑙,𝑘 , 𝑦𝑚𝑜𝑑𝑒𝑙,𝑘 

x or y coordinates of the node 

in the model corresponding to  
𝑥𝑒𝑠𝑡,𝑘 or 𝑦𝑒𝑠𝑡,𝑘  

 
The first condition for starting object location 

estimation is when a reference network diagram exists, 

and the second condition is when the number of detected 

objects is two or more and there are two or more objects 

in common with the reference network diagram. Fig. 2 

shows the results of object location estimation using the 

above condition.  

In the proposed system, a monocular RGB camera is 

used to align the hand with the target object without using 

a depth camera. The condition for determining object 

acquisition is achieved by employing the bounding box 

positional relationship between the target object and the 

hand region, and by judging the change in hand 

orientation that occurs when the hand gestures come 

closer to the camera after grasping the object. By adding 

the latter condition, it is expected to prevent the error 

judgment of acquisition as successful simply because the 

bounding boxes of the two objects overlap, even when the 

depths are different, and the objects are not touched. 

Furthermore, the system also incorporates a process that 

checks whether or not the object closest to the hand 

matches the target object by referring to the network 

diagram and announces when the subject has acquired the 

wrong object. When the above three conditions are 

satisfied, the target object is judged to have been acquired, 

and the acquisition is communicated by voice as 

completed. Fig. 3 shows an example that the object 

acquisition decision was fulfilled. 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2 Result of object location estimation  

(When the target object is estimated, it is surrounded by 

a red bounding box.) 

 
(a) Network diagram of the current frame 

(b) Network diagram of the current frame 

 
(c) Network diagram of the reference model 

 
(d) Network diagram reflecting estimation 

results 

 
(e)Before reflecting location estimation 

 

 
(f) After reflecting location estimation 
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3. Experimental Result 

Five objects were selected as candidate objects for 

acquisition: a book, a cell phone, a cup, a plastic bottle, 

and a remote controller. An experiment was conducted to 

select an acquisition target from these objects and to 

make a robot guide a blindfolded user along a path to the 

target object. As shown in Fig. 4, we placed other objects 

on the guided path to the target object to verify if it is 

possible to approach the target object again after 

announcing that the wrong object has been grabbed. The 

target object position was changed in the directions of 9, 

10, 12, 2, and 3 o'clock with respect to the hand position 

to ensure that there was no dependence on the object 

placement. The evaluation index was Accuracy which 

represents the percentage of correct answers acquired. A 

total of 25 acquisition experiments were conducted with 

5 choices among 5 objects times 5 object positions, 

resulting in an Accuracy of 92%. 

4. Conclusion 

In this paper, we proposed a system that provides voice 

guidance on the path to object acquisition based on MY 

VISION and contributes to improving the quality of life 

during indoor activities of the people with vision 

difficulties. In addition, by utilizing the information 

obtained from Mediapipe Hands and network diagrams, 

we developed a practical and intuitive system that 

provides all information and guidance by voice, as well 

as countermeasures in case that object tracking is 

interrupted. 
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Fig. 4 Arrangement where other objects are present 

in the guidance path to the target object (target 

object: remote controller) 

 
Fig. 3 Image on completion of the object acquisition 

that satisfies the three conditions 
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Abstract 

In recent years, elderly people living alone account for a large proportion of the elderly population, and the issue of 

safety has also been a matter of great concern for the public. Considering the importance of monitoring the behavior 

and activities of the elderly and detecting abnormal movements, this paper proposes a method that can segment human 

behavior into each action and identify the action from the videos taken by a single camera. It uses features that can 

represent the shape of the human area in the depth direction, as well as the features such as motion direction and speed. 

The performance and effectiveness of the method are verified by experiments. 

Keywords: Behavior segmentation, Motion recognition, Optical flows, TMRIs, Ex-HOOF, MHI 

 

1. Introduction 

Nowadays, the world's population is aging. The number 

and proportion of older people in the population is 

growing in every country in the world. Population aging 

will become one of the most significant social changes in 

the 21st century. By 2030, 1 in 6 people in the world will 

be 60 years or older (16%), and the share of people aged 

60 and above will increase from 1 billion in 2020 to 1.4 

billion. By 2050, the number of people aged 80 and over 

is expected to triple between 2020 and 2050, to 426 

million [1]. Especially in Japan, 30% of the population is 

over 60 years old. Some social problems, such as solitary 

death which more than 50% of people worry about, are 

also intensifying [2]. Moreover, 67.1% of the respondents 

felt that the domestic security situation in Japan has 

deteriorated in the past 10 years [3]. Considering these 

problems, it is necessary to develop a system that can 

detect the behavior of the elderly and detect abnormal 

behaviors such as crime and theft, so as to realize a safe 

and secure society. 

In related research on behavior recognition, X. Yang et 

al. [4] proposed a behavior segmentation and recognition 

method based on CSI, but it is not aimed at the 

segmentation of continuous human behavior. W. Xing et 

al. [5] proposed a behavior segmentation method based 

on posture histograms and adjusted sliding windows. 

This method requires learning the features of various 

postures. In related research on action recognition using 

computer vision, the conventional methods include the 

Flow Vectors method [6] and the MHI (Motion History 

Image) method [7]. However, these methods using a 

single camera are only suitable for the motion on the 

plane perpendicular to the optical axis of a camera, and 

the motion in the direction of the camera optical axis 

(toward or away from the camera) is not dealt with. 

Therefore, an extended 3D-MHI [8] and a reverse MHI 

method [9] have been proposed. However, [8] has the 

problem of high computational cost of creating 3D 

images, and, with [9], the recognition rate needs to be 

improved. 

In this study, we propose a new method to describe the 

motion in the depth direction, making it possible to 

realize the segmentation and recognition of behaviors 

containing these motions. We segment human behavior 

by extracting features from the human area and then 

select key frames of the segmented actions. The key 

frames can be described through TMRIs (Triplet Motion 

Representation Images) [10]. The shape features of 

TMRIs, the features of optical flow and the changes of 

motion are also extracted to analyze and identify the 

motion of the frame. Finally, the recognition results of 

these frames are counted, and the final result of behavior 

recognition is obtained. 

2. Methodology 

2.1. Behavior segmentation 

When human behavior consists of several types of 

motions, it is necessary to separate the behavior into 

respective motions to analyze the behavior. In this paper, 

we propose an automatic behavior segmentation method 

that does not require prior learning or training. The 

feature points are set at equal distances on the contour 
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line of the human area. Then feature points are tracked 

through the LK method [11] to obtain the optical flow, 

and RANSAC [12] is applied to find the true value by 

removing the influence of outliers. Changes in the 

direction of human movement can be distinguished from 

changes in the trajectory of the center of gravity 

coordinates and the average value of optical flow. 

Therefore, we calculate the point where a sudden change 

in trajectory occurs in the x-axis direction of the center of 

gravity coordinates and the boundary point between plus 

and minus of the average value of optical flow separately.  

In Equation (1) and (2), if the change of the current 

frame exceeds a certain threshold, division is performed 

from the current frame and the number of the previous 

frame is used as the division point． 

𝑛𝑢𝑚𝑡𝑚𝑝 = {
𝑛𝑢𝑚𝑡𝑚𝑝 + 1 𝑖𝑓 𝑡ℎ1 <  

𝑋_𝑑𝑖𝑓𝑠𝑢𝑚

𝑛𝑢𝑚𝑡𝑚𝑝

< 𝑡ℎ2 

    1              𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒      

 (1) 

𝑋_𝑑𝑖𝑓𝑠𝑢𝑚 =
∑ (𝑥𝑛 − 𝑥𝑛−1)

𝑛𝑒𝑤−𝑛𝑢𝑚𝑡𝑚𝑝

𝑛=𝑛𝑒𝑤

𝑛𝑢𝑚𝑡𝑚𝑝

 (2) 

where, th1 and th2 are thresholds. 𝑛𝑢𝑚𝑡𝑚𝑝 is a parameter 

that determines whether or not to divide from the current 

frame. 𝑋_𝑑𝑖𝑓𝑠𝑢𝑚  is the average rate of change of the 

center of gravity’s x-axis coordinate, and new is the 

number of the current frames. 

When the direction of human motion changes, it can 

also respond to the average of optical flow. The 

intersection of the average optical flow 𝑚𝑎𝑣𝑒 and the x-

axis is determined to be the division point. 𝑚𝑎𝑣𝑒  is 

defined by the following formula. 

𝑚𝑎𝑣𝑒 =
∑ 𝑚𝑘

𝑁
𝑘=1

𝑁
 (3) 

where, 𝑚𝑘 represents the value of the k-th optical flow, 

and N denotes the total number of optical flows. 

Then the division points are determined by matching 

the points of the two features after performing data 

smoothing within the threshold. The video can be divided 

using the obtained division points. After that, key frames 

are selected in each divided video, as shown in Fig. 1. In 

the figure, the orange points are the division points 

detected by features, which separate the behavior into 

several motions. The green points are the points that 

divide the motion into four equal parts, are also extracted 

as key frames.  

In the end, by identifying key frames and determining 

the classification of the actions they represent through 

majority voting, the analysis of behavior composition is 

completed. 

 
Fig.1 The definition of the ground truth. 

2.2. Motion recognition 

To capture the motion in the depth dimension, we 

employ TMRIs to represent actions. We identify and 

classify actions by leveraging their shape features, 

extracting directional velocities from the movements, and 

observing changes in the human region. 

TMRIs is an extension of the conventional MHI. It is 

designed to express human motion, including motion 

along the camera optical axis, using three types of motion 

history images: newness, density, and depth. Among 

them, newness represents the MHI, density illustrates the 

appearance frequency of the foreground in the past τ 

frames, and depth indicates the depth information 

obtained from the FoE detection results. The shape 

features of TMRIs, is defined as 𝑽𝑇𝑀𝑅𝐼𝑠 . Ex-HOOF 

(Extended Histogram of Oriented Optical Flow) [10] is 

used to extract the speed and directional information of 

motions that are not readily visible in TMRIs features. 

The feature of Ex-HOOF is denoted as 𝑽𝐸𝑥−𝐻𝑂𝑂𝐹 . 

Additionally, to represent more complex and detailed 

motion features, we incorporate changes in the centroid 

and area (AC) of the human region. The feature can be 

defined as 𝑽𝐴𝐶 = (𝑭𝐴, 𝑭𝐶) . Among them, the area 

feature 𝑭𝐴 = (𝐴𝑟𝑒𝑎𝜏
𝑎𝑣𝑒 , 𝐴𝑟𝑒𝑎𝜏

𝑠𝑑), where 𝐴𝑟𝑒𝑎𝜏
𝑎𝑣𝑒  is the 

average value, and 𝐴𝑟𝑒𝑎𝜏
𝑠𝑑denotes the standard deviation 

of the change of the foreground area. The formulas are as 

follows; 

𝐴𝑟𝑒𝑎𝜏
𝑎𝑣𝑒 =

1

𝜏
∑ 𝐴𝑟𝑒𝑎𝑐𝑜𝑚𝑝

𝑡−𝑖
𝜏

𝑖=0
 (4) 

𝐴𝑟𝑒𝑎𝜏
𝑠𝑑 = √

1

𝜏
∑ (𝐴𝑟𝑒𝑎𝑐𝑜𝑚𝑝

𝑡−𝑖 − 𝐴𝑟𝑒𝑎𝜏
𝑎𝑣𝑒)2

𝜏

𝑖=0
 (5) 

Here, 𝐴𝑟𝑒𝑎𝑐𝑜𝑚𝑝
𝑡  is the changes of areas between the 

frames, given by 

𝐴𝑟𝑒𝑎𝑐𝑜𝑚𝑝
𝑡 =

(𝐴𝑟𝑒𝑎𝑡 − 𝐴𝑟𝑒𝑎𝑡−𝑝)

𝐴𝑟𝑒𝑎𝑡

 (6) 
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a. Change in the trajectory of the center of gravity 

coordinate in the x-axis 

 
b. Average change in optical flow in the x-axis 

direction 

 
c. Average change in optical flow in the y-axis 

direction 

Fig.2.  Features used for behavior segmentation. 

 

 
Fig.3 The definition of the ground truth. 

The centroid feature 𝑭𝐶 = (𝐶𝑥𝜏
𝑎𝑣𝑒 , 𝐶𝑦𝜏

𝑎𝑣𝑒 , 𝐶𝑥𝜏
𝑠𝑑, 𝐶𝑦𝜏

𝑠𝑑). 

𝐶𝜏
𝑎𝑣𝑒  means the average value and 𝐶𝜏

𝑠𝑑  indicates the 

standard deviation of the change in the coordinate of the 

center of gravity. They are defined by 

𝐶𝑥𝜏
𝑎𝑣𝑒 =

1

𝜏
∑ (𝐶𝑥𝑡 − 𝐶𝑥(𝑡−𝑖−𝑝))

𝜏

𝑖=0
 (7) 

𝐶𝑦𝜏
𝑎𝑣𝑒 =

1

𝜏
∑ (𝐶𝑦𝑡 − 𝐶𝑦(𝑡−𝑖−𝑝))

𝜏

𝑖=0
 (8) 

𝐶𝑥𝜏
𝑠𝑑 = √

1

𝜏
∑ ((𝐶𝑥𝑡 − 𝐶𝑥(𝑡−𝑖−𝑝)) − 𝐶𝑥𝜏

𝑎𝑣𝑒)2
𝜏

𝑖=0
 (9) 

𝐶𝑦𝜏
𝑠𝑑 = √

1

𝜏
∑ ((𝐶𝑦𝑡 − 𝐶𝑦(𝑡−𝑖−𝑝)) − 𝐶𝑦𝜏

𝑎𝑣𝑒)2
𝜏

𝑖=0
 (10) 

Finally, by integrating the above features, we get a 

feature vector V, as shown below. 

𝑽 = (𝑽𝑇𝑀𝑅𝐼𝑠, 𝑽𝐸𝑥−𝐻𝑂𝑂𝐹 , 𝑽𝐴𝐶 ) (11) 

Action recognition is conducted using the k-nearest 

neighbors (k-NN) method in the proposed method. 

3. Results and Discussion 

3.1. Accuracy of behavior segmentation 

In the behavior segmentation experiment, three people 

(labelled as 1,2,3) perform behavior A, B, C and D. The 

specific motion sequences are as follows: A: Walking left 

rear → Walking right → Walking front, B: Walking right 

rear → Walking left → Walking front, C: Walking rear 

→ Walking left → Walking right front, D: Walking rear 

→  Walking right →  Walking left front. In the 

segmentation experiments, we verify the accuracy and 

recall of segmentation point selection based on the 

trajectory of the centroid in the x-axis and the average 

direction of optical flow. The example of the features of 

behavior A is shown in Fig. 2. The recall rate (Recall) is 

defined by 

Recall=
𝑃𝑇

𝑃𝐺𝑇

×100[%] (12) 

Here, 𝑃ALL is the total number of calculated segmentation 

points, 𝑃𝑇  is the number of segmentation points that were 

accurately segmented, and 𝑃𝐺𝑇  is the number of ground 

truth segmentation points. 

In the experiment, a motion between two motions, such 

as turning around or standing, is called a transition action. 

If the division point is within a transition action, this point 

is considered a correct division point. If one behavior 

consists of four consecutive motions, the definition of the 

ground truth division points is shown in Fig. 3. 

Table 1 shows the results of behavior segmentation, 

yielding an average recall of 91.7%. 

3.2. Recognition rate of the motions 

In the motion recognition experiment, four people 

performed 12 kinds of motions, and features were created 

for these motions. In the experiment, we use leave-one-

out cross-validation to evaluate the accuracy of motion 

recognition. The recognition rate R is defined by 

𝑅 =
𝑁𝑇

𝑁𝐴𝐿𝐿

× 100[%] (13) 
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Here, 𝑁𝑇  is the total number of correctly recognized 

features and 𝑁𝐴𝐿𝐿  represents the total number of features.  

The recognition rates obtained using TMRIs, EX-

HOOF, TMRIs + EX-HOOF, and the proposed method 

(TMRIs + EX-HOOF + AC) are shown in Table 2.  

As shown in the table, the proposed method achieved 

an average recognition rate of 97.25%. This is because 

TMRIs represent depth information determined by FoE 

detection results. In addition, Ex-HOOF includes 

movement speed and direction information, and the 

detailed feature AC expresses changes in the area of the 

motion region and the center of gravity. Therefore, in the 

final proposed method, the average recognition rate for 

daily activities is 99.1%, and the average recognition rate 

for falling activities is 89.84%. Furthermore, the average 

recognition accuracy for motions that include movement 

in the depth direction is 96.60%, and the average 

recognition accuracy for other motions is 94.85%. The 

average recognition accuracy of the proposed method 

using TMRIs + EX-HOOF + AC is about 17.41% higher 

than the method using only TMRIs. 

Table 1.  The result of behavior segmentation 

Per-

son 

Beha-

vior 

Number of division points 
Recall 

[%] Trajectory 
Optical 

flow 
Integration 

Positive 

number 

1 

A 23 9 6 3 100.0 

B 33 20 9 4 100.0 

C 46 17 10 4 100.0 

D 27 17 7 4 100.0 

2 

A 21 11 5 3 75.0 

B 17 10 4 3 75.0 

C 28 9 5 4 100.0 

D 30 19 6 4 100.0 

3 

A 28 18 6 3 75.0 

B 20 16 6 4 100.0 

C 27 10 7 4 100.0 

D 28 14 6 3 75.0 

Average  91.7 

 

Table 2. The recognition rate of the motions 

Motion 

Recognition rate [%] 

TMRIs 
Ex-

HOOF 

TMRIs

+ Ex-

HOOF 

TMRIs 

+ Ex-

HOOF 

+ AC 

Walk left 87.5 44.4 93.1 99.4 

Walk right 70.3 93.1 99.4 100.0 

Walk front 78.1 75.3 99.4 99.7 

Walk back 73.1 97.8 100.0 100.0 

Walk left front 83.8 96.9 96.3 99.1 

Walk right front 87.8 72.8 94.7 100.0 

Walk left rear 83.4 92.2 96.6 98.8 

Walk right rear 83.1 94.4 95.3 95.9 

Fall left 91.9 63.8 91.9 91.9 

Fall right 79.4 71.3 75.6 88.1 

Fall front 61.9 44.4 80.6 89.4 

Fall rear 69.4 63.1 86.3 90.0 

Average 79.8 78.8 94.2 97.3 

4. Conclusion 

In this paper, we proposed a human behavior 

segmentation and recognition method, which can handle 

the behavior including movements in the depth direction. 

For each behavior, the segmentation method proposed in 

the paper effectively identifies division points, enabling 

the recognition of segmented actions. The average recall 

rate for behavior segmentation has reached 91.69%. 

Furthermore, in action recognition, the proposed method 

achieved an average recognition rate of 97.25%. This 

strongly validates the effectiveness of the proposed 

approach. 

In the future, our focus will be on achieving a high-

speed and fully automated process of behavior 

segmentation through recognition. Additionally, despite 

the current good recall rate, there is still a need to enhance 

the accuracy of the automatic segmentation method to 

reduce the subsequent workload of recognition and 

segmentation adjustments. 
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Abstract 

The surge in online education has underscored the pressing issue of cyberbullying in virtual classrooms. This paper 

introduces an inventive method for early cyberbullying detection by analyzing students' engagement and emotional 

responses in online classrooms. The proposed SFER-YOLOv5 model, integrating Student Facial Expression 

Recognition with an enhanced YOLOv5 object detection model, incorporates transformative optimizations. These 

include Soft NMS for Non-Maximum Suppression, the integration of a Channel Attention (CA) module within the 

YOLOv5 architecture, and the use of Enhanced Intersection over Union (EIOU) as the bounding box regression loss 

function. This approach identifies diminished engagement and emotional irregularities, offering a proactive 

framework for mitigating cyberbullying in online classrooms. 

Keywords: Cyberbullying Mitigation, Emotional Analysis, Facial Expression Recognition, Online Classroom. 

1. Introduction 

With the rapid advancement of information technology 

and the global rise of online education, online teaching 

platforms have become an integral part of modern 

education. The sudden outbreak of the COVID-19 

pandemic in 2020 has had a significant impact on our 

learning, work, and daily lives. Traditional face-to-face 

teaching and communication between students and 

teachers have become a major challenge. Many 

universities have chosen online teaching as an alternative. 

However, accompanying this advancement are a host of 

challenges, one of which is the issue of cyberbullying in 

the digital realm. Cyberbullying, also known as online 

harassment or cyber aggression, refers to the malicious 

use of digital technology to target others with acts of 

aggression, insults, threats, and more. Particularly in 

online classroom environments, both students and 

educators may find themselves vulnerable to 

cyberbullying, which can severely impact their emotional 

well-being, psychological state, and overall learning 

experience. 

In the online classroom environment, students and 

teachers communicate through screens, and teachers can 

only judge students’ listening status based on their facial 

expressions. Analyzing changes in students’ facial 

expressions can help teachers better understand their 

listening status and make timely adjustments to the 
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teaching mode [1]. In 1971, American scholar Ekman et 

al. [2] conducted extensive experiments on facial 

expressions, categorizing them into six primary 

emotions: happiness, surprise, fear, sadness, disgust, and 

anger. Students’ emotions in class can be categorized as 

positive, negative, or neutral. Positive emotions include 

happiness and surprise. When students show positive 

emotions, it indicates their willingness to accept the 

knowledge taught in class, and they are actively engaged 

in listening and thinking. Negative emotions include 

sadness, anger, fear, and disgust, which indicate that 

students have a dislike or lack of attentiveness towards 

the knowledge taught by the teacher. This can be an 

indication of their lack of concentration in class. Neutral 

emotions suggest an average level of student engagement 

in listening during class. Therefore, analyzing students’ 

facial expressions in online classrooms holds great 

significance. 

Faced with this challenge, many educational institutions 

and online teaching platforms are turning their attention 

to how to effectively detect and address cyberbullying in 

virtual classrooms. Facial expression recognition 

technology has garnered significant attention due to its 

potential applications in emotion analysis and affective 

state monitoring. Currently, there is limited research on 

facial expression recognition based on YOLOv5. This 

paper proposes a facial expression recognition method 

based on an improved YOLOv5 model, aiming to 

achieve timely detection and intervention of 

cyberbullying incidents in online classrooms. The 

original YOLOv5 algorithm achieved an overall 

recognition accuracy of 73.1% and 83.4% on the Fer2013 

dataset and a self-constructed dataset for the three 

expressions involved in the study: happiness, sadness, 

and neutral. Through improvements in NMS, and the 

addition of an attention mechanism module, the 

improved YOLOv5 algorithm further enhances the 

recognition accuracy on the Fer2013 dataset and the self-

constructed dataset. 

2. Related work 

2.1. Online classroom cyberbullying 

Online education has become increasingly prevalent in 

recent years, especially due to the COVID-19 pandemic, 

which has posed new challenges and opportunities for 

educators and students. One of the major challenges is 

cyberbullying [3], [4], which refers to various forms of 

online harassment, such as verbal abuse, threats, 

spreading false information, and exclusion from online 

discussions, that occur within virtual classroom 

environments. Cyberbullying can have detrimental 

effects on students’ learning outcomes, psychological 

well-being, and social relationships [5]. Therefore, it is 

imperative to develop effective strategies and 

mechanisms to detect and prevent cyberbullying 

incidents in online classrooms. Previous research on this 

topic has adopted various techniques and perspectives, 

such as behavior analysis, natural language processing, 

social network analysis, machine learning, and emotion 

recognition, to identify and intervene in potential 

bullying situations that students may face in virtual 

classrooms. Moreover, some studies have highlighted the 

role of educational interventions and awareness-raising 

among educators and students about cyberbullying, 

aiming to foster a safer and more positive online learning 

environment [6]. 

2.2. YOLOv5 and object detection 

In May 2020, UltralyticsLLC released YOLOv5 [7], a 

lightweight model with an image inference speed of up 

to 0.007 second, developed using python. It can process 

140 FPS and can meet the real-time requirement for 

video sequences. The four network structures 

Yolov5s\5m\5l\5x are basically same in principle and 

content, controlled respectively by the parameters of 

width_multiple and depth_multiple in width and depth. 

The size and accuracy of the four versions of the model 

increase sequentially. In practical applications, the 

appropriate size of the model can be selected based on 

different scenarios. The YOLOv5s model has small depth 

and fewer parameters, making it more applicable to real-

time tasks in facial expression recognition due to its 

faster inference speed compared to the other three 

versions. Since the release of YOLOv5, its versions have 

been updated and iterated, and this paper is based on the 

version 6.0 for improvement. 

In summary, prior research has highlighted the urgency 

of addressing online classroom cyberbullying and the 

potential of facial expression recognition technology for 

emotion analysis. Additionally, the advancements in 

object detection methods, particularly YOLOv5, provide 

a solid foundation for integrating object detection into 

cyberbullying detection frameworks. This study builds 

upon these foundations to propose a novel model SFER-

YOLOv5 for detecting cyberbullying incidents in online 
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classrooms using an enhanced YOLOv5 model for facial 

expression recognition. 

3. Methodology 

Currently, there is limited research on facial expression 

recognition based on YOLOv5, and this method presents 

a unique opportunity for enhancing online classroom 

engagement and security. The original YOLOv5 

algorithm achieved an overall recognition accuracy of 

72% and 83.1% for the three facial expressions of 

happiness, sadness, and neutrality on the Fer2013 dataset 

and the self-built dataset. Through improvements in the 

non-maximum suppression (NMS) algorithm, loss 

function, and the addition of an attention mechanism 

module, the improved YOLOv5 algorithm achieved 

further improvement in recognition accuracy on the 

Fer2013 dataset and the self-built dataset. 

3.1. Data collection and processing 

As students’ understanding of knowledge can be 

broadly categorized into three levels: mastery, confusion, 

and non-mastery, in order to gain a more accurate 

understanding of the facial expression feedback 

corresponding to these three levels, we conducted a 

survey in the form of a questionnaire to investigate the 

relationship between mastery levels and facial expression 

feedback. The survey involved higher vocational schools, 

and undergraduate institutions, with a total of 520 

questionnaires collected (male: 287, female: 233). Seven 

basic expressions were selected, including anger, surprise, 

disgust, happiness, fear, sadness, and neutral. 

This study used the Fer2013 dataset and a self-

constructed dataset of student facial expressions in the 

classroom. The Fer2013 dataset contains some non-facial 

images and mislabeled images. To improve the 

experimental accuracy, the dataset was carefully selected, 

cleaned, and filtered, resulting in a total of 11,000 images. 

The self-constructed dataset of student facial expressions 

in the classroom was collected through video monitoring, 

and it consists of 668 images. The images were annotated 

by extracting frames from the video footage. 

3.2. Enhanced YOLOv5 

3.2.1. Improved Non-Maximum Suppression (NMS) 

Both NMS and Soft NMS utilize predicted 

classification confidence as a measure, where higher 

confidence indicates more accurate localization. In this 

study, the improved Soft NMS is used instead of the 

original NMS, effectively improving the performance of 

the detection. 

3.2.2. Coordinate attention module  

In this study, we introduce the Coordinate Attention 

(CA) mechanism, which incorporates positional 

information into channel attention. Experimental results 

reveal that incorporating the CA attention mechanism 

module into the network backbone improves detection 

accuracy to some extent, particularly in classroom 

settings with numerous students or when students in the 

back rows are at a considerable distance from the camera. 

This enhancement is attributed to the CA module (Fig. 1), 

which reinforces channel features in the feature map, 

enabling the network to acquire more detailed and 

effective information. 

 

Fig. 1 The improved network structure. 

3.2.3. Improved Loss function 

We have improved the initial loss function by 

incorporating the Efficient-IOU (EIOU) to compute 

width and height losses, replacing the aspect ratio 

calculation based on the CIOU foundation. Furthermore, 

Focal Loss has been introduced concurrently to mitigate 

the challenge posed by sample imbalance. 

4. Experiments and results 

The experimental platform in this study was a 64-bit 

Windows 10 operating system with a Gen Intel Core i5-

11400H CPU and NVIDIA RTX 3050 graphics card. The 

deep learning framework used was PyTorch, with a 

development environment consisting of PyTorch 1.8 and 

Python 3.7. The number of training epochs was set to 300, 

and the dataset was divided into training, validation, and 
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testing sets following a 6:2:2 ratio. To effectively 

evaluate the experimental results, a comparative 

experiment was conducted on the self-constructed dataset 

and the Fer2013 dataset before and after algorithm 

improvement. The evaluation criteria were detection 

accuracy (P) and mean average precision (mAP@0.5). 

Table 1 presents the experimental outcomes on our 

self-constructed dataset. Fig.2 illustrates the detection 

accuracy (P) curve of the self-constructed dataset, 

comparing YOLOv5 with SFER-YOLOv5. 

 

Table 1. Experimental results on self-constructed dataset. 

Expression 
YOLOv5 SFER-YOLOv5 

P mAP@0.5 P mAP@0.5 

happy 0.816 0.853 0.851 0.887 

sad 0.845 0.867 0.889 0.909 

neutral 0.842 0.857 0.879 0.871 

all 0.834 0.859 0.87  0.889 

Fig.2 P curve on the self-constructed dataset. 

 

Table 2 presents the experimental results on the Fer-

2013 dataset. Fig. 3 illustrates the P curve of the Fer-2013 

dataset. 
Table 2. Experimental results on FER-2013 dataset. 

Expression 
YOLOv5 SFER-YOLOv5 

P mAP@0.5 P mAP@0.5 

happy 0.863 0.918 0.876 0.911 

sad 0.636 0.594 0.669 0.626 

neutral 0.694 0.799 0.722 0.515 

all 0.731 0.770 0.756 0.784 

 
Fig.3 P curve on the FER-2013 dataset. 

 

5. Conclusion 

This study addresses the challenges of low real-time 

detection rates and poor timeliness in recognizing 

students' facial expressions in complex classroom 

environments while simultaneously focusing on 

mitigating and preventing cyberbullying incidents. Our 

SFER-YOLOv5 model improves the non-maximum 

suppression (NMS) by replacing it with Soft NMS, 

enhances the feature extraction capability by adding the 

Coordinate Attention (CA) mechanism module, and 

improves the representation ability of target boxes by 

using EIoU instead of CIoU. Our experimental results are 

highly encouraging, demonstrating a 3.9% increase in 

detection accuracy (P) and a 3.0% increase in mAP@0.5 

on the self-constructed dataset. Beyond facial 

expressions, future research will integrate poses and 

gestures for a comprehensive analysis of online 

classroom dynamics. This enhances our cyberbullying 

prevention by understanding students' engagement and 

emotions more comprehensively. 
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Abstract 

The most critical human sensory function resides in vision. This paper focuses on utilizing visual information, 

specifically self-perspective footage, to identify individual movements. Existing researches require third-party filming 

to recognize human body movements and states. The proposed method, on the other hand, simply attaches a camera 

to the human head and enables the recognition of the subject's actions. Consequently, it becomes easier to monitor 

daily movements of a human and gather his/her data on body kinetics. This approach would be beneficial in scenarios 

involving individuals engaging in risky behavior or, during a certain emergency, providing valuable assistance. 

Keywords: My VISION, Posture estimation, Optical flow, HSV conversion 

 

1. Introduction 

Vision is the most crucial function among human 

sensory organs. Human intakes a vast amount of 

information through vision. Therefore, self-perspective 

footage can potentially serve as the primary source of 

information from an individual. In fact, it has been 

evident that visual information is more potent in 

perceiving human posture and bodily movements 

compared to non-visual information [1]. Therefore, it was 

considered possible to recognize the filmmaker's physical 

state by analyzing self-perspective footage. 
Maintaining physical health has become more 

commonplace, exemplified by the widespread use of 

smartwatches. Smartwatches offer various functions such 

as recording heart rate, blood oxygen levels, and sleep 

patterns. By utilizing these features to log daily physical 

conditions, it becomes possible to promptly recognize 

deviations from normal bodily states.  
Hence, this study aims to develop a method for 

analyzing and recording an individual's activities from a 

self-perspective video. Similar research includes studies 

on self-posture estimation [2], methods utilizing single-

eye images based on HOG features [3], and methods 

employing deep learning [4]. However, these methods 

focus on action estimation or recognition rather than 

understanding a person's activity. Additionally, the 

techniques using HOG-based single-eye images or 

employing deep learning require capturing individuals 

externally, which is entirely different from the self-

perspective video approach in this paper. 

2. Methodology 

This section describes feature extraction methods. The 

features to be extracted are the values of the hue and the 

norm of the optical flow on an image. 

2.1. Detection of area similarity 

This subsection describes the method for detecting 

area similarity. By dividing the image into multiple 

blocks and comparing the H (Hue) histogram features of 

specific blocks, area similarity is determined.  

2.1.1  HSV Conversion 

First, the RGB color image, which serves as the input 

image, is converted from the RGB color space to the HSV 

color space. The RGB color space represents a color 

space with red, green, and blue as coordinate axes, while 

the HSV color space represents a color space with hue, 

saturation, and value as coordinate axes. 

2.1.2  Creation of H(Hue) histogram 

In the proposed method, a histogram based on the Hue 

(H) is constructed. The values of S (Saturation) and V 

(Value) are not taken into account. The H histogram, as 

depicted in Fig. 1, represents the hue values on the 

horizontal axis and the frequency count on the vertical 
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axis. Although the original range of hue values is 1 to 360, 

for expedited processing, it is scaled to 1 to 180. 

 
Fig. 1. H (Hue) Histogram  

2.1.3 Calculation of similarity 

The H histogram is used to determine the similarity 

between two images. Here, the similarity is calculated 

using the following formula. The meanings of the 

characters in Eq. (1) are given in Table 1.  

𝑆 (𝐴, 𝐵) =  
∑ min(ℎ𝑖

𝐴, ℎ𝑖
𝐵)𝑁

𝑖=0

∑ ℎ𝑖
𝐴𝑁

𝑖=0

 (1) 

Table 1. Meanings of the characters in Eq. (1) 

N Number of pixels in the image 

ℎ𝑖
𝑥 The 𝑖th element of histogram 𝑥 

min(𝑥𝐴 , 𝑥𝐵) Minimum value of 𝑥𝐴 𝑎𝑛𝑑 𝑥𝐵  

2.2 Derivation of optical flow 

This subsection describes the derivation of optical flow. 

The optical flow is the movement vector of the camera, 

or the subject obtained by mapping feature points in two 

consecutive frame images extracted from the video. 

2.2.1 Feature point extraction and description 

With respect to two consecutive frame images, the 

feature points in the first frame image are focused on. 

After extracting the feature points, the feature values of 

each feature point are described, and the feature points 

are matched in the two frame images. The Shi-Tomasi 

corner detection method is used for feature point 

extraction and feature point description [5]. The image 

from which the feature points were extracted is shown in 

Fig. 2.  

 

Fig. 2. Input image with feature point extraction 

2.2.2   Feature point matching 

The Lucas-Kanade method is used for matching 

feature points [6]. The Lucas-Kanade method is one of 

the leading methods for deriving optical flow and is 

computationally less expensive than the method that 

finds all pixels in the image by searching for them. 

2.2.3 Removal of outliers 

The optical flow is obtained by the feature point 

matching, but the optical flow obtained from the actual 

video contains many outliers. Outliers are false flows 

obtained by matching different feature points and need to 

be removed for accurate analysis. Outliers are removed 

by applying RANSAC to modelling with homography 

matrices. 

An example of the optical flow obtained by the above 

process is shown in Fig. 3. Note that the green points in 

the figure represent the end points of the optical flow. 

 

Fig. 3. Derived optical flow.  

2.3 Normal state recognition 

In this subsection, the method of normal state 

recognition is first described. Next, the methods for 

classifying states are described. 

2.3.1 Feature extraction methods 

The input image is separated into nine blocks and each 

block image is assigned a number as shown in Fig. 4.  

Focusing on blocks 2, 5 and 8, the three block images are 

HSV-transformed and H histograms are created. The H 
histograms are compared to obtain the similarity between 

block 8 and block 2, and between block 8 and block 5, 

respectively. The similarity between block 8 and block 2 

and between block 8 and block 5 is calculated by 

comparing the H histograms.  
 

Block 1 Block 2 Block 3 

Block 4 Block 5 Block 6 

Block 7 Block 8 Block 9 

Fig. 4. Separated input image 
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Furthermore, in the method, the number and norm of 

optical flows are the key features.  First, the average value 

of the norm of the optical flow is calculated with each 

frame, and then the maximum value of the norm in the 

whole video is calculated. This value is used to evaluate 

the intensity of the motion of the entire video. The 

average value of the norm of the optical flow is calculated 

by the following equation. The meanings of the 

characters in Eq. (2) are shown in Table 2.  

𝑉𝑓 =
1

𝑁𝑓

∑ 𝑉𝑖

𝑁𝑓

𝑖=1

 (2) 

Table 2. Meanings of the characters in Eq. (2) 

𝑁𝑓 Total number of optical flows obtained 

between the 𝑓th frame and the f+1th frame 

𝑉𝑖 Norm of each optical flow 

2.3.2 Prior statistics 

Since the estimation of each state is done by 

comparison with the normal state, it is necessary to know 

in advance what properties each state has in relation to 

the normal state. For the three states, feature extraction is 

carried out using the above procedure with the three 

videos. 

The results of the validation of the properties of the 

normal state are presented in Table 3. The results of the 

validation of the properties of the 'looking down' state are 

presented in Table 4. The results of the validation of the 

properties of the 'stumble' state are presented in Table 5. 

Table 3. Results of the validation of the properties of 

the normal state 

Scene 𝑆̅ 𝑉𝑚𝑎𝑥  

Video 1 0.53 118 

Video 2 0.40 109 

Video 3 0.51 124 

Table 4. Results of the validation of the properties of 

the 'looking down' state 

Scene 𝑆̅ 𝑉𝑚𝑎𝑥  

Video 1 1.29 113 

Video 2 1.19 110 

Video 3 1.06 75.6 

 

Table 5. Results of the validation of the properties of the 

'stumble' state 

Scene 𝑆̅ 𝑉𝑚𝑎𝑥  

Video 1 0.61 271 

Video 2 0.54 181 

Video 3 0.45 194 

From these results, it can be read that 𝑆̅ is greater in the 

'looking down' state among the three states. This means 

that in the 'looking down' state, the similarity of block 2, 

block 5 and block 8 is greater. It can also be seen that 

𝑉𝑚𝑎𝑥  in the 'stumble' state is the largest among the three 

states. This indicates that the motion in the 'stumble' state 

is the most intense. 

2.3.3 State analysis 

In the proposed method, the motion states are classified 

into three states. Classification 1: If the value of 𝑆 

satisfies Eq. (3), the image is classified as a 'looking 

down' image. If the value of 𝑆 does not satisfy Eq. (3), the 

image is classified as 'other' image. 'other' can be either 

'normal' or 'stumble'. The state of Classification 1 is 

determined using the following formula. 

𝑆 − 𝑆̅  ≥ 𝑇𝐻1 (3) 

Here 𝑆 is the similarity in the current state and 𝑆̅ is the 

average of the similarity in the normal state. 𝑇𝐻1 is the 

threshold value in Classification 1. 

𝑆𝑟 is the proportion of the images in the image group 

that are classified as 'looking down' in Classification 1, 

and if the value of 𝑆𝑟  satisfies Eq. (4), the image is 

classified as "looking down". If the value does not satisfy 

Eq. (4), it is assumed to be in the 'other' state and proceeds 

to the next state estimation. If the value of 𝑉𝑚𝑎𝑥  is 

satisfies Eq. (5), the state is judged as the 'stumble' state. 

If none of the above conditions is satisfied, the state is 

judged as normal. Eq. (4) and Eq. (5) are shown below.  

𝑆𝑟 − 𝑆�̅�  ≥ 𝑇𝐻2 (4) 

𝑉𝑚𝑎𝑥 − 𝑉𝑚𝑎𝑥
̅̅ ̅̅ ̅̅  ≥ 𝑇𝐻3 (5) 

Here 𝑆𝑟 and 𝑉𝑚𝑎𝑥 are the evaluated values of similarity 

and intensity of motion in the current condition, 

respectively. 𝑆�̅�  and 𝑉𝑚𝑎𝑥
̅̅ ̅̅ ̅̅  are the average values of 

similarity and intensity of motion, respectively, in the 

normal condition. 𝑇𝐻2 and 𝑇𝐻3 are the threshold values 

for each condition. 

3. Experimental Result 

3.1. Experimental methods 

An experiment is conducted with a camera worn on the 

head. Fig. 5 shows an image of the camera worn by a 

subject during the experiment. 

 

981



Iichirou Moribe, Yui Tanjo  

©The 2024 International Conference on Artificial Life and Robotics (ICAROB2024), J:COM HorutoHall, Oita, Japan, 2024 

 
    (a)                                           (b) 

Fig. 5. Image of a worn camera. (a) side view,(b) rear 

view.  
 

The details of the experimental method are as follows:  

1. Feature extraction was carried out from five videos 

in the 'normal' state, and a database was created by 

averaging the feature values in each video. 

2. Eight videos containing each of the three states - 

'normal', 'looking down' and 'stumbling' - taken at 

different locations and at different dates and times 

were used as input videos to estimate each of the 

states. 

The parameters during the experiment are shown in 

Table 6. 

Table 6. Parameters’ values 

 Value  

Threshold 1 0.35 𝑇𝐻1 in Eq. (2-2) 

Threshold 2 0.65 𝑇𝐻2 in Eq. (2-3) 

Threshold 3 55 𝑇𝐻3 in Eq. (2-4) 

3.2. Result 

The results of the experiment are shown in Table 7. For 

each of the eight videos, the number of correct responses 

for the 'normal', 'looking down' and 'stumble' states were 

6, 7 and 7 respectively. 

Table 7. Results of the experiment. 

state normal looking down stumble 

normal 6 0 2 

looking down 1 7 0 

stumble 1 0 7 

4. Conclusion 

In this paper, we proposed a method for estimating the 

activity state of the camera wearer from the self-

viewpoint video obtained using a self-viewpoint camera.  

Three human walk states were detected by comparing H 

(Hue) histograms and using features calculated from the 

optical flow. In the experiment, three states were 

detected: 'normal', 'looking down' and 'stumble' states. 

The results showed that estimation was successful in 

more than 75% of all states. However, in the estimation 

of all states, misrecognition occurred in which a different 

state was estimated. Future issues include the estimation 

of states in case of sudden changes in vision and 

estimating more precise states corresponding to the angle 

of looking down. 
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Abstract 

When individuals with visual impairment go out, public transportation such as trains and buses is commonly used. 

However, many of them experience accidents, such as falling from train platforms or tripping due to unexpected 

contact with other passengers. To solve this problem, we propose a method using the MY VISION system which 

detects obstacles that may pose risks to individuals with visual impairment.  The proposed method detects obstacles 

such as passengers’ pillars and platform edges at train stations. We employ an RGB-D camera for capturing frontal 

views of a user, use depth images to detect the edge of obstacles and level differences, and give warning to the visually 

impaired user based on the distance between him/her and the detected obstacle. Experimental results show satisfactory 

performance of the method. 

Keywords: Visually impaired, Safety, Train station platform, Obstacles detection, MY VISION 

 

1. Introduction 

Public transportation is often used as a means of 

mobility for individuals with visual impairments, and 

more than half of them frequently utilize railways [1]. 

However, approximately 30% of visually impaired 

individuals have experienced falls from station platforms, 

resulting in an average of 76 fall incidents annually [2].  

There are methods for detecting steps and obstacles to 

assist visually impaired individuals in walking [3], [4]. 

However, the methods that use depth images to acquire 

the walking plane and to detect steps and obstacles are 

affected by noise, as the distance from the camera 

increases, it results in a narrow and less accurate 

detection range. Additionally, some methods use color 

information, but they are often designed for indoor use 

and are influenced by the factors such as time of day and 

weather when used outdoors.  

In this paper, we propose a method that detects step 

edges directly using depth images and determines the 

distance from the pedestrian to the step. The proposed 

method, designed to assist visually impaired individuals 

on station platforms, involves region segmentation using 

Graph Based Segmentation on depth images and the 

detection of step lines using Line Segment Detector. 

 

2.  Method 

2.1  Obstacles detection 

Initially, the coordinates conversion is performed from 

the image coordinate system to the camera image 

coordinate system. The transformation formula is given 

as follows. 

𝑋(𝑥, 𝑦) =
(𝑥 − 𝑐𝑥) × Z(x, y)

𝑓𝑥
 (1) 

Y(x, y)=
(𝑦 − 𝑐𝑥) × Z(x, y)

𝑓𝑦
 (2) 

𝑍(𝑥,𝑦)=𝑑 (3) 

Here 𝑐𝑥 is the optical center in the x-axis direction, 𝑐𝑦 is 

the optical center in the 𝑦-axis direction, 𝑓𝑥 is the focal 

length in the x-axis direction, and 𝑓𝑦 is the focal length in 

the 𝑦-axis direction.  

Changes in Y(x,y) and 𝑍(x,y) with respect to the change 

in the y-coordinate, as well as the changes in 𝑋(x,y) and 

𝑍(x,y) with respect to the change in the x-coordinate, are 

expressed by the following equations. 
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dY(x,y)

dy
=Y(x,y)-Y(x,y+k) (4) 

dZ(x,y)

dy
=Z(x,y)-Z(x,y+k) (5) 

d𝑋(x,y)

d𝑥
=𝑋(x,y)-𝑋(x+k,y) (6) 

dZ(x,y)

d𝑥
=Z(x,y)-Z(x+k,y) (7) 

 The method computes the change in angle of the 

gradient of the Z coordinate with respect to the gradient 

of the Y coordinate at the point (x,y), as well as the change 

in angle of the gradient of the Z coordinate with respect 

to the gradient of the X coordinate. If these angles exceed 

a certain threshold, the method judges it as an obstacle 

region. The formula and conditional statement are shown 

as follows. 

d_YZ(x,y)=arctan (

dY(x,y)
dy

dZ(x,y)
dy

) (8) 

d_𝑋Z(x,y)=arctan (

d𝑋(x,y)
d𝑥

dZ(x,y)
d𝑥

) (9) 

d_Y𝑋(x,y)=arctan (

d𝑋(x,y)
d𝑥

dY(x,y)
d𝑦

) (10) 

𝑜𝑏𝑗𝑒𝑐𝑡

= {
1  𝑖𝑓𝑑𝑌𝑍 > 𝑡 𝑎𝑛𝑑 𝑑𝑋𝑍 > 𝑡ℎ 𝑎𝑛𝑑 𝑑𝑌𝑋 = 0

0         𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 (11) 

2.2 Step detection at a station platform 

The method designates the regions at both ends of the 

area, excluding the obstacle region as candidate regions 

where steps are present. Graph Based Segmentation 

(GBS) is applied to these candidate regions. By applying 

GBS, it is possible to segment and merge regions with 

similar features in the image. This allows for the 

detection of steps by dividing regions according to 

different planes of varying height. 

2.3 Line detection at a step edge 

Line Segment Detector (LSD) is then applied to the 

candidate regions which contain the steps detected 

through region segmentation. LSD detects candidate line 

segments at the edges of planes with different heights. 

Linear approximation is performed using RANSAC on 

the endpoints of the line segments detected by LSD to 

detect the edges of the train platform. The detected lines 

are represented by the equation 𝑦 = 𝑎𝑥 + 𝑏  using the 

coordinates (x, y), and the gradient a helps determine the 

direction of the platform edge from the perspective of the 

observer. The conditional statements are as follows. 

𝐷𝑖𝑟 = {
𝑅𝑖𝑔ℎ𝑡      𝑖𝑓 𝑎 > 𝑡ℎ1

𝐿𝑒𝑓𝑡      𝑖𝑓 𝑎 < 𝑡ℎ2

𝐹𝑟𝑜𝑛𝑡       𝑒𝑙𝑠𝑒          

 (12) 

2.4 Distance from a step edge 

 Let 𝑔𝑐  be the point where the user of the proposed 

method is standing. It is defined as 𝑔𝑐= (width/2, height). 

Let 𝑔𝑝 be a point on the detected line segment. Referring 

to the depth information on the left and the right of the 

point 𝑔𝑝  which is the nearest point from 𝑔𝑐 , the 

distance𝐷𝑚𝑖𝑛
𝐻  is defined as the distance from the platform 

edge to the user. It is formulated as follows. 

 

3. Experimental result  

 In the performed experiment, an RGB-D camera was 

mounted on the chest of a subject, and video taking was 

conducted at a train platform. The proposed method was 

applied to the captured depth images, and comparison 

with ground truth was performed to assess the accuracy 

of the method. Experimental videos were captured in four 

situations involving obstacles such as people and luggage. 

Each video consists of 95 frames. Accuracy evaluation is 

done using the following formula. 

𝒐𝒗𝒆𝒓𝒍𝒂𝒑 =  
𝐺𝑇 ∩ 𝑂𝐴

𝑂𝐴
> 𝑇 (16) 

𝒂𝒏𝒈𝒖𝒍𝒂𝒓 𝒆𝒓𝒓𝒐𝒓 = |𝑎𝐺𝑇 − 𝑎𝑑| < 𝑇𝑞𝑎
 (17) 

𝒅𝒊𝒔𝒕𝒂𝒏𝒄𝒆 𝒆𝒓𝒓𝒐𝒓 = |𝑏𝐺𝑇 − 𝑏𝑑| < 𝑇𝑞𝑏
 (18) 

𝐷 = min
𝑝=1,2,…,𝑝

(|𝑔𝑐 − 𝑔𝑝|) (13) 

𝑑(𝑥, 𝑦, 𝑑𝑒) = 𝐷 (14) 

𝐷𝑚𝑖𝑛
𝐻 = 𝑚𝑖𝑛

𝑑𝑒∗
(𝑑(𝑥 + 1, 𝑦, 𝑑𝑒∗),

𝑑(𝑥 − 1, 𝑦, 𝑑𝑒∗)) 
(15) 
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Here 𝐺𝑇  represents the area of the ground truth line 

segment, 𝑂𝐴  represents the area of the line segment 

detected by the proposed method, and T is the threshold. 

In this experiment, 𝑇  is set to 0.5. The success of the 

detection is determined when the ratio of overlapping line 

segment areas exceeds the threshold. 𝑎𝐺𝑇  represents the 

distance on the image between the midpoint of the ground 

truth line segment and 𝑔𝑐 , whereas 𝑎𝑑  represents the 

distance on the image between the midpoint of the 

detected line segment and 𝑔𝑐. 𝑇𝑞𝑎
 is the threshold. In this 

experiment, 𝑇𝑞𝑎
 is set to 15 pixels. The success of the 

detection is declared when the error between 𝑎𝐺𝑇  and 𝑎𝑑 

is below the threshold. 𝑏𝐺𝑇 represents the angle between 

the ground truth line segment and the x-axis, and 

𝑏𝑑represents the angle between the detected line segment 

and the x-axis. 𝑇𝑞𝑏
 is the threshold. In this experiment, 

𝑇𝑞𝑏
 is set to 5 degrees. The success of the detection is 

declared when the error between 𝑏𝐺𝑇 and 𝑏𝑑 is below the 

threshold. An example of experimental results is shown 

in Fig. 1.  

The overall experimental results are presented in Table 

1. The average accuracy for line segment position, line 

segment angle, and line segment distance were 99.5%, 

91.6%, and 95.6%, respectively. 

4. Conclusion 

This paper proposed a method of detecting the edges 

of steps on a train platform automatically using a chest-

mounted RGB-D camera. This camera captures frontal 

scenes of a user with visual impairment, when he/she is 

walking. By detecting platform edges, the proposed 

method is able to contribute to the safety of a user with 

visual impairment who takes a train. Future work 

includes improving the proposed method for real-time 

processing and conducting validation experiments. 
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Location 

 

Obstacle 

Percentage of correct line 

segment location [%] 

Percentage of correct 

angles [%] 

Percentage of correct 

distance [%] 

The left platform edge Person 100 94.5 98.6 

The right platform edge Person 100 91.0 98.0 

The left platform edge Person & luggage 100 88.0 97.0 

The right platform edge Person & luggage 98.1 92.7 89.0 

(a) (b) (c) (d) (e) 

Fig.1. Experimental result : (a) Original color image, (b) depth image, (c) ground truth, (d) obstacle 

detection, (e) result of platform edge detection（in blue color） 

Table 1. Experimental result 
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Abstract 

Vectors studied in high school are a new concept that differs from those studied in previous scalars. Therefore, it has 

been pointed out that difficulties arise in the conceptual formation of vectors. This study aims to develop a learning 

support robot that can visualize vector information by robot movements, and to acquire vector concepts for students 

through classroom practice using the robot. The robot operates on a piece of imitation paper, marking the start and 

end points and connecting them with arrows to visualize the vectors. In a class using the robot, the student predicts 

the sum of the vectors, and the robot confirms it. A questionnaire was administered before and after the class. The 

results revealed significantly higher mean values when comparing the pre- and post-assessments. 

Keywords: Educational Support, Robot, Omni-wheel, Omnidirectional movement, High school mathematics 

 

1. Introduction 

Recent large-scale surveys such as OECD-PISA and 

TIMMS have shown that "while there has been some 

improvement in the percentage of students who 

responded positively to the enjoyment of learning 

mathematics and its relationship to the real world, there 

are still issues in terms of motivation to learn, such as the 

fact that the percentage is still low compared to other 

countries" and in upper secondary schools, "the 

motivation to learn mathematics is not high. [1] Therefore, 

in the Guidelines for the Course of Study for Senior High 

Schools announced in 2018, it is stated that in senior high 

school mathematics "problems that reflect the real world 

are handled, students who are not highly motivated to 

study mathematics are made aware of the significance of 

studying mathematics, and this will lead to increased 

motivation and the development of mathematical ability. 

This will lead to the development of mathematical skills.  

"Vectors" are "quantities that have magnitude and 

direction," a new concept that is different from the 

"quantities that express only magnitude" that students 

have learned in the past. Therefore, various difficulties 

have been pointed out in the concept formation of vectors. 

One reason for this is that vector learning is conducted 

only at the level of abstraction on the blackboard, making 

it difficult to formulate concepts. In addition, lack of 

understanding of the phases of vectors has also been 

pointed out [2], which may be caused by a lack of 

understanding of the concept of vectors themselves.   

It has been noted that the use of robots in schools can 

have a positive impact on students. The use of robots, as 

part of STEM education, has been noted to have a 

positive impact on students' understanding of science, 

technology, engineering, and mathematics; students 

acquire a broader range of knowledge because robots are 

associated with technological applications that span 

multiple disciplines; and the use of robots can increase 

students' motivation and engagement in the classroom. 

The use of robots can have a positive impact on students 

by increasing their motivation and engagement in the 

classroom. [3], [4], [5], [6] 

Therefore, the purpose of this study is to develop a 

learning support robot for learning vectors and to propose 

a class in which students can acquire the concept of 

vectors in addition to numerical calculations. By using 

the robot, students can learn vectors not only on the 

blackboard but also through concrete objects, which is 

expected to enhance their conceptual understanding. 

Through the proposed class, we expect to achieve the 

learning effects of understanding the concept of vectors 

and improving the motivation to learn. 

2. Robots to be developed. 

2.1. Definition of robot requirements 

The robot is used to consider the problem of two vectors 

with respect to the sum of the vectors, and to develop a 

robot that represents the motion of the vectors in terms of 

the robot's motion. The angle between the two vectors 

shall be limited to 0-180°. The robot should be easy to 

operate for high school students to acquire the concept of 

987



Kosei Machida, Shinichi Imai 

©The 2024 International Conference on Artificial Life and Robotics (ICAROB2024), J:COM HorutoHall, Oita, Japan, 2024 

vectors. To visualize the vectors (trajectory of the robot), 

the robot is placed on a piece of imitation paper.  

2.2. Robot Functions 

The speed of the robot's motor is defined as the vector 

magnitude, the direction of the tires is defined as the 

vector direction, and the trajectory of the robot's progress 

is defined as the vector motion. When studying vector 

sums, the robot's trajectory can be defined as the sum of 

vectors by simultaneously performing the motions of the 

two vectors before combining the vectors.   

2.3. Robot Design 

This Robot will be developed using Artec Robo from 

Artec, Inc. The robot to be developed uses Artec blocks, 

DC motors, servo motors, and a battery box Studuino: bit. 

The omni wheel is an omni-directional moving 

mechanism. [7] The omni wheel is an omni-directional 

moving mechanism, and the wheels using the omni wheel 

can move in any direction. [8] Studuino: bit is used as the 

microcontroller. Artec blocks are used to assemble the 

robot. The servo motors are used to change the direction 

of the tires. DC motors are used to rotate the wheels, 

which allow the robot to move on a flat surface. Servo 

motors are used to change the direction of the tires. 

Electric power is supplied from a battery box. The size of 

the robot is about the same as the size of the classroom. 

The size of the robot should be large enough for students 

to hold in their hands and manipulate on a desk. 

2.4. Correspondence between robot motion and 

vectors 

Fig. 1 shows the appearance of this teaching material. 

Hereafter, the two wheels at the bottom of the robot will 

be referred to as Wheel A and the two wheels at the top 

of the robot in Fig. 1 as Wheel B. In Fig. 1, the direction 

of rotation and speed of the tires are specified for Wheel 

A and Wheel B, respectively, and the trajectory of the 

robot's motion is referred to as vector motion. The motion 

of the omni wheels is shown in Fig. 2. As shown in Fig.  

2, the velocity in the 𝑥-direction is 𝑉𝑥 and the velocity in 

the 𝑦-direction is 𝑉𝑦. Let the rotational velocities of the 

omniwheel be 𝑉1 and 𝑉2, respectively. considering the 𝑥-

axis as the axis horizontal to 𝑉1 , the 𝑥 -axis as 0 rad, 

counterclockwise as positive, and the angle between the 

two wheels as 𝜃 , the calculation of the velocity 

components can be expressed by the Eq. (1). With  𝑉𝑥 and 

𝑉𝑦 known, the direction of movement is determined, and 

the direction of rotation and rotation speed of 𝑉1 and 𝑉2 

are controlled.   

𝑉 = [
𝑉1
𝑉2
] = [

1 0
cos(𝜃) 𝑠𝑖𝑛(𝜃)

] [
𝑉𝑥
𝑉𝑦
] (1) 

  
Fig.1 Robots to be developed. 

 
Fig.2 Omni wheel movement 

However, 𝑉1 is assumed to move in the direction 𝑉𝑥. If 

𝑉1 = 𝑉2, the body moves straight ahead. The use of an 

omniwheel allows the robot to move without turning, so 

the sum of vectors can be moved in a direction different 

from the direction in which the wheels rotate. The wheels 

can be changed to any position by using servo motors in 

the upper positions where the wheels are mounted. This 

allows the direction of the wheel to be changed.  

2.5. Image Analysis 

Image analysis is performed to check whether the sum 

of vectors can be represented by the robot's motion. For 

the image analysis, we use a camera stand and a video 

shot from the top of the robot with an iPhone13. The 

frame rate of the video is 30 fps. PV Studio 2D PRO is 

used as the image analysis software [9]. Place a marker at 

the center of the robot and record the axis of the robot's 

movement. The 𝑥 -axis and 𝑦 -axis are set so that the 

center becomes the origin. The frame when the robot 

starts moving is used as the reference frame. Because of 

the blurring of the axis, the frame when the axis increases 

or decrease in a certain direction without any increase or 

decrease in the axis is the frame of the start of the 

movement. Similarly, the last frame in which the axis 

increases or decrease in a constant direction without 

increasing or decreasing back and forth is the frame at the 

end of the motion. Image analysis is performed by 

combining the two motions when the sum of vectors is 

decomposed. The analyzed data is quantified, theoretical 

values are derived, and a comparison of the motion and 
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the theoretical values is made to confirm that the sum of 

vectors can be expressed.  

2.5.1.  Image Analysis Theoretical Value 

Define the first values of x-axis and y-axis (axis of the 

initial position) 𝑥1  and  𝑦1 . Thus, the 𝑥-axis and 𝑦-axis 

values in frame 𝑛  can be defined as  𝑥𝑛  and  𝑦𝑛 . The 

general forms of the x - and y-axis are  𝑥𝑛  and  𝑦𝑛 , 

respectively, where 𝑥1 and  𝑦1 are first term values. 

The robot is assumed to move in the minus direction of 

the x -axis. Therefore, if the robot stops moving at frame 

𝑚, the total number of frames can be represented by 𝑚. 

If the range of frames in the x -axis and y-axis directions 

is defined as 𝑎 and 𝑏, respectively, then 𝑎 and 𝑏 can be 

expressed by Eq. (2) and Eq. (3), respectively. 

𝑎 = |𝑥𝑚 − 𝑥1|  (2) 

𝑏 = |𝑦𝑚 − 𝑦1| (3) 

If the values advancing in the x-axis and y-axis 

directions per frame are defined as 𝑔 and ℎ, respectively, 

then 𝑔 and ℎ can be represented by Eq. (4) and Eq. (5), 

respectively.  

𝑔 =
𝑎

𝑚
   (4) 

ℎ =
𝑏
𝑚
2

 
(5) 

In the case of ℎ, the vector shows two directions, so the 

number of frames is 𝑚/2, since the direction changes 

after half the time. Therefore, the values 𝑥𝑛 and  𝑦𝑛 of the 

x and y-axis in the 𝑛𝑡ℎ frame can be expressed by Eq. (6), 

Eq. (7) and Eq. (8). However, when 𝑛 = 1, 𝑥1 = 𝑔 and 

𝑦1 = ℎ.  

𝑥𝑛 = 𝑥𝑛−1 − 𝑔(𝑛 ≧ 2) (6) 

𝑦𝑛 = 𝑦𝑛−1 − ℎ  (1 < 𝑛 ≤ 𝑚/2) (7) 

𝑦𝑛 = 𝑦𝑛−1 + ℎ (𝑚/2 < 𝑛 ≤ 𝑚) (8) 

When the number of frames is half, 𝑦𝑛 can be expressed 

in two equations for 𝑛/2, since the sum of the vector’s 

changes direction after half the number of frames has 

elapsed, since the vectors indicate two directions. 

2.5.2.  Results and Discussion of Image Analysis  

In PV Studio 2D PRO, each displacement of one axis 

results in a movement of one meter. Based on this, 

comparing the results of image analysis with the 

theoretical values, the motion when the left and right 

wheels are moved simultaneously is shown in Fig. 3. 

 
Fig.3 Results of Image Analysis. 

When the number of frames is half, that is, when the 

direction of the vector sum changes, there is a difference 

of several frames between the measured and theoretical 

values. This may be due to the motor. We believe that the 

individual differences in the motors caused the slight 

discrepancies. 

In addition, there was a discrepancy in the y-axis 

between the initial value and the final value of the 

measured value. This can be attributed to friction. 

Friction is considered to have shifted the y-axis by 

approximately 0.05 meter compared to the initial position. 

The results show that the approximate shape of the sum 

of the vectors can be represented, although there is an 

error of a few centimeters from the theoretical value. In 

order to improve these deviations, we believe that the 

problem can be solved by making the arrows connecting 

the trajectories thicker. We also believe that the learning 

about the robot mechanism can be expanded by having 

the students consider the reasons for the deviations from 

the theoretical values. 

3. Classroom Practice 

3.1. Class Structure 

In the class, the sum of vectors is represented by 

moving a robot on paper, attaching points to the starting 

and ending points of the robot, and connecting these 

points with arrows. The goal of the class is "to be able to 

consider the sum of vectors by transforming the 

decomposed vectors. The structure of the class is shown 

in Table 1. A questionnaire will be administered before 

and after the class. 

Table 1.  Class Flow. 

Intro. Explanation of how to use the robot. 

About vectors and sums in one direction. 

Dev. 

Sum of vectors in two directions 

Same magnitudes on the left and right  

Different magnitudes of left and right 

Con. Confirmation of the sum of vectors 
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3.2. Survey Summary 

On October 11, 2023, 17 high school sophomores (16 

pre-survey, 17 post-survey) will be surveyed. The 

subjects are students who have not studied vector sums. 

The questionnaire will be administered using a five-item 

method with reference to the literature [10]. In order to 

measure knowledge, survey questions were administered 

before and after the survey. The pre-survey was 

conducted before the class, and the post-survey was 

conducted after the class. A t-test (with correspondence) 

was used to analyze the differences in attitudes toward 

independent. 

3.3. Result 

The results of the survey are shown in Table 2; 

significant differences were found in three items. For the 

knowledge question, the response rate for Question 1 was 

62.4% before and 93.8% after the response. For question 

2, the pre-response rate was 18.8% and the post-response 

rate was 50.0%. 

4. Conclusion 

 In this study, we developed a learning support robot 

that represents vector sums. The robot was also used in a 

class. A questionnaire survey was conducted, and 

significant differences were found. In addition, the 

percentage of correct answers in the test was higher than 

before and after the class. In the future, we plan to further 

analyze the questionnaires and modify the robot and the 

classes.  
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Table 2. Results of pre-post comparison of questionnaires (t-test (with correspondence)) 

 

M SD M SD

1. Do you think you enjoy learning? 3.25 1.24 3.50 1.16 1.17 .261 0.21

2. Do you think you are able to participate willingly in class? 3.50 1.21 3.75 1.00 0.70 .497 0.23

3. Would you like to find out more about what you have learned? 2.31 1.08 3.00 1.10 2.71 .016 * 0.64

4. Can relate what they have learned to what they have studied and to what is happening in their daily lives and society.2.38 1.20 2.80 1.13 1.00 .333 0.32

5. Can base one's opinions and thoughts on reasons and in a well-sequenced manner. 2.31 1.01 2.81 1.28 1.52 .150 0.44

6. Can imagine and look ahead and think about what could happen in relation to what they are learning. 2.31 0.95 3.63 1.09 3.88 .001 ** 1.30

7. Organize materials and information gathered for a purpose into diagrams and tables. 2.56 1.21 3.06 1.34 1.94 .072 0.39

8. Can express facts and results based on the regularity and lawfulness of things. 2.50 1.03 3.25 1.29 2.54 .023 * 0.65

※In the post-survey, add "Through the use of the robot in the class" at the beginning of the survey item.

p -value effect d

*p  < .05 ;**p  < .01

questionnaire
Pre Post

t -value
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Abstract 

This paper investigates the effective methods of measuring the burden on the infant's body. Initially, the 
“the burden on the body and the lumbar spine burden are the same” was defined. The calculations and 
comparisons were carried out based on the two methods: the AnyBody Modeling System and the 
smartphone application Yo-bukun (a lumbar spine burden measurement application). The lumbar burden 
was calculated using the AnyBody Modelling System. In addition, an iPhone running the Yo-bukun 
lumbar burden measurement application was placed close to the heart position in order to simulate the 
lumbar burden. The results were compared with the respective average values and validated. 

Keywords: Infants, Physical activity, Lunbar burden,  

 

1. Introduction 

In contemporary Japan, where the decline in children's 

physical fitness has emerged as a prominent concern [1], 

a comprehensive analysis of children's physical activity, 

particularly among young children, holds significant 

relevance. Various methodologies are employed to 

measure physical activity, encompassing continuous 

heart rate recording, electromyography, pedometers, 

calorie counters, and accelerometers [2], [3], [4]. Notably, 

smartwatches like the Apple Watch have gained 

popularity in recent years. However, the majority of these 

methods are tailored for adult use. Even among 

smartwatches, those designed for children are geared 

towards elementary school students and older, lacking 

compatibility with younger children. Accelerometers, 

pedometers, and behavior analysis are frequently 

employed for measuring physical activity in young 

children, yet a prevailing challenge in research utilizing 

these methods is their inadequacy for accommodating the 

needs of this demographic. Hence, there is an immediate 

necessity to investigate measurement methods that align 

with the body size of infants when assessing their 

physical activity. 

 

The AnyBody Modeling System, developed at 

Aalborg University in Denmark, is a widely utilized 

musculoskeletal mechanics analysis software globally. 

The AnyBody Modeling System [5] employs inverse 

dynamics analysis to calculate forces acting on each part 

of the human body, including muscle activity, muscle and 

antagonist muscle forces, elastic energy of tendons, joint 

forces, and joint moments, during motion. While 

extensively used for simulating joint movements and 

analyzing motion capture data from video, research using 

this system has predominantly focused on adults, with 

limited exploration in the context of infants.  
 

The Yo-bukun application [6], [7], a collaborative 

effort between the Faculty of Engineering at Miyazaki 

University and Densan Corporation in 2022, is an iPhone 

application quantifying and displaying lower back burden. 

This application is calibrated when the user stands 

upright, and calculates the amount of lumbar burden 

based on the tilt of the iPhone. This iPhone application 

facilitates the easy measurement of lower back burden 

and has not been previously applied to infants. 

  
This paper investigates the effective methods of 

measuring the burden on the infant's body. The 

calculations and comparisons were carried out based on 

the two methods: the AnyBody Modeling System and the 

smartphone application Yo-bukun (a lumbar spine 

burden measurement application).  

2. Methodology 

In this paper, we will compare the results of  the 

anybody modeling system and the “Yo-bukun” analysis 

application, which are set to the height and weight of 

infants. As a measurement system, the AnyBody 
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Modeling System is accurate if the movement is 

measured correctly. However, the AnyBody Modeling 

System is not realistic to accurately measure the burden 

of a moving infant. The “Yo-bukun” analysis application, 

who wears a smartphone, has fewer restrictions and can 

take measurements over a long period of time. 

The value of the “Yo-bukun” analysis application is 

unclear how accurate for infants. Therefore, in order to 

confirm the accuracy of the “Yo-bukun” analysis 

application for infants, we conduct the comparative 

verification using the parameter settings as those for 

infants. 

2.1. The AnyBody Modeling System's analysis 

procedure 

In this paper, we use the AnyBody Modeling System to 

analyze the sample basic motion. Set the analysis settings 

in the AnyBody Modeling System to the height and 

weight of a typical infant, and calculate the amount of 

lumbar strain during movement in a pseudo manner. 

 

2.2. The Yo-bukun’s analysis procedure 

Set the settings in the “Yo-bukun” analysis application 

to the same height and weight as in Chapter 2.1. We move 

by hand the smartphone according to the sample basic 

motion. In this way, we can simulate the basic motion on 

our smartphone. 

3. Results and Discussion 

3.1. Analysis results with the AnyBody Modeling 

system 

Fig. 1 shows a series of balancing movements viewed 

from behind. The color of the muscles used changes, 

indicating areas of high strain. The fact that the lower 

back is colored in addition to the leg on which the body 

weight is placed indicates that the burden is placed 

mainly on the lower back. The posture with the maximum 

burden on the lower back is considered to be posture 5, in 

which the subject is off-balance. In the "balance" posture, 

the average value was 231[N] for approximately 8 

seconds, and the maximum value was 283[N] (Fig. 1). 

Fig. 2 shows a series of squatting movements, viewed 

from behind. In this movement, too, the color of the 

lumbar region changes, and it can be said that the lumbar 

region is burdened. The posture with the maximum 

lumbar load is posture 5 in the standing up motion. In the 

crouching movement, the average value for 

approximately 10 seconds was 322[N], and the maximum 

value was 484[N]. 

 
Fig. 1. Sequence of balance movements from behind 

with the AnyBody Modeling System analysis 

 

 
Fig. 2. Sequence of squat movements from behind 

with the AnyBody Modeling System analysis 

According to the AnyBody Modeling System analysis, 

two of the movements put the burden primarily on the 

lumbar region, thus meeting the definition of the “the 

burden on the body and the lumbar spine burden are the 

same”. 

3.2. Analysis results with the Yo-bukun 

In the context of balance movements, the approximate 

average load over a duration of 8 seconds was 164[N], 

with a maximum load reaching 204[N].  
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In the squatting movement, the approximate average 

load over a duration of 10 seconds was 228[N], with a 

maximum load of 320[N].  

3.3. Comparison of Analytical Results between 

Two Software Applications 

In the Squatting movement, the average load was 

322[N] in the AnyBody Modeling System and 228[N] in 

the Yo-bukun, resulting in AnyBody Modeling System 

exhibiting a slightly higher value of approximately 90[N]. 

The average value for balance movements was also 231 

[N] for the AnyBody Modeling System and 164[N] for 

Yo-bukun, with the AnyBody Modeling System being 

about 70[N] higher. Although there was a slight 

discrepancy in the average values for both "Squatting" 

and "Balance," the fact that similar numerical values were 

obtained with both software applications. The burden on 

the body of infants during these two movements is 

approximately 200[N] to 350[N]. Although we predict 

that the difference between the two results is due to 

differences in the standards of the skeletal models used. 

4. Conclusion 

In this paper, the physical burden on infants was 

measured using two different software applications. A 

comparison of the average values obtained from the two 

software applications revealed no significant differences, 

suggesting that the burden on infants during the two 

movements can be considered to range from 

approximately 200[N] to 350[N]. The analysis time 

capability of the AnyBody Modeling System is 

approximately ten seconds. In contrast, the Yo-bukun 

enables prolonged analyses. The absence of significant 

differences between the AnyBody Modeling System and 

Yo-bukun in this study suggests the potential for 

measuring the physical load during infant body activities 

using Yo-bukun. In our future work, the validations are 

necessary by increasing the number of infant subjects. 
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Abstract 

In human movement and rehabilitation analyses, human joint dynamics is a key to consider the incorporation of 

spring-damper components, flexible bodies and contact forces analytically. In the present study, an analytical method 

for human gaits were introduced to integrate those essential elements, and viscoelastic properties of musculoskeletal 

system were modeled with the absolute nodal coordination formula (ANCF) method representing flexible body 

motions. A contact force model simulates interactions between different body segments and the environment. The 

proposed system is applied to a slider crank mechanism, demonstrating its capabilities in human joint motion analysis 

using integrated dynamic model within the framework of multibody dynamics (MBD), which realizes 

dynamic/inverse dynamics for human biomechanics. 

Keywords: Multibody dynamics (MBD), Contact force model, Absolute nodal coordinate formula (ANCF), human 

biomechanics 

 

1. Introduction 

Joint disorders progress irreversibly due to exercise and 

aging, and the number of patients who have joint 

disorders is increasing. These joint disorders affect gait 

and daily life [1] and they are one of the major issues in 

the current aging society. Physical therapy treatments for 

joint disorders include step-by-step treatment that 

restricts extension by restraining joints using joint 

orthosis, and rehabilitation that applies appropriate joint 

loads. From the viewpoint of prevention of the disease by 

joint load reduction, patient-specific order-made assistive 

devices using 3D printers and flexible materials [2] are 

also developing. However, the formulation of 

rehabilitation programs and the design of orthotics and 

assist devices are performed through subjective 

evaluations based on the experience of physical therapists 

and prosthetists. Therefore, the standard numerical 

evaluation index is needed, and modeling human joint 

mechanisms and analyzing their movements plays an 

important role in the formulation of the programs and 

design for the devices. 

The dynamic and inverse dynamic analysis of human 

motion is possible with multibody dynamics (MBD) [3], 

[4], [5], [6], [7]. In order to reproduce the movement of a 

joint and analyze in detail the increase/decrease in the 

load that occurs on its components, it is necessary to 

construct and analyze models in which the muscles and 

ligaments are replaced with spring damper components 

or flexible bodies. The absolute nodal coordinate formula 

(ANCF) [8], [9], [10] has been proposed as an analysis 

method that incorporates finite element methods for 

systems composed of flexible bodies in MBD. The 

ANCF allows the analysis of systems that include large 

deformation of flexible bodies by dividing the body into 

multiple elements. Furthermore, by considering the 

effects of viscoelastic ground contact [11], [12], it 

becomes possible to analyze human motion such as 

human gait. 

In this study, for the implementation of an analytical 

system for the joint load reduction analysis based on 

MBD, we demonstrate an integrated dynamic model by 

applying a flexible body, spring-damper components and 

ground contact force to the crank model and analyzing it 

dynamically. 

2. Methodology 

2.1. Integrated dynamic analysis based on MBD 
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The motion of a multibody system (MBS) composed of 

rigid bodies is described by a differential algebraic 

equation (DAE) such as Eq. (1) based on MBD theory 

using Lagrange multiplier λ and acceleration equation γ. 

Here, 𝑀𝑅, Φ𝑅  and 𝑄𝑅
𝐴  mean the mass matrix of rigid 

bodies, constraint matrix and external force vector 

respectively. Subscript 𝑞  means the Jacobian matrix 

obtained by partially differentiating the constraint matrix 

with respect to the generalized coordinate matrix 𝑞. 

[
𝑀𝑅 Φ𝑅𝑞

𝑇

Φ𝑅𝑞 0
] [
�̈�𝑅
𝜆
] = [

𝑄𝑅
𝐴

𝛾
] (1) 

Considering incorporating a flexible body into MBS, 

the generalized coordinate matrix of the flexible body is 

defined and its motion is described based on ANCF. 

According to Fig. 1, the generalized coordinate matrix of 

the flexible body 𝑖  is described as Eq. (2) with x-y 

coordinates at each node and their slope [13]. 

𝑞𝐹
𝑖 = [𝑒1

𝑖 , 𝑒2
𝑖 , 𝑒3

𝑖 , 𝑒4
𝑖 , ⋯ 𝑒4𝑁𝑛−3

𝑖 , 𝑒4𝑁𝑛−2
𝑖 , 𝑒4𝑁𝑛−1

𝑖 , 𝑒4𝑁𝑛
𝑖 ]

𝑇
 (2) 

The DAE of flexible multibody dynamics (fMBD) 

which incorporates flexible bodies based on ANCF can 

be expressed as Eq. (3) by expanding Eq. (1). 

[

𝑀𝑅 0 Φ𝑅𝑞
𝑇

0 𝑀𝐹 Φ𝐹𝑞
𝑇

Φ𝐹𝑞 Φ𝐹𝑞 0

] [
�̈�𝑅
�̈�𝐹
𝜆

] = [
𝑄𝑅
𝐴

𝑄𝐹
𝐴

𝛾

] (3) 

𝑄𝑅
𝐴 and 𝑄𝐹

𝐴 are external force vectors consist of gravity 

force and elastic force due to deformation of flexible 

body. When the analytical model consists of spring-

damper components and the ground contact model, the 

total external force vector 𝑄𝐴 includes force vectors 𝐹𝑆𝐷 

and 𝐹𝑐  which are generated by spring-damper and 

viscoelastic ground contact as Eq. (4).  

𝑄𝐴 = [
𝑄𝑅
𝐴

𝑄𝐹
𝐴] + 𝐹𝑆𝐷 + 𝐹𝐶 (4) 

2.2. Contact force in external force vector 

In the continuous contact model, the normal force 𝐹𝑁 is 

expressed by Eq. (5) using the generalized stiffness 

parameter K and the relative penetration or indentation 𝛿. 

Based on the theory of elasticity by Herts [11], the 

exponent n is equal to 2 3⁄ . 

𝐹𝑁 = 𝐾𝛿
𝑛 (5) 

Considering the damping term, 𝐹𝑁  can be written as 

follows with hysteresis damping factor 𝜒. Here, 𝑐𝑟, �̇� and 

�̇�(−)  mean coefficient of restitution, relative 

approach/departing velocity and initial approach velocity 

respectively. 

𝐹𝑁 = 𝐾𝛿
𝑛 + 𝜒𝛿𝑛�̇� (6) 

When 𝜒 is expressed as Eq. (7), substituting it into Eq. 

(6), 𝐹𝑁 becomes Eq. (8). 

𝜒 =
3𝐾(1 − 𝑐𝑟

2)

4�̇�(−)
 (7) 

𝐹𝑁 = 𝐾𝛿
𝑛 [1 +

3(1 − 𝐶𝑟2)

4
∙
�̇�

�̇�(−)
] (8) 

 When sliding occurs in contact between the body and the 

ground, the dynamic friction force is described as Eq. (9) 

using kinetic friction coefficient μ , tangential velocity 

vector 𝑐𝑓 and dynamic correction coefficient 𝑐𝑑 based on 

friction velocity. 

𝐹𝑓 = −𝜇𝐹𝑛𝑐𝑓𝑐𝑑 (9) 

Consider the case where body 𝑖 contacts the straight line 

ax + by + c = 0 at contact point CP according to Fig. 2, 

the coordinate and velocity at point cp are as Eq. (10). 

{
 

 [
𝑥𝑐𝑝
𝑦𝑐𝑝
] = [

𝑥𝑖
𝑦𝑖
] + [

𝑟𝑖
0
] [
cos 𝜃𝑖 −sin 𝜃𝑖
sin 𝜃𝑖 cos 𝜃𝑖

]

[
�̇�𝑐𝑝
�̇�𝑐𝑝
] = [

�̇�𝑖
�̇�𝑖
] − [

𝑟𝑖
0
] �̇�𝑖

 (10) 

The relative penetration δ  can be expressed as the 

shortest distance between the contact point and the 

straight line as Eq. (11). 

𝛿 =
|𝑎𝑥𝑐𝑝 + 𝑏𝑦𝑐𝑝 + 𝑐|

√𝑎2 + 𝑏2
 (11)  

Fig. 1 The definition of the generalized coordinates of 

the flexible body I based on ANCF. 
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Since the relative approach velocity �̇�  in Eq. (8) and 

tangential velocity 𝑐𝑟  in Eq. (9) are perpendicular and 

parallel to the straight line, they can be written as Eq. (12) 

when the ground line moves as [�̇�𝐺 , �̇�𝐺]
𝑇. Here the angle 

between x-axis and the straight line is as 𝜑 =

𝑡𝑎𝑛−1(−𝑎 𝑏⁄ ). 

�̇� = (�̇�𝐺 − �̇�𝑐𝑝) sin 𝜑 − (�̇�𝐺 − �̇�𝑐𝑝) cos 𝜑

𝑐𝑟 = (�̇�𝐺 − �̇�𝑐𝑝) cos𝜑 + (�̇�𝐺 − �̇�𝑐𝑝) sin𝜑
 (12) 

 

2.3. Slider-crank model for validation of 

integrated analysis  

In order to validate the MBD integrated analysis, a 

flexible body, a spring-damper component and the 

viscoelastic contact model are applied to the slider-crank 

model as shown in Fig. 3 to compare the changes in the 

behavior of the mechanism with and without these 

components. When 𝑁𝑒 which is the number of division 

elements of the elastic beam 𝐹1 based on ANCF is equal 

to 8, the kinematic constraint equation between 𝐹1  and 

rigid links 𝐿1  and 𝐿2  of the slider-crank in Fig. 4 is 

described by Eq. (13). 

[
Φ𝐿1𝐹1
𝐾

Φ𝐿2𝐹1
𝐾 ] =

[
 
 
 
 
 
 
 𝑒1 − 𝑥1 −

𝑙1
2
cos 𝜃1

𝑒2 − 𝑦1 −
𝑙1
2
sin 𝜃1

𝑒33 − 𝑥2 +
𝑙2
2
cos 𝜃2

𝑒34 − 𝑦2 +
𝑙2
2
sin 𝜃2]

 
 
 
 
 
 
 

= 0 (13) 

The driving constraint Φ𝐷 is given to 𝐿1 as Eq. (14) and 

angular velocity ω is equal to 2𝜋 5⁄ [𝑟𝑎𝑑 𝑠⁄ ]. 

Φ𝐷 = 𝜃1 − 𝜔𝑡 − 𝜃1
(0) = 0 (14) 

In this slider-crank model, the endpoint at 𝐿2  collides 

with 𝐿3  and the effect of viscoelastic contact occurs 

without sliding. The contact force between these links is 

described as Eq. (15). 

𝐹𝑁 = 𝐾(𝑥3 − 𝑥2)
2
3 [1 +

3(1 − 𝑐𝑟
2)

4
∙
�̇�3 − �̇�2

�̇�(−)
]

𝐹𝑓 = 0

 (15) 

 

3. Results and Discussion 

3.1. Dynamic analysis of the integrated slider-crank 

model based on MBD 

Numerical analysis of the dynamic analysis based on 

MBD was performed by solving the DAE of the 

analytical system with MATLAB. In numerical 

computation, the fourth-order Runge-Kutta Gill’s method 

[14] was used as the numerical integration method. The 

time step width is ℎ = 1.0 × 10−5[𝑠]. The parameters of 

spring-damper components are 𝑘 = 50, 𝑐 = 0.1 and the 

parameters of viscoelastic contact are K = 4.0 ×
105, 𝑐𝑟 = 0.1 and μ = 0.45. The results of the dynamic 

analysis for each element of the integrated slider-crank 

model are shown in Fig. 4. The x-coordinates of link L2 

with and without flexible material are compared as shown 

in Fig. 5. The right graph in Fig. 5 shows the difference 

between each movement at first contact. When the model 

consists of a flexible body, the viscoelastic contact causes 

the deformation of it.  

 

Fig. 2 Viscoelastic contact with the tilted ground 

described as  𝑎𝑥 + 𝑏𝑦 + 𝑐 = 0 

 

 

Fig. 3 Integrated dynamic model of slider crank 
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3.2. Constraint force by adopting viscoelastic 

contact model 

MBD-based dynamic analysis was performed for three 

models with different components in Fig. 6 to analyze the 

changes in contact force on the body of the analytical 

system. Fig. 7 shows the result of the dynamic analysis, 

and the deflection of the flexible body and the contraction 

of the spring-damper component reduces the relative 

penetration of the contact point, resulting in smaller 

contact forces compared to the rigid slider-crank model. 

It is possible to analyze the force by the viscoelastic 

contact which changes according to the components 

applied to the MBS. 

4. Conclusion 

Through this research, the integrated dynamic analysis 

of models which has contacts between objects or objects 

and ground was shown to be possible by expanding the 

analysis system to incorporate flexible bodies and a 

viscoelastic contact model. The use of flexible materials 

and spring-damper components in the joint mechanism 

enables gait analysis of walking robot legs that utilize 

nonlinear elastic properties and dynamic analysis of the 

effect of joint assistive devices on human walking motion, 

and is effective for the design and development of such 

robot legs and support devices. In further analysis, it is 

necessary to apply this integrated dynamic analysis to 

joint drive control for the robot leg models and the 

combination models of human gaits and assistive devices. 
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Fig. 4 The result of the dynamic analysis of the 

integrated slider-crank model. 

 

 

Fig. 5 The transition of x-coordinate at CP. The right 

graph is looking at the point in time when the effect of 

viscoelastic contact occurres. 

 

 

Fig. 6 Integrated dynamic models of slider crank. The 

model a) consists of rigid linkages, b) is replaced and 

has a flexible body and c) is applied with a flexible 

body and a spring-damper component. 

 

 

Fig. 7 The difference of contact force at contact point 

between the slider-crank models 

 

997



An Integration of Contact 

©The 2024 International Conference on Artificial Life and Robotics (ICAROB2024), J:COM HorutoHall, Oita, Japan, 2024 

acknowledge ARIZONO Orthopedic Supplies Co., Ltd. 

for assistance with the formulation of exoskeleton-type 

assistive devices in their products.  

References 

1. L. Zhang, G. Liu, B. Han, Z. Wang, Y. Yan, J. Ma and P. 

Wei, “Knee Joint Biomechanics in Physiological 

Conditions and How Pathologies Can Affect It: A 

Systematic Review,” Applied Bionics and Biomechanics, 

2020, Article Number 7451683. 

2. Y. J. Choo, M. Boudier-Revéret and M. C. Chang, “3D 

printing technology applied to orthosis manufacturing: 

narrative review,” An Palliat Med 2020; 9(6): 4262-4270. 

doi: 10.21037/apm-20-1185 

3. J. A. C. Ambrósio, Impact of Rigid and Flexible Multibody 

Systems: Deformation Description and Contact Models, in 

Virtual Nonlinear Multibody Systems. NATO ASI Series 

(Series II: Mathematics, Physics and Chemistry), eds. W. 

Schiehlen and M. Valášek, Springer, Dordrecht, vol 103, 

2003, pp. 57-81. 

4. P. E. Nikravesh, Planar Multibody Dynamics: Formulation, 

Programming with MATLAB, and Applications, 2nd edn., 

CRC Press, Boca Raton, 2018. 

5. K. Komoda and H. Wagatsuma, Energy-efficacy 

comparisons and multibody dynamics analyses of legged 

robots with different closed-loop mechanisms, Multibody 

System Dynamics 40, 2017, pp. 123–153. 

6. D. Batbaatar and H. Wagatsuma, A Proposal of the 

Kinematic Model of the Horse Leg Musculoskeletal 

System by Using Closed Linkages, Proceedings of the 

2019 IEEE International Conference on Robotics and 

Biomimetics (ROBIO), Dali, China, 2019, pp. 869–874. 

7. J. Baumgarte, Stabilization of constraints and integrals of 

motion in dynamical systems, Computer Methods in 

Applied Mechanics and Engineering 1(1), 1972, pp. 1–16. 

8. A. A. Shabana, "Computer Implemantation of the 

Absolute Nodal Coordinate Formulation for Flexible 

Multibody Dynamics," Nonlinear Dynamics, vol. 16, pp. 

293-306, 1998. 

9. L. G. Maqueda, A. A. Mohamed and A. A. Shabana, "Use 

of General Nonlinear Material Models in Beam Problems: 

Application to Belts and Rubber Chains," Journal of 

Computational and Nonlinear Dynamics, vol. 5, pp. 

21003-1-21003-10, 2010. 

10. A. A. Shabana, An overview of the ANCF approach, 

justifications for its use, implementation issues, and future 

research directions, Multibody System Dynamics, 2023. 

11. 11. Flores, P., Machado, M., Silva, M.T. et al. On the 

continuous contact force models for soft materials in 

multibody dynamics. Multibody Syst Dyn 25, 357–375 

(2011). https://doi.org/10.1007/s11044-010-9237-4 

12. D. Batbaatar and H. Wagatsuma, A Viscoelastic Contact 

Analysis of the Ground Reaction Force Differentiation in 

Walking and Running Gaits Realized in the Simplified 

Horse Leg Model Focusing on the Hoof-Ground 

Interaction, Journal of Robotics, Networking and Artificial 

Life, Vol. 8(2); September (2021), pp. 78-84. 

13. M. A. Omar and A. A. Shabana, "A Two-Dimensional 

Shear Deformable Beam for Large Rotation and 

Deformation Problems," Journal of Sound and Vibration, 

vol. 243, no. 3, pp. 565-576, 2001. 

doi:10.1006/jsvi.2000.3416 

14. Wolfram Research, Inc., Runge-Kutta Gill’s method, 

https://mathworld.wolfram.com/GillsMethod.html 

 

Authors Introduction 

 
Mr. Shintaro Kasai 

He received his Master’s degree in 

Engineering in 2023 from the Graduate 

School of Life Science and System 

Engineering, Kyushu Institute of 

technology (Kyutech) in Japan,. He is 

currently a doctoral course student in 

Kyutech, Japan and JSPS Research 

Fellow (DC1). 
 

 
Dr. Dondogjamts Batbaatar 

He received his M.S. in the field of 

mechatronics from Mongolian 

University of Science and Technology 

(MUST), Mongolia and Ph.D. degree 

from Kyushu Institute of Technology, 

Japan in 2015 and 2021. He is currently 

a vice dean of research affair in School 

of Mechanical Engineering Transportation in MUST. His 

research interests include computational non-linear 

dynamics and bio-inspired robotics.  
 

 
Dr. Hiroaki Wagatsuma 

He received his M.S., and Ph.D. degrees 

from Tokyo Denki University, Japan, in 

1997 and 2005, respectively. In 2009, he 

joined Kyushu Institute of Technology, 

where he is currently a Professor of the 

Department of Human Intelli- gence 

Systems. His research interests include 

non-linear dynamics and robotics. He is a 

member of IEEE. 
 

 

 

998

Powered by TCPDF (www.tcpdf.org)

http://www.tcpdf.org


 

©The 2024 International Conference on Artificial Life and Robotics (ICAROB2024), J:COM HorutoHall, Oita, Japan, 2024 

Haptic Sensation Enhancement via the Stochastic Resonance Effect and Its Application to 

Haptic Feedback for Myoelectric Prosthetic Hands 

Yoshitaka Mizumoto 

Okayama University, 1-1-1 Tsushima-naka, Kita-ku, Okayama, 700-8530, Japan 

Taro Shibanoki 

Okayama University, 1-1-1 Tsushima-naka, Kita-ku, Okayama, 700-8530, Japan 

Email:mizumoto-y@s.okayama-u.ac.jp, shibanoki@okayama-u.ac.jp 

 

Abstract 

In this paper, we propose a highly realistic haptic feedback method for myoelectric prosthetic hands. Alt-

hough several haptic feedback methods have been studied, this study attempts to create realistic sensory 

feedback through prosthetic hands by not only using feedback methods but also by improving the haptic 

sensation based on the stochastic resonance effect. In the experiment, contact information obtained from 

a microphone attached to the fingertip of a prosthetic hand was transferred through a vibrotactile stimula-

tor near the elbow fossa, and white noise vibration was also applied near the elbow fossa to verify the 

improvement of tactile sensitivity of the fingertips. The results demonstrated the possibility of transmitting 

tactile information for myoelectric prostheses through sensory enhancement of the user. 

Keywords: Myoelectric Prosthetic Hand, Haptic Sensation, Stochastic Resonance, Haptic Feedback 

 

1. Introduction 

 To realize a prosthetic hand that resembles a human 

hand, it is necessary not only to consider the mechanism 

of the prosthetic hand but also to establish a sensory feed-

back method, such as tactile sensation. Sensory infor-

mation has a vital function in daily activities because the 

sense of touch conveys various properties or information 

of objects [1]. However, it is said that when prosthetic 

users touch objects with their prosthetic hands, they feel 

vibrations through the socket, making it difficult to accu-

rately acquire tactile information through the prosthetic 

hand. Although myoelectric prosthetic hands have 

evolved to imitate motor functions of human hands [2], 

many current devices are deemed insufficient given their 

inability to deliver relevant sensory information. 

The senses are broadly classified as cutaneous and 

deep senses, and restoration of these senses shows its im-

provement for the daily life of forearm amputees [3]. Var-

ious methods of cutaneous sensation feedback such as 

touch, pressure, pain, warmth and cold have been inves-

tigated. In the past, a simple transducer attached to a 

small speaker [4] was proposed, and in recent years, Ueda 

et al. have transmitted the warmth or coldness of an object 

by transmitting the temperature detected by a temperature 

sensor at the fingertip to a device on the upper arm [5], 

Osborn et al. developed electronic skin, which can trans-

mit pain to the user by detecting differences in the shape 

and texture of objects at the fingertips and sending signals 

to peripheral nerves [6], and various other skin sensations 

can now be transmitted. Alessia et al. measured the accel-

eration of the fingertip and controlled the oscillator of a 

socket to enable discrimination of roughness [7], Chris-

tian et al. detected pressure from a silicon bulb and con-

firmed that the magnitude of pressure could be discrimi-

nated by inflating the silicon pad at the cut using a mon-

ofilament [8].  
These various sensory feedback methods provide only 

pseudo feedback, and it is difficult to reproduce actual 

sensation. This is due to practical issues such as the dan-

ger of direct sensory feedback, including pain, and the 

fact that the cutaneous sensation near the amputation site 

is different from that at the fingertip, where feedback is 

provided in the noninvasive approach. Therefore, we 

consider improving the user's sensation. 

Minamizawa et al. have made it possible to reproduce 

tactile sensations through vibration stimulation by re-

cording and playing back tactile data [9]. Jianyao et al. 

measure the acceleration of the fingertip and transmit the 

vibration as an audio signal to enable roughness discrim-

ination [10]. Research has also been conducted to en-

hance the sensory perception on the human side of receiv-

ing feedback, enhancing the ability to detect signals by 

applying noisy vibrations to the human hand or foot [11], 

[12]. This phenomenon is called stochastic resonance, 

and looking at the case of vibration to the upper limb, it 

has been reported that applying noise to the wrist and fin-

gers improves tactile sensitivity at the fingertips [13], 
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[14]. However, the application of these sensory enhance-

ments using audio feedback and stochastic resonance to 

prosthetic hands has not been fully investigated. 

This study applies these methods to a prosthetic hand 

and provides tactile feedback near the elbow fossa using 

voice. In addition, by focusing on the phenomenon of 

probability resonance, we attempt to enhance the sensa-

tion obtained by the sensory feedback method of the pros-

thetic hand, thereby increasing the realism of the sensa-

tion through the prosthetic hand. 

2. Sensory feedback and enhancement 

The proposed myoelectric prosthetic hand sensory 

feedback method is based on the TECHTILE toolkit [9] 

and consists of a microphone (AT9904, audio-technica), 

an audio amplifier (LP-2024A+, Lepy), and vibration ac-

tuators (AFT14A903A, Alps Alpine). In this paper, a mi-

crophone is attached to the fingertip of a prosthetic hand 

to record friction and vibration sounds when touching an 

object as an input signal for vibration stimulus generation. 

The signal is output as vibration through an audio ampli-

fier using an actuator attached near the elbow fossa. 

In this study, we further focused on the stochastic res-

onance effect to improve sensory function. The vibration 

used is low-pass filtered white noise with a cutoff fre-

quency of 300 Hz and is output from a PC via an audio 

amplifier with another actuator. These processes generate 

tactile sensations and simultaneously enhance the sensa-

tion near the elbow fossa, resulting reproduction of hu-

man fingertip sensation. 

3. Verification of differences in fingertip sensation 

In this section, we first discuss the difference between 

the cutaneous sensation at the fingertips of a person and 

the sensation when using a prosthetic hand. In this section, 

we first describe the difference between the cutaneous 

sensation at the fingertips of a person and the sensation 

when using a prosthetic hand. We compared and verified 

the sensitivity of the skin sensation at the fingertips when 

touching an object and the sensation of the prosthetic 

hand near the elbow through the socket. 

The participant was a healthy university student seated 

on a chair wearing an eye mask and earplugs (Fig. 1) In 

the experiment, the participant was given a piece of paper 

with five pieces of sandpaper of different roughness 

(#400, #600, #800, #1000, and #1200.) on the front side 

and one randomly selected piece of sandpaper from the 

five pieces on the front side on the back side, and asked 

to touch all the sandpapers on the front and back sides. 

The sandpaper with the same coarseness as the one on the 

reverse side was selected from the sandpaper on the front 

side, and the percentage of correct responses was rec-

orded. The test consisted of one trial in which each rough-

ness was presented twice at random (10 in total). One trial 

was performed with the human hand and one trial with 

the prosthetic hand.  

The discrimination rate of the human hand was 70%, 

and that of the prosthetic hand was 10%. These results 

indicate that fingertip sensation cannot be obtained 

through the socket of the prosthetic hand. From a ques-

tionnaire survey after the experiment, the participant an-

swered that when they touched the sandpaper with their 

prosthetic hands, they felt almost no vibration through the 

sockets, suggesting that discrimination was impossible. 

4. Sensory enhancement experiment 

4.1 Determination of vibration perception threshold 

To determine the vibration perception threshold (the 

maximum vibration that the participant cannot feel) be-

fore the experiment, the participant was asked to wear an 

eye mask, relax with hands on a desk, and present the vi-

bration. The intensity of noise was increased and de-

creased until the participant was unable to distinguish be-

tween it being on or off. The average value was obtained 

by repeating each trial three times. The threshold is re-

ferred to as 1T. 

4.2 Verification of the effect of stochastic resonance 

We tested whether the tactile sensitivity was affected 

by applying white noise near the elbow fossa to one 

healthy university student. The participant was asked to 

touch a piece of sandpaper with his hand and a prosthetic 

hand (Fig. 2), and the percentage of correct responses for 

each was recorded. Five vibration intensity conditions 

(0.5 T, 0.75 T, 1 T, 1.25 T, and 1.5 T) were applied ran-

domly. One trial was conducted for each vibration condi-

tion with a 30-second rest between trials. The hand and 

prosthetic hand were tested separately. 

Fig. 3 shows the experimental results. The result for 

the no-vibration condition (no-vib) was obtained from the 

experiment in Section 3. In both cases, the correct re-

sponse rate tended to be higher than that of the no-vibra-

tion. A questionnaire survey of the participant after the 

experiment showed that there was no significant differ-

ence in the perception of the vibration caused by the 

white noise.  

Fig. 4 shows signals recorded from the microphone 

while touching sandpapers with the prosthetic hand and 

their FFT results. The threshold value was set to -30 dB, 

and the range from the first detection of a signal above 

the threshold value to the last detection of a signal above 

the threshold value was clipped. The extreme values of 

the absolute values of the signals were extracted and av-

eraged to obtain the amplitude. The results show that the 

roughness of #400 tends to be easily discernible, with an 

(a) Human hand (b) Myoelectric prosthetic hand 

Fig. 1. Scenes from the verification experiment. 
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amplitude of approximately 0.021, which is larger than 

the others. In addition, #1000 tended to be misidentified 

as #800. This may be because the amplitude of #800 was 

about 0.012, close to the amplitude of #1000 of about 

0.009, and the frequency band peaks were similar at 

around 900 Hz. The amplitude of #600 and #1200 were 

approximately 0.017 and 0.014, respectively. However, 

#600 had a peak near 2500 Hz and #1200 had a peak near 

400 Hz, which may have affected the discriminability of 

the two samples. The identification rate through the 

socket of the myoelectric prosthetic hand was 30%. 

5. Simulation of tactile generation near the 

elbow fossa 

Although we were able to improve the tactile sensitiv-

ity of the fingertips by adding white noise near the elbow 

fossa in Section 4, the result of the prosthetic hand was 

low (30%). Therefore, we conducted an experiment in 

which vibration stimuli were applied near the elbow fossa 

based on the measured audio signals. 

The participants were two healthy university students. 

White noise vibration was added simultaneously with 

feedback from the vibratory stimulation of the audio sig-

nal using two vibrotactile stimulators attached near the 

elbow fossa. The same procedure as in Section 3 was used 

to record the percentage of correct responses by touching 

the sandpaper with the prosthetic hand in five vibration 

intensity conditions. 

The results of the experiment are shown in Fig. 5(b), 

which compares the cases without voice feedback (No-

FB, the result shown as No-vib in Section 4), with tactile 

feedback only (No-vib), and with tactile feedback and 

white noise vibrations. The results show the average of 

two participants. Except for 0.75T, the result was higher 

than that without vibration, and the highest response rate 

was obtained when the vibration intensity was 1T. A 

questionnaire survey of the participants after the experi-

ment suggested that the correct rate increased because the 

participants were able to feel strong vibrations due to the 

tactile feedback. These results indicate that some finger-

tip sensation can be obtained by vibration stimulation 

based on audio signals near the elbow fossa and tactile 

sensitivity enhancement by white noise vibration. 

6. Verification of tactile sensation generation with a 

prosthetic hand 

Based on the results obtained in Section 5, an experi-

ment was conducted with a healthy university student as 

a participant to verify whether tactile feedback and white 

noise vibration could provide a realistic sensation when 

touching objects with a prosthetic hand. In the experiment, 

three different textures of cloth (nylon, polyester, and cot-

ton) were traced with the prosthetic hand to test whether 

it could reproduce the sense of touch. 

From the experimental results, when the participant 

touched the cloth with the prosthetic hand, the participant 

could not feel much difference in texture and could not 

reproduce the tactile sensation.  Fig. 6 shows the sound 

waveforms and FFT results of touching the cloth with the 
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prosthetic hand. The amplitudes of both results were al-

most the same (0.006) and the peak frequency band-

widths were similar at around 100 Hz, suggesting that the 

feedback vibration stimuli were similar and therefore 

could not be determined. 

7. Conclusion 

This paper showed that vibrotactile feedback and sto-

chastic resonance effects near the elbow fossa can pro-

vide some fingertip sensation when touching an object 

through a prosthetic hand. However, it is difficult to dis-

tinguish objects with small amplitude or similar fre-

quency bands. In the future, we plan to improve the feed-

back method to detect slight differences in vibration.  

Acknowledgements 

A Robust Approach for Reproducing the Haptic Sensa-

tion of Sandpaper With Different Roughness During 

Bare Fingertip Interaction. 

References 

1. Kairu Li, Yinfeng Fang, Yu Zhou, Honghai Liu, “Non-

Invasive Stimulation-Based Tactile Sensation for Up-

per-Extremity Prosthesis: A Reviw”, IEEE Sens. J, Vol. 

17, No. 9(2017), pp. 2625-2635. 

2. Larisa Dunai, Martin Novak, Carmen Garcia Espert, 

“Human Hand Anatomy-Based Prosthetic Hand”, Sen-

sors 2021, 21(1), 137. 

3. Luis Vargas, He Huang, Yong Zhu, Xiaogang Hu, “Ob-

ject Recognition via Evoked Sensory Feedback during 

Control of a Prosthetic Hand”, IEEE Robotics and Au-

tomation Letters, Vol. 7, No. 1(2022), pp. 207-214.  

4. John W. Hill, “A Describing Function Analysis of 

Tracking Performance Using Two Tactile Displays”, 

IEEE Transactions on Man-Machine Systems, Vol. 11, 

No. 11(1970), pp. 92-101. 

5. Yuki Ueda, Chiharu Ishii, “Development of a feedback 

device of temperature sensation for a myoelectric pros-

thetic hand by using Peltier element”, International 

Conference on Advanced Mechatronic Systems, pp. 

488-493, 2016. 

6. Luke E.Osborn, Andrei Dragomir , Joseph L.Bet-

thauser, Christopher L.Hunt, Harrison H.Nguyen, Ra-

hul R.Kaliki, Nitish V.Thakor, “Prosthesis with neuro-

morphic multilayered edermis perceives touch and 

pain”, Sci. Robot., Vol. 3, No. 19 (2018), pp. 57-61. 

7. Alessia Silvia Ivani, Federica Barontini, Manuel G. 

Catalano, Giorgio Grioli, Matteo Bianchi, Antonio 

Bicchi, “VIBES: Vibro-Inertial Bionic Enhancement 

System in a Prosthetic Socket”, 2023 International 

Conference on Rehabilitation Robotics, 2023. 

8. Christian Antfolk, Anders Bjorkman, Sven-Olof Frank, 

Fredrik Sebelius, Goran Lundborg, Birgitta Rosen, 

“Sensory feedback from a prosthetic hand based on air-

mediated pressure from the hand to the forearm skin”, 

Journal of rehabilitation medicine, Vol. 44, No. 

8(2012), pp. 702-707. 

9. Kouta Minamizawa, Yasuaki Kakehi, Masashi Na-

katani, Soichiro Mihara, Susumu Tachi, “TECHTILE 

toolkit: a prototyping tool for designing haptic media”, 

ACM SIGGRAPH 2012 Emerging Technologies, pp. 

387-392(2012). 

10. Jianyao Zhang, Hiroyuki Kajimoto, “A Robust Ap-

proach for Reproducing the Haptic Sensation of Sand-

paper With Different Roughness During Bare Fingertip 

Interaction”, ERONTIERS IN VIRTUAL REALITY, Vol. 

3(2022). 

11. Marius Dettmer, Amir Pourmonghaddam, Beom-Chan 

Lee, Charles S Layne, “Effects of aging and tactile sto-

chastic resonance on postural performance and postural 

control in a sensory conflict task”, Somatosens Mot Res, 

Vol. 32, No. 2(2015), pp. 128-135. 

12. Carly C. Sacco, Erin M. Gaffney, Jesse C. Dean, “Ef-

fects of White Noise Achilles Tendon Vibration on 

Quiet Standing and Active Postural Positioning”, J 

Appl Biomech, Vol. 34, No. 2(2018), pp. 151-158. 

13. Leah R Enders, Pilwon Hur, Michelle J Johnson, Na Jin 

Seo, “Remote vibrotactile noise improves light touch 

sensation in stroke survivors’ fingertips via stochastic 

resonance”, Journal of NeuroEngineering and Reha-

bilitationI, 10:105(2013). 

14. Komi Chamnongthai, Takahiro Endo, Shohei Ikemura, 

Fumitoshi Matsuno, “Stiffness Discrimination by Two 

Fingers with Stochastic Resonance”, International 

Conference on Human Haptic Sensing and Touch Ena-

bled, Springer, Cham, 2020. 
 

Authors Introduction 

 

Mr. Yoshitaka Mizumoto 

He received the B.E. degree from Oka-

yama University in 2022. He is currently 

a master course student in Okayama Uni-

versity His research interests focus on 

myoelectric prosthetic hand 

 

 

 

Fig. 6. Recorded signals and their FFT results. 

-0.2

-0.1

0

0.1

0.2

0 1 2 3 0 1 2 3 0 1 2 3

Time [s] Time [s] Time [s]

Cotton Nylon Polyester

-100

-50

0

0 20000
Frequency [Hz]

Cotton Nylon Polyester

10000S
o

u
n

d
 p

re
ss

u
re

 le
v

el

[d
B

]

0 20000
Frequency [Hz]

10000 0 20000
Frequency [Hz]

10000

(a) Sound waveform 

(b) FFT 

1002



Haptic Sensation Enhancement via 

©The 2024 International Conference on Artificial Life and Robotics (ICAROB2024), J:COM HorutoHall, Oita, Japan, 2024 

Dr. Taro Shibanoki 

He received the D.Eng. degree from Hiro-

shima University in 2012. He was a Re-

search Fellow of the JSPS since 2011, an 

Assistant Professor in Hiroshima Univer-

sity since 2013 and an Assistant Professor, 

Lecturer, and an Associate Professor in 

Ibaraki University since 2014, respec-

tively. He is currently an Associate Pro-

fessor in Okayama University. His current research inter-

ests focus on human-machine interfaces. 
 

 

 

1003

Powered by TCPDF (www.tcpdf.org)

http://www.tcpdf.org


 

©The 2024 International Conference on Artificial Life and Robotics (ICAROB2024), J:COM HorutoHall, Oita, Japan, 2024 

PID Parameter Tuning of a Low-Cost DC Motor Speed Control for Mobile Robot Application 

Munkh-Erdene Ayurzana  

Mongolian University of Science and Technology, 8th khoroo, Baga toiruu 34, Sukhbaatar district Ulaanbaatar, 

Mongolia 14191 

Erkhembayar Gankhuyag  

Mongolian University of Science and Technology, 8th khoroo, Baga toiruu 34, Sukhbaatar district Ulaanbaatar, 

Mongolia 14191 

Dondogjamts Batbaatar 

Mongolian University of Science and Technology, 8th khoroo, Baga toiruu 34, Sukhbaatar district Ulaanbaatar, 

Mongolia 14191 

Naranbaatar Erdenesuren 

Mongolian University of Science and Technology, 8th khoroo, Baga toiruu 34, Sukhbaatar district Ulaanbaatar, 

Mongolia 14191 

Email: B232340036@must.edu.mn 

        Abstract 

Precise control of DC motors is vital for robotics, industrial automation, and mechatronics. Traditional PID 

(Proportional-Integral-Derivative) control methods, while widely used, often require offline parameter tuning, which 

can be time-consuming and suboptimal for real-time applications. This paper proposes a GUI (Graphical User 

Interface) based approach for PID tuning of a DC motor model. The proposed method utilizes a MATLAB-based 

parameter estimation model with GUI to continuously monitor and update PID controller parameters based on real-

time data from the Arduino-controlled DC motor setup. 

Keywords: PID parameter tuning, Graphical user interface (GUI), DC motor control

1. Introduction 

 Despite its simplicity, Proportional-Integral-

Derivative (PID) control remains remarkably efficient, 

offering a three-term solution to address both transient 

and steady-state responses in numerous real-world 

problems. Since its invention in 1910, largely attributed 

to Elmer Sperry's ship autopilot, and the development of 

straightforward tuning methods by Ziegler and Nichols in 

1942 [1], [2]. PID control has witnessed widespread 

adoption [3]. DC motors are widely employed as 

actuators for wheeled mobile robots, robots controlled by 

programmed microcontrollers, or computers that 

navigate autonomously based on sensor information. 

These robots typically have two, three, or four wheels, 

each driven by a DC motor for smooth maneuverability 

[4], [5], [6]. Two primary control applications for DC 

motors are speed and position control. Speed controllers 

regulate robot movement speed, while position 

controllers ensure accurate movement to predetermined 

positions. [7], [8].  Recent research on DC motor speed 

control focuses on stabilization, with many works 

 
 

combining PID controllers with other methods like fuzzy 

logic control, genetic algorithms [1],  

 

 

 and particle swarm optimization. Similarly, PID-

based position controllers have been combined with 

artificial intelligence techniques like fuzzy logic and 

genetic algorithms to enhance accuracy [9], [10], [11]. 

While PID control exhibits remarkable effectiveness, 

optimal tuning remains a challenge, particularly in 

dynamic environments encountered by wheeled 

mobile robots. However, these approaches often lack 

user-friendliness and adaptivity.  

This study utilizes one of the DC motors from a two-

wheeled mobile robot as the plant. The DC motor's 

mathematical model is developed by acquiring input 

and output signals from an open-loop experiment [10]. 

The applied working voltage serves as the input signal, 

and the electronically measured speed is the output 

signal. The resulting model's step response is 

compared to the original motors to validate its 

accuracy.  A PID-based speed controller is proposed, 

with initial parameters obtained from the relay 

feedback experiment and MATLAB based PID 
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tuning integrated with GUI. These parameters are 

then manually fine-tuned based on practical PID 

tuning knowledge to achieve optimal performance 

without overshoot or steady-state error. The paper is 

structured as follows: Section 1 presents the 

background and related work, Section 2 outlines the 

proposed approach and methodology, Section 3 

details the implementation and results, and Section 4 

concludes the study and highlights its potential 

impact. 

2. Methodology 

2.1. Mathematical model of DC motor 

Before we create a GUI interface, we need to start off 

with a Simulink model of the DC motor system with PI 

controller. The DC motor has to be modeled first, in 

Simulink and the mathematical equations behind the 

functioning of the motor has to be understood before 

advancing further

 
Fig.1 DC Motor model 

 

In order to model a DC Motor in Simulink, we have to 

define the mathematical equations on which it functions, 

The DC Motor functioning diagram is given in Fig.1. 

2.2. Electrical Characteristics 

By using Kirchoff’s voltage law in the DC-motor model 

according to Fig. 1 DC motor model following equation 

is derived 

𝑉𝑖𝑛 − 𝑉𝑅𝑎 − 𝑉𝐿𝑎 − 𝑉𝑒𝑚𝑓 = 0 (1) 

Where, 𝑉𝑖𝑛 , 𝑉𝑅𝑎 , 𝑉𝐿𝑎  and 𝑉𝑒𝑚𝑓  is the input-voltage, 

voltage over the armature resistance, voltage drop over 

the armature inductance and voltage induced by the coil 

respectively. The equations for the voltage parts in the 

DC-motor are, 

𝑉𝑅𝑎 = 𝑖𝑎 ∙ 𝑅𝑎 (2) 

𝑉𝐿𝑎 = 𝐿𝑎

𝑑

𝑑𝑡
𝑖𝑎 

(3) 

𝑉𝑒𝑚𝑓 = 𝐾𝑒 ∙ �̇�𝑎 
(4) 

 
 

2.3. Mechanical Characteristics [2] 

By torque balance (energy balance) in the system the 

mechanical equations can be stated. 

𝑇𝑒 − 𝑇�̈�𝑎 − 𝑇𝑏 − 𝑇𝐿 = 0 (5) 

Where 𝑇𝑒  is the electromagnetic torque, 𝑇�̈�𝑎
, is torque 

generated from the rotational acceleration of rotor. 𝑇𝑏 , is 

the torque due to the friction and angular velocity in the 

motor. 𝑇𝐿  is the torque of mechanical load (external load), 

equations for the first three parts are 

                            𝑻𝒆 = 𝑲𝒕  ∙ 𝒊𝒂                               (6) 

                          𝑻�̈�𝒂
= 𝑱𝒎  ∙  

𝒅

𝒅𝒕
�̇�𝒂                         (7) 

                            𝑻𝒃 =  𝒃𝒎  ∙  �̇�𝒂                            (8) 

Substituting equation (5) with (6), (7) and (8) yields 

following differential equation, 

      𝑉𝑖𝑛 −  𝑖𝑎  ∙  𝑅𝑎 −  𝐿𝑎  ∙  
𝑑

𝑑𝑡
𝑖𝑎 − 𝐾𝑒  ∙  �̇�𝑎 = 0       (9) 

        
𝒅

𝒅𝒕
𝒊𝒂 =  

𝟏

𝑳𝒂
 ∙ (𝒊𝒂  ∙  𝑹𝒂 +  𝑲𝒆  ∙  �̇�𝒂 −  𝑽𝒊𝒏)          

(10) 

3. Results and Discussion 

   The experiment's foundation lay in meticulous data 

collection, enabling the analysis of the intricate interplay 

between voltage and RPM. A 140 second data acquisition 

process captured the voltage profile, characterized by a 

20-second ramp-up to 24V followed by a 20-second 

minimum, and this pattern mirrored the observed RPM 

variations with relay feedback experiment was shown in 

Fig. 2.  

 
Fig.2 Relay output 

From the relay feedback experiment, the following 

result was obtained. 
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Fig.3 System without PID tuning 

The open-loop experiment Fig. 3 revealed significant 

overshoot and sustained oscillations in the DC motor 

speed due to suboptimal PID settings. Manually 

configuring the parameters or using the time-consuming 

Ziegler-Nichols method might not be ideal for real-time 

applications. 

3.1 Parameter estimation and tuning 

    From the mathematical model of DC motor following 

initial parameters are to be known such as moment of 

inertia of the rotor Jm, damping ratio of the mechanical 

system bm, electric resistance Rm, electric inductance Lm, 

armature constant Kt, before being tuned with a PID 

controller. While manufacturers may provide values for 

some of these DC motor parameters, they are only 

approximate. Its necessary to estimate these parameters 

as precisely as possible for our model to ascertain 

whether it is an accurate representation of the actual DC 

motor system. 

 
Fig.4 Parameter estimation plot 

   Again, these values are of important for designing and 

tuning a PID controller for the DC motor. The PID 

controller will use these parameters to calculate the 

motor's input voltage in order to achieve the desired 

speed. Furthermore, without knowing the specific values 

of the parameters, it is difficult to say much about the 

specific performance of the DC motor. However, the fact 

that these are estimated parameters (Fig. 5) suggests that 

the motor has not been precisely modeled or 

characterized [12], [13]. This could lead to difficulties in 

tuning the PID controller effectively.  

 
Fig. 5 Iteration for finding motor parameters 

   As shown in Fig. 4 the measured data overlaid with the 

simulated data. The simulated data comes from the model 

with the estimated parameters listed in Table 1. 

Comparing the response of the system before and after 

the estimation process clearly shows that the estimation 

successfully identified the model parameters and the 

simulated response accurately matches the experimental 

data. 

Table 1.  DC Motor parameters 

Constants Value Unit 

𝐾𝑡  0.0035401 [𝑁 ∙ 𝑚/𝐴] 
𝑅𝑚 0.0065388 [𝑂ℎ𝑚] 
𝐿𝑚 8.758e-05 [𝐻] 
𝑏𝑚 0.0001263 [−] 
𝐽𝑚 4.3114e-05 [𝑘𝑔 ∙  𝑚2] 

While from PID tuning result following initial PID 

parameters are determined in Table 2. 

Table 2.  Parameters used in the numerical simulation. 

Controller 
PID Parameters 

𝐾𝑝 𝐾𝑖 𝐾𝑑 

PID 0.01 0.061 0 

After the fine-tuning process in MATLAB, it was found 

that the final Kp = 0.01, Ki = 0.061 and Kd = 0. The initial 

value of Kp = 0.9 gives big oscillation output. The fine 

tuning is performed to adjust the Kp, such that the P 

controller output results in only one overshoot and no 

oscillation, although steady state error is still not zero. 

This final value of Kp is 0.01. 
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Fig.6 System with PID tuning 

   The Fig. 6 illustrates the response of a DC motor speed 

control performance after it has been tuned with PID 

controller. The blue line shows the reference input, the 

red line shows the actual output speed of the motor, which 

initially lags behind the reference input and then abruptly 

rise to meet it. There are some oscillations in the motor 

speed, which indicates that the system is damped due 

external disturbances or externally given mechanical load. 

The system is returned to stable state approximately after 

1 second under the varying operating conditions.  

3.2. GUI for motor control 

   In order to simplify the dc motor control process, a GUI 

is developed that allows a user to quickly identify model, 

tune controller coefficients and send reference data was 

created. Two types of GUIs were created. 

a) GUI for identification 

 
Fig.7 Identification GUI MATLAB 

This GUI (presented on Fig. 7) allows user to control 

motor speed manually, send identification data, identify 

model, tune PID, set object constants and deploy model 

with new coefficients and constants to Arduino. After 

uploading a model to Arduino, user can check the quality 

of tuned controller by reconnecting to Arduino, setting 

reference velocity manually and checking the response. 

The quality of controlling depends on several factors. 

First of all, getting a proper data is one of the most 

important steps. Based on the collected data, picking the 

correct model is directly affects the PID tuning response 

and therefore directly affects the possibilities of tuning. 

At last, figuring the optimal response through MATLAB 

PID tuner directly affects the quality of controlling. 

b) GUI for standalone application 

Once identification and tests are complete, user can shut 

down MATLAB and use a standalone application as 

shown in Fig. 8 to control the DC motor. Standalone 

application requires less resources to run compared to 

multistep manual identification.  

 
Fig.8 Speed controller performance at final stage 

with standalone application 

   In Fig. 8 graph depicts the reference tracking response 

of the DC motor after it has been tuned with the PID 

controller. The blue line shows the reference input, which 

is direction of motor changes with time. The red line 

shows the actual output of a motor, which closely tracks 

the reference input with minimal overshoot, and settling 

time, and there is no steady-state error. Finally, an 

analysis was performed to ensure that the controller was 

well-tuned with GUI of standalone application.  

4. Conclusion  

    This project developed an interactive GUI to optimize 

PID controller parameters for a DC motor SIMULINK 

model in real-time. This approach enables continuous 

adaptation to varying operating conditions, achieving 

significant improvements compared to traditional offline 

or manual tuning methods. Experimental results 

demonstrate enhanced control accuracy and system 

stability, confirming the effectiveness of the proposed 

method. The PID controller, adjusted through the GUI, 

optimizes the motor's input voltage to minimize the error 

between the desired and actual output. This is achieved 

by utilizing a parameter estimation tool based on the DC 

motor's mathematical model. Careful tuning of the PID 

gains ensures a system that is both responsive and stable. 

The developed GUI serves as a valuable tool for robot 

designers and researchers, enabling real-time control 

optimization and hands-on learning of control systems 

concepts. It offers undergraduate students a practical 

learning experience in the classroom, fostering their 

understanding of PID control and its applications.  
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Abstract 

When using wheeled walker robots to help individuals with limited walking ability improve their mobility, the 

stability of the robot's motion control and trajectory tracking accuracy are critical. In this paper, a new trajectory 

tracking method for wheeled walking robots is proposed by combining the Deep Deterministic Policy Gradient 

(DDPG) algorithm in reinforcement learning with a Proportional Integral Differential (PID) controller. The article 

first analyzes the kinematic model of the chassis of the wheeled walking robot, and then introduces the design 

principle and structure of the adaptive PID controller that combines the DDPG algorithm and the PID controller. 

Finally, the effectiveness of the research scheme and control strategy is verified by joint simulation experiments, and 

the results show that this DDPG-based PID controller can automatically adjust the parameters when tracking the 

trajectory to ensure the accuracy of the trajectory, and it has a strong anti-interference capability. 

Keywords: Wheeled helper robot, trajectory tracking, DDPG algorithm, PID controller. 

 

1. Introduction 

In recent years, with increasing aging, the elderly show 

significant physiological decline, limb flexibility and 

other basic abilities, increasing the risk of falls. 

Meanwhile, as people's lifestyles change, there are more 

and more lower limb motor dysfunctions caused by 

sports injuries, traffic accidents, or diseases, making 

there a huge demand for intelligent assistive devices [1].     

Walking robots for the elderly and patients with lower 

limb motor dysfunction can be categorized into two 

types: exoskeleton robots [2] and wheeled assisted 

walking robots [3]. However, the center of gravity 

control of most exoskeleton rehabilitation robots is not 

satisfactory, and the safety of the rehabilitation process 

cannot meet the requirements [4]. Wheeled walking 

robot itself has a stable chassis, not only can well avoid 

the patient in the training process due to the center of 

gravity is not stable and caused by the fall and other 

secondary injuries, but also in a narrow space to achieve 

any direction of movement, to give the patient a good 

sense of spatial movement and real walking experience, 

wheeled walking robot with its stable chassis and flexible 

spatial movement ability, in terms of safety and 

practicality with the Advantages.  

When using wheeled walking robots for rehabilitation 

training, due to the complexity of the external 

environment, the wheeled walking robots are required to 

follow the desired trajectory as much as possible, which 

requires the robots to be able to track an ideal trajectory 

with a time function according to the actual position and 

motion state, and complete the tracking of each point in 

the trajectory according to the time requirements 
Therefore, this paper applies the reinforcement learning 

algorithm to the traditional proportional-integral-

derivative (PID) controller to realize adaptive PID 
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parameter tuning in order to adjust the robot position 

more accurately so that the robot can complete trajectory 

tracking.  

Although the traditional PID control has the advantages 

of simplicity of use, easy to implement, no static error, 

etc., its disadvantage is that it cannot realize the online 

adjustment of parameters, so when it encounters a strong 

interference, it is bound to have the phenomenon of 

prolonged recovery time and increased overshooting, 

which affects the stability of the motion of the chassis of 

wheeled robots. A large number of scholars have 

conducted research on adaptive PID, and introduced the 

idea of online parameter adjustment in the traditional PID, 

which improves the response speed of the system. At 

present, adaptive PID control methods mainly include: 

fuzzy PID controller [5], the method requires a large 

amount of a priori knowledge, there are parameter 

optimization problems; neural network-based adaptive 

PID control [6], the method can be achieved without 

identifying the complex nonlinear system to achieve 

effective control, but in the use of supervised learning to 

optimize the parameters, the acquisition of the teacher's 

signals is relatively difficult; evolutionary algorithm 

adaptive PID controller [7], the method, although the 

acquisition of a priori knowledge of the lower 

requirements, but the computation time is longer, it is 

difficult to achieve real-time control in practical 

applications; reinforcement learning adaptive PID 

controller [8], proposed the Actor-Critic algorithm to 

achieve adaptive tuning of PID parameters, which makes 

use of AC algorithms of model-free online learning The 

algorithm utilizes the model-free online learning 

capability of AC algorithm, but the convergence speed of 

AC algorithm is slow and the training time is long.  

In this paper, we adopts the deep deterministic policy 

gradient (DDPG) algorithm, which is based on the Actor-

Critic (AC) framework, to enhance the performance of 

the PID controller and the deep Q-network (DQN) 

algorithm is added on the basis of the deterministic policy 

gradient (DPG) algorithm. This algorithm can not only 

update in a single step like DQN, but also has the 

advantages of high data utilization and fast convergence 

of DPG. In order to realize the adaptive adjustment of 

PID parameters, a PID controller based on DDPG 

algorithm is proposed. In the simulation experiments, the 

kinematic model of the omnidirectional chassis of the 

wheeled walking robot in our laboratory is used to verify 

the superiority and generality of the proposed method. 
 

2. Proposed Method 

This section will introduce the kinematic model of the 

wheeled walking robot chassis. Then, it will describe the 

design principles and structure of the adaptive PID 

controller that combines the DDPG algorithm and the 

PID controller. 

2.1. Kinematic modeling of assistive robots 

The schematic and kinematic model of the robot's 

omnidirectional wheel chassis is shown in Fig. 1. Taking 

the world coordinate system 𝑥𝑤𝑜𝑤𝑦𝑤 as a reference, the 

robot moves in the motion coordinate system 𝑥𝑜𝑦 with a 

velocity of magnitude 𝑣 toward an angle 𝛼 from the 𝑌𝑤 

axis. 𝑉𝑥 , 𝑉𝑦  denote the horizontal and vertical travel 

speeds of the robot relative to the motion coordinate 

system, respectively [9]. 

 

 
Fig. 1 Kinematic modeling of assistive robots 

 

 When the robot is moving in any direction, e.g., at an 

angle 𝛼  from the 𝑦 -direction with velocity 𝑣 , the 

magnitudes of the horizontal and vertical velocities of the 

robot respectively: 

 
𝑉𝑥 = 𝑣𝑠𝑖𝑛𝛼

𝑉𝑦 = 𝑣𝑐𝑜𝑠𝛼
(1) 

 

Let the angle between the omnidirectional wheels and the 

𝑥-axis, measured from the center of the robot chassis, be 

𝜃 ,and the distance from the center of the chassis to the 

four wheels be 𝑎 , then the wheel speed of each 

omnidirectional wheel is degree is: 

 

𝑉1 = −𝑠𝑖𝑛𝜃𝑉𝑥 + 𝑐𝑜𝑠𝜃𝑉𝑦 + 𝜃�̇�

𝑉2 =    𝑠𝑖𝑛𝜃𝑉𝑥 + 𝑐𝑜𝑠𝜃𝑉𝑦 − 𝜃�̇�

𝑉3 =    𝑠𝑖𝑛𝜃𝑉𝑥 + 𝑐𝑜𝑠𝜃𝑉𝑦 − 𝜃�̇�

𝑉4 = −𝑠𝑖𝑛𝜃𝑉𝑥 + 𝑐𝑜𝑠𝜃𝑉𝑦 + 𝜃�̇�

(2) 

 

Where 𝑉1, 𝑉2, 𝑉3, 𝑉4  denote the linear velocities of the 

four omni-directional wheels respectively and �̇� denotes 

the angular velocity of the robot writing Eq. (1) in matrix 

form gives: 
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[

𝑉1
𝑉2
𝑉3
𝑉4

] = [

−𝑠𝑖𝑛𝜃 𝑐𝑜𝑠𝜃 𝑎
𝑐𝑜𝑠𝜃 𝑠𝑖𝑛𝜃 𝑎
−𝑠𝑖𝑛𝜃 𝑐𝑜𝑠𝜃 𝑎
𝑐𝑜𝑠𝜃 𝑠𝑖𝑛𝜃 𝑎

] (3) 

 

Let the transformation matrix 𝑅 be: 

 

𝑅 = [

−𝑠𝑖𝑛𝜃 𝑐𝑜𝑠𝜃 𝑎
𝑐𝑜𝑠𝜃 𝑠𝑖𝑛𝜃 𝑎
−𝑠𝑖𝑛𝜃 𝑐𝑜𝑠𝜃 𝑎
𝑐𝑜𝑠𝜃 𝑠𝑖𝑛𝜃 𝑎

] (4) 

 

Let the positional attitude of the robot at 𝑌𝑤𝑂𝑤𝑋𝑤 be 𝑃 =
[𝑥, 𝑦, 𝜃]𝑇, and the differential of this positional attitude 

be �̇�, and the velocities of each of the robot's wheels𝑉𝑏 =
[𝑉1, 𝑉2, 𝑉3, 𝑉4, ], then the equations of kinematics of the 

robot's differential omnidirectional wheels are: 

 
�̇� = 𝑅−1 ∙ 𝑉𝑏 (5) 

 

2.2. Incremental PID Control Principle 

Digital PID control can be categorized into two types: 

positional PID and incremental PID. incremental PID 

does not require the use of the accumulated value of past 

deviations, which effectively reduces the system's 

computational error. Incremental PID is an algorithm that 

realizes PID control by controlling the increment. The 

formula is as follows: 

 
𝑢(𝑡) = 𝑢(𝑡 − 1) + 𝐾𝑖(𝑡)𝑒(𝑡) + 𝐾𝑝∆𝑒(𝑡) + 𝐾𝑑(𝑡)∆

2𝑒(𝑡) (6) 

 
𝑒(𝑡) = 𝑦𝑑(𝑡) − 𝑦(𝑡) 

∆𝑒(𝑡) = 𝑒(𝑡) − 𝑒(𝑡 − 1) (7) 
∆2𝑒(𝑡) = 𝑒(𝑡) − 2𝑒(𝑡 − 1) + 𝑒(𝑡 − 2)  

 
In these equations, 𝑦𝑑(𝑡) denotes the current actual 

signal value, 𝑦(𝑡) denotes the current system output 

value of the current system, 𝑒(𝑡) denotes the output error 

of the system, ∆𝑒(𝑡) denotes the first difference of the 

error, and ∆2𝑒(𝑡) denotes the second difference of the 

error. 

The use of incremental PID controllers in control 

system design can optimize the use of computational 

resources. The method relies only on the last three 

sampling points to determine the control increments, thus 

reducing the computational burden and storage 

requirements. This facilitates fast training of the DDPG 

algorithm and storage of sample data. In addition, the 

incremental PID controller ensures stable operation in the 

event of a system failure, and since its output is the 

changing value of the control quantity, it makes the 

rewards obtained in a reinforcement learning 

environment more stable, which in turn accelerates the 

convergence of the algorithm. 

In summary, the incremental PID algorithm is used to 

realize the trajectory tracking control of the wheeled 

robot, which requires the design of two PID controllers, 

i.e., the transverse position 𝑋 controller and the 

longitudinal position 𝑌 controller, and the block diagram 

of the control system is shown in Fig. 2. The input of the 

transverse PID controller is 𝑥𝑒 , i.e., the transverse 

deviation of the wheeled robot system; the output is 𝑣𝑥, 

the transverse speed of the wheeled robot system. the 

output of the PID controller goes to the speed distribution 

controller, which calculates the speeds of the four 

omnidirectional wheels according to Eq. (2) to correct the 

transverse deviation of the wheeled robot. The principle 

of longitudinal position 𝑌  control is the same as the 

principle of transverse position X control, i.e., 𝑦𝑒 is the 

longitudinal error, 𝑣𝑦 is the longitudinal velocity.  

 

 
Fig.2 Block diagram of two PID controller systems 

 

 

2.3. DDPG algorithm 

Reinforcement learning is a machine learning method 

that learns behavioral strategies through trial and error, 

while deep learning is a machine learning method that 

performs high-level abstraction and feature extraction 

through multi-layer neural networks. Deep 

Reinforcement Learning combines the feature extraction 

capability of Deep Learning with the decision-making 

capability of Reinforcement Learning to autonomously 

learn and improve the performance of decision-making 

strategies. DDPG (Deep Deterministic Policy Gradient) 

algorithm is an optimization algorithm based on the 

Actor-Critic algorithm [5] framework, which is able to 

better select the optimal policy in continuous actions such 

as robot movement. The DDPG algorithm is based on 

deterministic policy gradient and refers to the experience 

pool replay mechanism and Double-Depth Q-Network 

(DDQN) objective network method to update the 

network parameters and realize the self-tuning of PID 

parameters, and its algorithm structure is shown in Fig. 3. 
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Fig.3. Block diagram of DDPG algorithm structure 

 

Actor gives a new parameter 𝜇 according to the strategy 

network, denoted as 𝑎𝑡 = 𝜇(𝑆𝑡|𝜃
𝜇) + 𝑁𝑡 , where 𝜃𝜇 

denotes the parameter of the neural network, 𝐺𝑘 denotes 

the noise.After one update iteration, the state changes 

from 𝑆𝑡  to 𝑆𝑡+1 , and obtains the reward 𝑅𝑡 . 
(𝑆𝑡 , 𝐴𝑡 , 𝑆𝑡+1, 𝑅𝑡) is stored in the experience pool. Finally, 

samples are drawn from the experience pool to train the 

strategy network and evaluation network. 

The strategy network and evaluation network are 

updated as shown in Fig. 4. The actor and the Critic 

consist of two identical networks, denoted as: actor 

evaluation network 𝜇(𝑠|𝜃𝜇) , actor estimation network 

𝜇′ = (𝑠𝑡|𝜃
𝜇′) , Critic evaluation network 𝑄(𝑠, 𝑎|𝜃𝑄) , 

Critic estimation network 𝑄′(𝑠, 𝑎|𝜃𝑄′). 

 

 
Fig.4. updating network parameters 

 

The actor evaluation network updates the parameters 

according to the following objective function: 

 

𝜇 =
1

𝑁
∑(∇𝑎𝑄(𝑠, 𝑎|𝜃

𝑄)|𝑆=𝑠𝑡,𝐴=𝜇(𝑆𝑡) ∙ ∇𝜃𝜇𝜇(𝑠|𝜃
𝜇)|𝑆=𝑠𝑡) 

𝑡

(8) 

 
where ∇𝑎𝑄(𝑠, 𝑎|𝜃

𝑄)  is the gradient of the Critic 

evaluation network, and the gradient is updated by 

computing the loss function. The loss function is 

computed as follows: 

 

𝐿 =
1

𝑁
∑(y𝑡 − 𝑄(𝑠𝑡 , 𝑎𝑡|𝜃

𝑄))
2
 

𝑡

(9) 

where 𝑦𝑡 is referred to as the TD target, which consists of 

an immediate reward and an estimated discounted reward. 

The formula is as follows: 

 

y𝑡 = r𝑡 + 𝛾𝑄′(𝑠𝑡+1, 𝜇
′(𝑠𝑡+1|𝜃

𝜇′)|𝜃𝑄
′
) (10) 

 

Then update the Critic evaluation network according to 

∇𝑎𝑄(𝑠, 𝑎|𝜃
𝑄), and at the same time pass ∇𝑎𝑄(𝑠, 𝑎|𝜃

𝑄) to 

the actor, update the actor evaluation network according 

to Eq. (9), and finally update the parameters of the target 

network as follows: 

 

{
𝜃𝑄

′
← 𝜏𝜃𝑄 + (1 − 𝜏)𝜃𝑄′

𝜃𝜇
′
← 𝜏𝜃𝜇 + (1 − 𝜏)𝜃𝜇′

(11) 

 

 

2.4. General Structure of Adaptive PID Controller 

Based on DDPG Algorithm 

The design idea is to combine the DDPG algorithm on 

the basis of incremental PID controller, so the structure 

design is shown in Fig. 5. 

 

Fig.5. adaptive PID controller based on DDPG algorithm 

 
The system block diagram is based on the traditional 

PID with the addition of closed-loop control by the 

DDPG algorithm. The speed allocation module allocates 

the speeds of the four wheels according to Eq. (2), and 

the scores are obtained through a self-designed reward 

function, and output to the DDPG algorithm. According 
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to the state obtained by the system output, the DDPG 

algorithm continuously carries out trial and error training 

until it selects the action group with the highest score, 

which is the optimal PID parameter, and outputs it to the 

two PID controllers, adaptively adjusts the parameter, 

and the error under the parameter is minimized, and the 

parameter outputs it to the speed allocation module, and 

then outputs the speeds of the four wheels to the wheeled 

walking robots' chassis system, which realizes the 

trajectory tracking control. The controller uses the 

parameter vector of the PID controllers, i.e. the 6 

parameters to be tuned by the two PID controllers, as the 

action space. 

Critics rate each reinforcement learning cycle using the 

system's state variables and the defined reward function 

𝑅𝑡  to generate the TD error 𝛿𝑇𝐷(𝑡) and evaluate the value 

function 𝑄𝑡 , where 𝛿𝑇𝐷(𝑡)  is provided directly to the 

actor and Critic, and the reward 𝑅𝑡 is used to evaluate the 

quality of the current behavior. 

 

{
 
 

 
 
𝑅1 = −0.00001

𝑅2 = −10, 𝑒(𝑡) ≥ 1 × 10−5

𝑅3 = 0, 𝑒(𝑡) < 1 × 10
−5

𝑅4 = −200, 𝑒(𝑡) > 0.5
𝑅𝑡 = 𝑅1 + 𝑅2 + 𝑅3 + 𝑅4

(12) 

 

𝑅1 is the reward for the speed of the four wheels, which 

is set to a score that has less impact on the system since 

the main reward comes from the error rather than the 

amount of control. 𝑅2 and 𝑅3 denote the scores when the 

error is lower or higher than the error tolerance interval, 

respectively, and 𝑅4 denotes the score of -200 when the 

system error is more than 0.5. Finally, the four scores are 

summed up to form the final reward function. Based on 

the continuous trial-and-error training, the maximum 

reward value is obtained, and thus the optimal PID 

parameter values are obtained. 

 

 

3. Simulation experiment 

In this paper, trajectory tracking control simulation 

experiments are carried out in python environment. 

Based on the chassis modeling of the wheeled walking 

robot, the system simulation model was established in 

Simulink. In the simulation process, the initial position of 

the controlled object is set as [0,1], the desired trajectory 

is set as a cosine curve along the x-axis, and the sampling 

time is set as 1ms. The parameters of the adaptive PID 

control based on the DDPG algorithm are listed in Table 

1 and Table 2. 

 

4. Result 

Experiment shows the simulation results of trajectory 

tracking realized by traditional PID controller in the Fig. 

6. The solid line shows the desired trajectory and the 

dashed line shows the tracked trajectory. It can be seen 

that the method can also realize the trajectory tracking, 

the overshoot is 4.5%, and the tracking trajectory is far 

away from the target trajectory, and the error is large. Fig. 

7 shows the simulation results of trajectory tracking 

control using the PID controller based on DDPG 

algorithm proposed in this paper. The overshoot of this 

method is 2.7%, and the trajectory is closer to the target 

trajectory with less error than the traditional PID control. 

 

 
Fig.6 Traditional PID for trajectory tracking 

 

Table 2. PID controller Parameters  

Parameter Value 

𝐾𝑝1 5.0 

𝐾𝑝2 5.0 

𝐾𝑖1 2.0 

𝐾𝑖2 2.0 

𝐾𝑑1 0.2 

𝐾𝑑2 0.2 

 

Table 1. DDPG Algorithm Parameters 

Parameter Value 

Actor learning rate 0.005 

Critic learning rate 0.001 

Discount rate 0.99 

Soft update parameter 0.001 

Total training steps 50000 

Experience pool capacity 1000000 
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Fig.7 PID control for trajectory tracking based on 

DDPG algorithm 

 
Compared with the traditional PID controller, the 

maximum error of this controller is reduced by 48.12%, 

as listed in Table 3. In addition, the controller's overshoot 

is reduced by 40% compared to a traditional PID 

controller, which improves user safety during assisted 

walking and training. 

 

 
Comparative results show that the controller is able to 

track the desired trajectory more accurately when the user 

uses the wheeled mobility aid robot for rehabilitation 

training. It also has a strong anti-interference ability due 

to the trial-and-error mechanism of reinforcement 

learning, which increases the safety and comfort of 

training. 

5. Conclusion 

In order to ensure that the elderly and patients with 

lower limb dysfunction can move accurately according to 

the pre-set desired trajectory when they use wheeled 

walking robots for rehabilitation training in complex 

environments, this paper proposes a reinforcement 

learning method that combines the DDPG algorithm with 

a PID controller. This method not only solves the 

problem that the traditional PID cannot adjust the 

parameters online, but also reduces the storage space 

requirement of the controlled system, thus reducing the 

computation time of the system. Simulation results show 

that the PID control based on the DDPG algorithm has 

the advantages of high tracking accuracy, small 

overshooting amount and strong adaptability, which 

enables the wheeled walking robot to realize accurate 

trajectory tracking control. The method has good 

generality and generalization. 
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Abstract 

Metastatic tumors are frequently identified through follow-up surveillance using computed tomography (CT) scans. 

However, CT scans produce more than 100 images in an examination, which imposes a significant burden on 

radiologists and entails a potential risk of misdiagnosis. Temporal subtraction is utilized in Computer-Aided 

Diagnosis (CAD) and proves to be an effective technique in aiding image interpretation process for the radiologists. 

In this study, we focus on the preliminary stage of CAD development specialized in bone metastasis extraction, with 

a particular emphasis on rigid registration. We propose a novel rigid registration technique by augmenting DRMINE, 

which estimates mutual information using neural networks, with skip connections and normalization. From the three 

datasets, ten images were selected randomly from the cervical, thoracic, and lumbar regions. These images were then 

augmented with rotation as well as horizontal and vertical translations to create modified versions. The registration 

accuracy was assessed based on the Full Width at Half Maximum (FWHM) of the difference images. In the proposed 

method, FWHM values for the thoracic and lumbar regions of the spine exhibited a maximum reduction rate of 2.8% 

and a minimum reduction rate of 0.533%. However, the cervical spine region exhibited superior FWHM results with 

DRMINE compared to the proposed methodology. The proposed method was influenced by the capture area, but it 

indicated the potential to provide stable registration as the standard deviation decreased for all FWHM values. 

Keywords: Computed Tomography, Rigid registration, Unsupervised learning, MINE, DRMINE 

 

1. Introduction 

As per the estimates of the World Health Organization 

(WHO) in 2019, cancer is the first or second leading 

cause of death in 112 of 183 countries [1]. Furthermore, 

there exists the possibility of cancer metastasizing to 

distant locations through the vascular and lymphatic 

systems, with the spine, in particular, being the most 

susceptible site for skeletal metastasis [2], [3]. Metastatic 

bone tumors necessitate prompt identification and timely 

intervention. However, as metastatic bone tumors 

commonly lack discernible symptoms, they are often 

detected through Computed Tomography(CT) 

examinations during follow-up observations. Therefore, 

the assessment of osseous structures harboring 

metastases and the early detection thereof predominantly 

rely upon CT scanning as the most efficacious modality. 

However, in CT examinations, where 100 to several 

hundred cross-sectional images can be obtained in an 

examination, the burden on the diagnosing radiologist 

increases significantly, and the results vary due to 

differences in interpretation experience, which poses a 

significant challenge. 

The Temporal Subtraction technique (TS) [4] is a 

method that involves performing calculations between 

two images taken at different times to extract lesions that 

appeared during a specific period. This technique is 

applied in computer-aided diagnosis (CAD) systems for 

supporting radiographic interpretation. However, the 

mere subtraction of a simple current image and a past 

image results in the occurrence of differential artifacts 

due to positional discrepancies between the images. 

Therefore, it becomes crucial to perform registration 

processing as a preprocessing step. In typical image 

registration frameworks, prior to performing non-rigid 

registration, the target image pairs are often pre-aligned 

based on rigid registration or affine transformations. 

However, unless there is a significant improvement in the 

accuracy of affine deformations, the performance of 

alignment will be greatly diminished [5], [6]. 

In recent years, numerous studies have been conducted 

on registration techniques, particularly in the domain of 

deep learning. However, deep learning requires a 

substantial amount of annotated data for training, which 

hampers the practical application of deep learning 

methods in medical research. Consequently, 

unsupervised learning, which does not rely on annotated 

data, has garnered significant attention as a potential 

solution to this limitation. Differentiable registration with 

mutual information and matrix exponential (DRMINE) 

[7] is an unsupervised learning-based rigid registration 

model that utilizes Mutual Information Neural Estimation 

(MINE) [8] to estimate mutual information using a neural 

network, instead of relying on conventional 

approximations of mutual information. 
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In this study, we focused on rigid registration and 

proposed a model incorporated with skip connections and 

normalization in the MINEnet framework within the 

DRMINE model. 

2. Materials and methods 

2.1. Dataset 

We conducted experiments employing TOSHIBA 

Aquilion PRIME and TOSHIBA Aquilion ONE, utilizing 

data from three datasets encompassing imaging ranges 

spanning from the cervical to lumbar spine levels. The 

image size was set at 512×512, with a slice thickness of 

1.0 mm and pixel size ranging from 0.625 to 0.820 mm. 

We conducted experiments by randomly selecting ten 

images each from the cervical, thoracic, and lumbar 

regions based on the data of these three datasets cases. 

Furthermore, in order to replicate the displacement in 

positioning, an image was created with horizontal and 

vertical movements of 15 pixels each along the x-axis and 

y-axis, along with a 10° rotation (Bicubic interpolation). 

Fig. 1 illustrates the image transformation, depicting the 

image before and after the conversion. 

Our computing system consisted of an Intel Core i7-

7500U CPU and an NVIDIA Tesla V100 GPU with 

16GB of memory. 

 

2.2. DRMINE registration algorithm 

MINE utilizes the principle of Donsker-Varadhan (DV) 

duality to compute mutual information (MI), 

𝑀𝐼 =
𝑠𝑢𝑝

𝑓 𝐽(𝑓)                       (1) 
 
where 𝐽(𝑓) is the DV lower bound. 

𝐽(𝑓) = ∫ 𝑓(𝑥, 𝑧)𝑃𝑋𝑍(𝑥, 𝑧)𝑑𝑥𝑑𝑧

− log(∫ 𝑒𝑥𝑝(𝑓(𝑥, 𝑧))𝑃𝑋(𝑥)𝑃𝑍(𝑧)𝑑𝑥𝑑𝑧)   (2) 

MINE uses a neural network to compute f(x,z) and uses 

Monte Carlo technique to approximate the right hand side 

of (2). MINE claims that computation of (1) scales much 

better than histogram-based computation of MI. 

The optimization of DRMINE is as follows. 
𝑚𝑎𝑥

𝑣1, ⋯ , 𝑣6

𝑣1
1, ⋯ 𝑣6

6

𝜃

{∑ 𝑀𝐼𝑁𝐸(𝑇𝑙, 𝑊𝑎𝑟𝑝(𝑀𝑙 , 𝑀𝑒𝑥𝑝(∑ 𝑣𝑖𝐵𝑖

6

𝑖=1

)))

𝐿

𝑙=2

+ 𝑀𝐼𝑁𝐸(𝑇1, 𝑊𝑎𝑟𝑝(𝑀1, 𝑀𝑒𝑥𝑝(∑(𝑣𝑖 + 𝑣𝑖
1)𝐵𝑖

6

𝑖=1

)))}   (3) 

𝐵𝑖 is an affine transformation on a two-dimensional 

plane. This group comprises six generators, where 𝑀𝑒𝑥𝑝 

denotes the matrix exponential operation. 

Using the multi-resolution pyramid technique [9], [10], 

[11], the fix image pyramid :𝑇𝑙  and the moving image 

pyramid :𝑀𝑙（𝑙 = 1, .... , 𝐿）. 𝐿 is the maximum level in 

the image pyramid. 

MINE is a method for estimating mutual information 

utilizing neural network architectures. MINE learns using 

the error backpropagation method, similar to 

conventional neural networks, in order to maximize the 

mutual information between the fixed image and the 

distorted moving image. θ denotes the parameters of the 

neural network utilized to accomplish MINE. MINEnet 

is constructed with two hidden layers composed of 100 

neurons each, and utilizes the non-linear activation 

function ReLu between the hidden layers. 

However, note also that image structures are slightly 

shifted through multi-resolution image pyramids. So, a 

transformation matrix suitable for a coarse resolution 

may need a slight correction when used for a finer 

resolution. To alleviate this issue, in the second item, we 

employ the parameterization of matrix exponential 

functions and introduce a dedicated additional parameter 

vector 𝑣1 = [𝑣1
1, ⋯ , 𝑣6

1] for the finest level of resolution, 

optimizing the multiresolution approach. Fig. 2 illustrates 

DRMINE registration algorithm. 

 

2.3. Our method 

In order to enhance the registration technique utilizing 

DRMINE, it is of paramount importance to precisely 

estimate mutual information. MINEnet is a method that 

utilizes neural networks for the estimate mutual 

information, and thus, we postulated that the effective 

propagation of differentials plays a pivotal role in the 

estimate mutual information. The conventional approach 

comprises a simplistic two-layer structure, whereas the 

proposed methodology constructs a three-layer 

architecture by incorporating additional layers into 

MINEnet. Furthermore, we introduced skip connections 

 
Fig. 1 The image transformation 

Left: Original image, Right: transformed image 

𝐵1 = [
0 0 1
0 0 0
0 0 0

] 𝐵2 = [
0 0 0
0 0 1
0 0 0

] 𝐵3 = [
0 −1 0
1 0 0
0 0 0

] 

 

𝐵4 = [
1 0 0
0 1 0
0 0 0

] 𝐵5 = [
1 0 0
0 −1 0
0 0 0

] 𝐵6 = [
0 1 0
1 0 0
0 0 0

] 

 
Fig. 2 DRMINE algorithm 
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[12] between each layer. Additionally, we believed that 

the normalization of the hidden layers also influences the 

precision of the neural network. Hence, we incorporated 

layer normalization [13] into the model, as depicted in 

Fig. 3. Moreover, we set the number of neurons in each 

layer to 100, similar to DRMINE. 

To demonstrate the enhancement in accuracy attributed 

to the incorporation of normalization, this study 

conducted a comparative analysis of precision among 

three methodologies: the conventional approach, a model 

enriched solely with skip connections in the DRMINE 

framework (Method [a]), and the proposed technique 

(Method [b]). 

2.4. Evaluation methods 

The evaluation of image registration accuracy involved 

the computation of the Full Width at Half Maximum 

(FWHM) from the histogram of the difference image. 

This difference image was aligned using a reference 

image and registered with the moving image (Fig. 4). 

FWHM represents the width at which the distribution 

encompasses half of its maximum value. A smaller 

FWHM indicates a reduction in the presence of artifacts 

attributed to residuals. 
 

 

 

3. Experiments and results 

3.1. Results 

From Table 1, the method[b] yielded the lowest average 

FWHM for both thoracic and lumbar regions of all data 

of datasets. The mean reduction rate was found to be 

1.389%, with a maximum reduction rate of 2.8% and a 

minimum reduction rate of 0.294%. However, in the 

cervical spine region, DRMINE yielded superior 

precision results across all data of datasets. The model 

constructed solely with skip connections without 

normalization did not show a clear improvement in 

accuracy compared to DRMINE. Therefore, the 

enhancement of accuracy cannot be achieved solely 

through the addition of skip connections. By combining 

Layer Normalization, we have achieved an enhancement 

in the accuracy of estimations. 

Fig. 5, Fig. 6, Fig. 7 depict the results obtained from 

algorithms applied to the cervical, thoracic, and lumbar 

regions. The proposed methodology led to the observable 

reduction of residuals in the contour region. 

 

 

 

 

 

Fig. 3 Proposed network Fig. 4 FWHM (Subtract image histogram) 

Table1. Average FWHM and Rate of increase or decrease 

Rate[a]: The comparison between DRMINE and Method[a], Rate[b]: The comparison between DRMINE and Method[b] 

▲: Rate of increase , ▼: Rate of decrease 

Datasets Level DRMINE Method[a] Method[b] 
Rate[a] 

(%) 

Rate[b] 

(%) 

Data[A] 

C-spine 1.2686±0.0182 1.2805±0.0177 1.2712±0.0151 0.928▲ 0.200▲ 

T-spine 1.2251±0.0249 1.2065±0.0196 1.1918±0.0140 1.543▼ 2.800▼ 

L-spine 1.1812±0.0237 1.1794±0.0194 1.1633±0.0136 0.158▼ 1.546▼ 

Data[B] 

C-spine 1.3628±0.0224 1.3724±0.0193 1.3667±0.0116 0.699▲ 0.286▲ 

T-spine 1.3955±0.0197 1.3984±0.0111 1.3819±0.0127 0.254▼ 0.981▼ 

L-spine 1.3187±0.0252 1.3153±0.0279 1.2958±0.0115 0.207▲ 1.764▼ 

Data[C] 

C-spine 1.2645±0.0180 1.2688±0.0200 1.2693±0.0166 0.344▲ 0.381▲ 

T-spine 1.3194±0.0147 1.3140±0.0121 1.3101±0.0044 0.026▲ 0.712▼ 

L-spine 1.2680±0.0106 1.2684±0.0154 1.2613±0.0067 0.417▼ 0.533▼ 
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4. Discussion and conclusion 

From Table 1, it can be inferred that the contour's shape 

exerts an influence on the FWHM. However, it is posited 

that the stratification of the proposed methodology was 

rather shallow, resulting in an insufficient learning 

efficacy. Therefore, we contemplate that further 

deepening the layers and establishing interconnections 

between them through skip connections may lead to an 

improvement in precision. Furthermore, the mere 

addition of skip connections did not exert any influence 

on the enhancement of accuracy and stabilization of 

estimation precision. This demonstrates the contribution 

of adding layer normalization not only to the 

improvement of accuracy but also to the stabilization of 

estimate mutual information. 

The proposed methodology has demonstrated further 

enhancement and stabilization of precision in rigid 

registration. Additionally, it has suggested its utility in 

rigid registration of medical images from an 

unsupervised learning perspective. 
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Fix image Moving image DRMINE Method[a] Method[b] 

Fig.5 Cervical spine region 

     
Fix image Moving image DRMINE Method[a] Method[b] 

Fig. 6 Thoracic spine region 

     
Fix image Moving image DRMINE Method[a] Method[b] 

Fig. 7 Lumbar spine region 
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Abstract 

This study aims to develop a smart belt that can be used to monitor elderly activities at home by integrating Multi-

Modal Sensors (MMS) and the Internet of Things (IoT). The MMS used in this study to collect elderly information is 

the IMU sensor, vibration sensor, push button, and ESP32 to process IoT data. Furthermore, the IoT platform used to 

transmit elderly information data from the smart belt to the family smartphone is Blynk. In this study, the smart belt 

can monitor the activities of the elderly when walking, sitting, lying down, and sleeping. After that, the smart belt can 

provide warning alerts when the elderly carry out abnormal activities at home. The results of this study show that the 

smart belt can monitor the activities of the elderly when walking, sitting, lying down, sleeping, and warning alerts on 

the family smartphone based on the integration of MMS and IoT. 

Keywords: Smart Belt, Elderly, Multi-Modal Sensor, Internet of Things. 

 

1. Introduction 

The elderly is a person who has reached the age of 60 

years or older [1]. During this phase, the elderly will have 

a reduced ability to perform activities, which means that 

their family will need to provide them with special 

assistance. In addition to monitoring the condition of the 

elderly at home, the busy activities of family members 

outside the home can pose an additional problem when 

caring for an elderly relative who is alone at home. 

Therefore, the urgency of this research is to build a smart 

belt device that can help family members monitor their 

elderly activities based on the integration of Multi-Modal 

Sensors (MMS) and the Internet of Things (IoT).  

Some researchers have conducted studies on the 

development of devices to monitor elderly activities 

based on IoT technology. Hua et al. have developed a 

device that can be used to monitor elderly activities using 

ICE (IoT Cares for the Elderly) [2]. In that study, the 

researchers used a heartbeat sensor, a body temperature 

sensor, and an Intel Edison platform to monitor elderly 

activities based on the Internet of Things. Narasinghe et 

al. have conducted a study to monitor and detect activities 

of elderly care by integrating various technologies of 

wearable and non-wearable devices connected to the 

wireless network [3]. The researchers in that study used 

the heart rate sensor and the PIR sensor to detect elderly 

activities and the cloud system to store elderly 

information using an internet connection. Cheng et al. 

have presented an application to monitor elderly care 

with IoT [4]. In that study, the researchers used the 

ThingSpeak IoT platform and the ADXL345 

accelerometer to monitor the elderly while doing 

activities at home. Rupasinghe et al. conducted the design 

and development of an IoT-based device to track the 

physical activities of the elderly using an accelerometer 

sensor [5]. Firebase IoT platform was used to transmit 

elderly information from the device to the smartphone of 

the elderly family. Furthermore, Naeim et al. have 

developed a device for monitoring elderly activities for 

safety based on mobile IoT [6]. In that study, the 

researchers used a low-cost prototype device to measure 

heart pulse, detect falls, and determine the location of the 

elderly, then used Blynk, Firebase, and Google Assistant 

for the IoT platform. 

According to the results of the study shown previously, 

it can be seen that some researchers have developed 

devices to monitor elderly activities using IoT. Therefore, 

the contribution of this study is to develop a smart belt 

that can be used to monitor elderly activities based on the 

integration of MMS and IoT. In this study, we used the 

IMU sensor, vibration sensor, and push-button for MMS, 

and Blynk as an IoT platform to transmit elderly 

information from the smart belt to elderly activities when 

the elderly is walking, sitting, lying down, and sleeping. 

This paper consists of a fourth chapter to elaborate on 

our study results. In the second chapter, we explain the 

method used in our study to develop a smart belt to 

monitor elderly activities. The third chapter presents the 

results of our study. Then in the last chapter, we show the 

conclusion and future work of our study. 

2. Methodology 

Figure 1 shows the architecture design developed in our 

study to build the smart belt based on the integration of 

MMS and IoT to monitor elderly activities. 
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Fig.1. Architecture design 

According to the information in Fig. 1, it can be seen 

that the sensor devices used to develop MMS in our study 

consist of the IMU sensor, vibration sensor, and push 

button. The function of the IMU sensor in this study is to 

detect the activities of the elderly when they walk, sit, lie 

down, and sleep. We detected it when the degree of 

motion of the IMU sensor was observed following the 

activities of the elderly. IMU sensor is a sensor device 

that can be used to detect the degree of motion of an 

object according to acceleration and gyroscope [7]. The 

vibration sensor function in the smart belt is to confirm 

that the elderly is moving when the IMU sensor detects 

that the elderly walk, sit, and lie down. Then after that, 

when the IMU sensor detected the elderly in a sleep 

position and the vibration sensor did not detect the elderly 

moving, the system confirmed that the elderly was in a 

sleep state. The vibration sensor is a sensor device that 

can detect the vibration of an object based on the 

mechanical quantity received by the sensor and then 

convert it into electrical current [8]. Furthermore, the 

push button function is a security button that sends 

elderly information when the elderly need helps or are in 

an abnormal condition. 

In this study, the microcontroller used to read and 

process MMS and IoT data is ESP32. ESP32 is a 

microcontroller that can be used to process sensor data 

for the controller, is low-cost and low-power, and is 

integrated with the Wi-Fi and Bluetooth module on a 

board [9]. The IoT platform used to transmit IoT data 

between the smart belt and the smartphone in this study 

is Blynk. Blynk is an IoT platform that can be used to 

communicate IoT data between devices to an iOS or 

Android smartphone over an Internet connection [10]. 

Furthermore, Fig. 2 shows the flowchart system 

developed in our study to operate the smart belt based on 

IoT. 

 

Fig.2. Flowchart systems 

Based on the information in Fig. 2, it can be seen that, 

in the first step, the smart belt reads the data input 

received from the IMU sensor, vibration sensor, and push 

button, then processes the IMU and vibration sensor data 

to detect elderly activities. When the system detects that 

the elderly is walking, the system then sends the 

information from the smart belt to the family's 

smartphone to inform the elderly that they are walking 

using Blynk IoT, connected over the Internet connection.  

Furthermore, when the elderly is sitting, lying down, 

and sleeping, the system sends the information data to the 

family's smartphone based on the information from the 

IMU and vibration sensor, respectively. When the system 

detects that the push button is pressed, the Blynk IoT then 

sends the warning information to the family that the 

elderly need helps or are in an abnormal condition. The 

systems then run repeatedly until the power on the smart 

belt is turned off.  
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3. Results and Discussion 

We have developed a smart belt that can be used to 

monitor the activities of the elderly based on the 

integration of MMS and IoT. Figure 3 shows the smart 

belt developed in our study. 

 

Fig.3 The smart belt developed in this study. 

Based on the information in Fig. 3, to implement the 

experiment, we used an IMU sensor (KKHMF, MPU-

6050) to detect elderly activities when walking, sitting, 

lying down, and sleeping according to the degree of 

movement of the IMU sensor (acceleration and 

gyroscope), a vibration sensor (DKARDU, Piezoelectric) 

to confirm elderly activities when walking, sitting, lying 

down, and sleeping according to the vibration of elderly 

moving, then push button as trigger for the smart belt to 

send a warning to the family when the elderly is an 

abnormal condition. The microcontroller used in our 

study to process MMS data and IoT is ESP32 (ESP32 

DEVKIT V1) and then used the Blynk platform to 

transmit IoT data between the smart belt and the family 

smartphone. Furthermore, Table 1 shows the 

DATASTREAM ID and data type used to transmit the 

elderly information from the smart belt to the family 

smartphone using Blynk. 

Table 1.  The DATASTREAM ID and data type 

are used to transmit elderly information. 

Elderly Information DATASTREAM Data Type 

Walking V1 INT, 0/1 

Sitting V2 INT, 0/1 

Lying Down V3 INT, 0/1 

Sleeping V4 INT, 0/1 

Warning V5 INT, 0/1 

According to the information in Table 1, we use INT 

data type 1 or 0 to confirm the activities of the elderly 

when they walk, sit, lie down, sleep, and have abnormal 

conditions. When the system detected that the elderly was 

doing activities (walking, sitting, lying down, sleeping, 

and abnormal conditions), the system then sent the INT 

data of 1 to confirm that the elderly was doing the 

activities. If not, the system sends 0 data information to 

the family smartphone. Furthermore, Fig. 4 shows the 

activities of the elderly when walking, standing up, sitting, 

and lying down, respectively. Fig. 5 shows the elderly 

information on the family smartphone using the Blynk 

application based on the Android OS when the elderly 

walk. 

      
(a)                   (b)                         (c) 

 

 
(d) 

 

Fig.4. Activities of the elderly when (a) walking, (b) 

standing, (c) sitting, and (d) lying down. 

 

 
 

Fig.5. Information of elderly when walking. 

4. Conclusion 

In this study, the development of a smart belt based on 

the integration of MMS and IoT that can be used to 

monitor elderly activities when walking, sitting, lying 

down, sleeping, and under abnormal conditions was 

carried out. We used an IMU sensor, vibration sensor, 

and push button for MMS and ESP32 as a microcontroller 

to process MMS and IoT data, then Blynk for the IoT 

platform. In our study result, the smart belt can detect the 

elderly walking, sitting, lying down, and sleeping on the 

family smartphone.  

Belt Head: 

• IMU Sensor 

• Vibration 

• Push Button 

• Battery 

Waist Belt 
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Abstract 

Measuring the altitude distribution of electron density in the upper atmosphere, known as the ionosphere, using High-

Frequency radio wave reflections often causes the low signal-to-noise ratio of ionospheric echoes due to radio 

frequency interference. We propose a model for converting low-signal-to-noise-ratio ionospheric echo video images 

(Ionogram) into noise-reduced images using image processing techniques, for tracing the ionospheric echoes from 

Ionogram. The proposed method consists of three processing parts: noise removal optimized for individual Ionogram 

images, extraction of ionospheric echoes by penalized background subtraction technique, and fine-tuning of 

ionospheric echo signals using a minimum spanning tree algorithm. The proposed model successfully reproduces fine 

Ionograms with 98% recall and 99% precision. 

Keywords: Ionospheric Observation, Computer Vision, Motion Detection, Time-series data 

 

1. Introduction 

The ionosphere is a part of Earth’s upper atmosphere 

from about 100km to high altitudes and is very closely 

related to our modern life. The ionosphere has a 

significant impact on the radio propagation for 

communications, satellite positioning system, etc. The 

structure of ionosphere is not stable and variable in the 

time of day, season, latitude, and solar activity, because 

of the differences of the energetic photo-ionization 

process. The irregularities and disturbances in the 

ionosphere cause various severe problems, for example, 

lower accuracy of the radio navigation due to the global 

positioning system/Global Navigation Satellite System 

scintillation, disruptions in High Frequency (HF) radio 

wave bands or interferences due to anomalous 

propagation, etc. In order to utilize radio propagation 

safely and securely in modern society, it is essential to 

measure and analyze the fluctuating ionospheric 

environment at high speed and with high accuracy.  

The fluctuating ionospheric environment is 

characterized by electron density variations in this region. 

The fluctuating ionospheric environment is characterized 

by electron density variations in this region. Ionosonde, a 

vertical ionospheric sounder, has been widely used to 

detect the ionospheric electron density as a function of 

height, using HF radio wave reflections. Ionosonde emits 

radio impulses with increasing frequency, measuring the 

time delay of radio signals received back from the 

different ionospheric layers. Fig. 1a shows an ionogram, 

which is a visualization of the output of an ionosonde 

measurement. The ionogram represents the received echo 

intensities in a virtual height (time-of-flight) against 

transmitted frequency. To analyze the fluctuating 

ionospheric environment, it is important of the 

interpretation of the ionogram, the so-called “scaling” of 
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ionograms. In other words, the scaling is the detection of 

the ionospheric echo on the ionograms and the extraction 

of characteristics of E and F layers (virtual heights: h'E, 

h'F, h'F2, etc. or critical frequencies: foE, foF1, foF2, 

etc.) from ionograms [1]. 

Classical manual scaling by professional researchers 

has been used, but several methods of automatic scaling 

have been proposed in recent decades. There are two 

main approaches to automatic scaling: image processing 

(computer vision) approaches [2], [3] and deep-learning 

image generation approaches [4], [5]. The both methods 

perform the scaling of ionograms with higher accuracy, 

but the expected ionogram for scaling is high signal-to-

noise ratio (SNR) image. Here, the signal is the 

ionospheric echo, and the noise is the background noise, 

such as radio frequency interference (RFI) from other 

emissions. In Fig. 1a, the noise appears as the vertical 

strip. The ionogram visualization process also generates 

noise [6]. Ionogram images are visualized using spectral 

analysis techniques such as the Fast Fourier Transform 

(FFT) algorithms on original data obtained by the 

ionosonde. Artificial noises are generated by this process. 

The noise due to RFI and FFT complicates automatic 

information extraction from ionogram through scaling [7]. 

Ionosonde transmitting power by a typical HF radar is 

high power, several tens of kW. In ionogram images 

acquired by such high-power ionosondes, the signal 

strength of the ionospheric echo and the background 

noise are distinctly different, and the ionospheric echo is 

sufficiently strong. This means that scaling can be 

performed from ionogram images with high SNR. On the 

other hand, our ionosonde observations with Frequency 

Modulated Continuous Wave (FM-CW) type radar, 

operated by the joint research with Kyushu Institute of 

Technology and Kyushu University, have a maximum 

peak power of 20 watts.  Although the advantage of FM-

CW radar is its high gain even at low power, the reflected 

echo strength from the ionosphere is relatively weak 

compared to a typical HF radar. Therefore, the signal 

strength of the ionospheric echoes is often comparable to 

the background noise, and it is difficult to separate from 

each other. Since the scaling process is performed from 

ionogram images with low SNR, a simple noise 

elimination processing is not sufficient.  

There are two challenges in automatic ionogram scaling 

for FM-CW ionogram. First, as described above, scaling 

accuracy is poor when the input image is an ionogram 

with low SNR. Second, in terms of the quasi-real-time 

monitoring of the ionospheric condition, the processing 

time on scaling is required within few seconds. We 

sequentially operate the FM-CW ionosonde with every 3 

minutes. A low-cost computer, which is usually expected 

to perform with no high processing speed, is required on 

the observation site. The deep learning approaches have 

a processing time of 2-3 minutes, and real-time scaling 

requires a computer with high processing speed. We try 

to propose a new algorithm without deep-learning 

approach for scaling which includes the elimination 

process of background noises. 

  

a. Original Ionogram b. Full denoised Ionogram 

  

c. Histogram of signal 

intensity for Fig .1a 

d. Histogram for signal 

intensity of Fig. 1b 

Fig. 1. Comparison of the signal intensities of original  

and full denoised ionograms recorded at 00:06:00 UT, 

January 1, 2019. 

In this paper, we provide a new method to scaling of 

FM-CW ionogram with low SNR. The new scaling 

method can be applied to ionograms containing any 

ionospheric echo class (E and F layers) for quasi-real-

time detection. The shape and position of the ionogram 

echoes vary with time, due to daily and seasonal changes 

in the ionospheric electron density structure and its solar 

activity dependence. Therefore, our study focuses on 

time-variant scaling based on time-series analysis. The 

proposed method consists of three parts. First, we remove 

the noise from the ionogram with low SNR, optimizing 

the noise elimination threshold value for individual 

ionogram image. Second, we extract the ionospheric 

echoes based-on penalized background subtraction 

technique. Finally, the ionogram with high SNR are 

regenerated by fine-tuning of ionospheric echo signals 

using a minimum spanning tree algorithm.  

2. Dataset 

The dataset used in this study consists of 960 ionogram 

data observed every 90 seconds on January 1, 2019, at the 

FM-CW radar ionosonde located at Sasaguri (130.34° E, 

33.37° N). Fig. 1a shows a sample of the ionogram image 

data obtained on January 1, 2019, at 00:06:00 UT 

(Universal Time). Ionogram image shows the signals 

with frequency values from 2 MHz to 9 MHz and altitude 

values from 0 km to 700 km. In order to treat the 

ionograms as a two-dimensional array, we consider the 

class width as an array with 278 x 238 bins with a 

frequency of 0.25 MHz and an altitude of 2.9296875 km.  

As mentioned above, the ionogram is usually 

contaminated with RFI noise appearing as vertical strips, 
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shown in Fig. 1a. As shown in Fig. 1, the signal intensity 

distribution in histograms is significantly different 

between the original ionogram (Fig. 1c) and the full 

denoised ionogram (Fig. 1d). Fig. 1b was produced by 

manual removal of the background noise from Fig. 1a. 

The signal distribution in Fig. 1d only corresponds to the 

ionospheric echoes. Comparing between Fig. 1c and Fig. 

1d, it is obvious that ionospheric echoes are highly 

intense relative to noises. In other words, the almost 

background noises are in lower value of signal intensity. 

3. Methodology 

The proposed method consists of three processing parts: 

(1) Weak Signal Reduction, (2) Penalized Background 

Subtraction, and (3) Fine-tuning Ionogram. In the 

processing part on Weak Signal Reduction, the divided 

value between the ionospheric echoes and the 

background noises is automatically estimated based-on 

Ridge Regression [8]. After this process, almost 

background noises are eliminated, and we get the 

denoised ionogram remaining enough ionospheric echoes. 

The processing part of Penalized Background Subtraction 

enables the extraction of ionospheric echoes with motion 

detection algorithms. Finally, the processing part of Fine-

tuning Ionogram provides the regenerated ionogram, 

removing the remained noises and interpolating the 

ionospheric echoes from the detection region using the 

minimum spanning tree in the graph structure. The 

following subsections describe the detail algorithm of 

each part. 

3.1. Weak Signal Reduction 

As pre-processing, the weaker RFI noises are 

eliminated by aligning the average signal strength in the 

altitude direction to a constant value, which is the mode 

of histogram of signal intensity. We define the 

elimination function of RFI noises as below: 

𝑹𝑓,ℎ = 𝑰𝑓,ℎ +𝑀𝑂 − 𝜇𝑓 (1) 

where 𝑹𝑓,ℎ  and 𝑰𝑓,ℎ represent the power of the original 

ionogram as input and the eliminated ionogram as output, 

respectively. The subscript 𝑓and ℎ indicate the positions 

of the frequency and altitude values on the ionogram. 𝑀𝑂 

represents the mode value of signal intensity histogram. 

𝜇𝑓 is the average of signal intensity at each frequency bin. 

As shown in Fig. 1, it is possible to separate the 

ionospheric echoes and the background noise by 

estimating the boundary value between them. However, 

the distribution of signal intensity is different each 

ionogram.  This suggests that it is necessary to estimate 

the threshold value according to the signal distribution of 

each ionogram. We estimate this threshold of boundary 

between the ionospheric echoes and the background 

noise by ridge regression [8]. 

Ridge regression is a method which further improves 

generalization performance by adding an L2 

regularization term to multiple regression analysis. For 

each raw ionogram, Ridge regression estimates the 

coefficients, 𝑤 , of multiple regression models for the 

boundary threshold value as the objective variable, 𝑦, and 

when you give the frequency, mean and variance of the 

mode of the signal intensity as the explanatory variable, 

𝑋. The loss function of the ridge regression, 𝐿, is shown 

in Eq. (2), where the weight of the L2 regularization term 

is α = 0.7. 

𝐿 = (𝑦 − 𝑋𝑤)𝑇(𝑦 − 𝑋𝑤) + 𝛼‖𝑤‖2
2 (2) 

�̂� = 𝑋𝑇𝑤 (3) 

The equation for the objective variable is given by Eq. (3). 

The above equation yields a model for estimating the 

threshold for removing an appropriate low-intensity 

signal. The ionogram after applying this algorithm is 

shown in Fig. 2. 

 

Fig. 2. Ionogram with Weak Signal Reduction  

applied to Fig. 1a 

3.2. Penalized Background Subtraction 

As shown in Fig. 2, it is still impossible to completely 

remove the noise from the ionogram, even after removing 

the low intensity signal. This is because the noise signal 

is more intense than the ionospheric echoes. We use 

Background Subtraction method [9] to extract of the 

ionospheric echoes from the ionogram and to ignore the 

remained intense background noise. The Background 

Subtraction method is one of the motion detection 

techniques to detect moving objects in a video frame. A 

moving object is detected by comparing a frame of video 

with its corresponding background image. It is important 

to generate a background image without moving objects. 

In this study, we consider an ionospheric echo as the 

moving object and an ionogram image with only noise 

present as the background image. The processing part of 

Penalized Background Subtraction is divided into four 

steps and the following subsections describe the detail 

algorithms. 
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3.2.1. Penalty based on ionospheric echo shape 

As shown in Fig. 1b, ionospheric echoes in the 

ionogram are observed mainly as line shapes extending 

in the frequency direction. This suggests that the signal 

intensity of ionospheric echoes is higher at specific 

altitudes than at other altitudes in each frequency band 

bin. In fact, as shown in Fig. 3b, the distribution of signal 

intensity against the altitude in interest frequency bin, 4.0 

MHz, shows two significant peaks corresponding to the 

ionospheric echoes.  

  
a. Original Ionogram data 

and the interest 

frequency, 4.0 MHz, in 

red vertical line 

b. Signal intensity as a 

function of the altitude 

for the interest 

frequency, 4.0 MHz 

Fig. 3. Signal distribution in altitude direction, 

recorded at 06:01:30 UT, January 1, 2019 

For generating the background image from the input 

ionogram image including the ionospheric echoes, we 

only penalize the corresponded frequency into the 

significant ionospheric echoes in each ionogram, to 

reduce the amplitude of signal power. The detail 

operating flow is as shown in Fig. 4. First, a vector of the 

signal intensity is extracted for each frequency bin from 

the two-dimensional matrix of the ionogram. Next, the 

components that penalize the extracted vectors are 

selected according to the flowchart shown in the Fig. 4.  

 

Fig. 4. Determination flow of penalization for the  

generation of background image 

The penalty, 𝑓𝑓,ℎ
𝑝

,  is given as Eq. (4), where 𝑰[𝑡]𝑓,ℎ is the 

signal intensity of the unprocessed ionogram array at time 

𝑡 . We use anomaly detection in deciding whether to 

penalize. This is designed based on the Hotelling’s theory 

[10]. In the present work, a normal distribution is 

assumed for each signal with the same frequency value 

after removing weak intensity signals, and signals that 

deviate from the 95% confidence interval are penalized 

by detecting them as anomalies. By penalizing with these 

procedures, we ideally aim to get the background image 

contains only noise. 

𝑓𝑓,ℎ
𝑝
(𝑰[𝑡]𝑓,ℎ) = {

1

𝑰[𝑡]𝑓,ℎ
     (𝑝𝑒𝑛𝑎𝑙𝑖𝑧𝑒𝑑)

𝑰[𝑡]𝑓,ℎ      (else)            

 (4) 

3.2.2. Penalty based on one previous detection 

frame image 

The background subtraction method can efficiently 

detect moving objects under the constraint that the 

background scene is stationary. However, the accuracy 

decreases under dynamically changing background 

image. Ionograms are no exception to this problem, as the 

position and shape of background noise as well as 

ionospheric echoes change from moment to moment. 

Therefore, the ionospheric echoes detected from the 

previous ionogram are used to estimate the background 

image. 

This method assumes a two-dimensional Gaussian 

distribution centered on the detected component. Here, 

the frequency value is 𝑓 and the height value is ℎ, from 

which the mean 𝜇𝑓 , 𝜇ℎ , and standard deviations 𝜎𝑓  and 

𝜎ℎ are calculated, respectively. The covariance 𝜌 is given 

by Eq. (5), considering the characteristic that the 

ionospheric echoes vary in the frequency direction. Eq. 

(6) and (7) show the weight Gaussian. The generated 

background image is penalized by considering the 

previous ionospheric echo detection region. 

𝜌 = (
8 0
0 4

) (5) 

𝑓𝑓,ℎ
𝑔
=

1

2𝜋𝜎𝑓𝜎ℎ√1 − 𝜌
2
𝑒𝛼 (6) 

𝛼 = −
1

2(1 − 𝜌2)
{
(𝑓 − 𝜇𝑓)

2

𝜎𝑓
2 −

2𝜌(𝑓 − 𝜇𝑓)(ℎ − 𝜇ℎ)

𝜎𝑓𝜎ℎ

+
(ℎ − 𝜇ℎ)

2

𝜎ℎ
2 } 

(7) 

3.2.3. Penalized background image generation 

algorithm 

In addition to the background image update algorithm 

for the Background Subtraction method [9], the 

background image, 𝑩[𝑡] ,is updated by adding the weight 

terms of Eq. (4) and Eq. (6) as follows.  
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where α and β are weights for 𝑓𝑓,ℎ
𝑝

 and 𝑓𝑓,ℎ
𝑔

. In this study, 

we set 𝛼 = 0.5  and 𝛽 = 8.0  ,which are assumed the 

same level of influence of each term.  

3.2.4. Detection region determination 

The positions where the result of subtracting the 

background image obtained by Eq. (8) from the input 

image is a positive value is detected as ionospheric 

echoes, 𝑫[𝑡]𝑓,ℎ, as shown in Eq. (9). It is assumed that 

background regions are distributed where the difference 

values are small.  Thus, 𝑡ℎ𝑟𝑒𝑠ℎ in Eq. (9) is set to the class 

value of the mode in the histogram of difference values 

between the input and background images. 

𝑫[𝑡]𝑓,ℎ = {
1     (𝑰[𝑡]𝑓,ℎ − 𝑩[𝑡]𝑓,ℎ ≥ 𝑡ℎ𝑟𝑒𝑠ℎ)

0  (𝑒𝑙𝑠𝑒)                                             
 (9) 

Fig. 5 shows that our method can detect ionospheric 

echoes. This indicates that our method is also effective 

for ionograms with high signal-to-noise ratios. 

  
a. Original Ionogram b. Ionogram detection 

data after processing 

for Fig. 2 

Fig. 5. Ionospheric echo detection by Penalized  

Background Subtraction, original ionogram data  

recorded at 00:06:00UT, January 1, 2019 

3.3. Fine-tuning Ionogram 

As shown in Fig. 6a, the background subtraction 

method can be used to detect ionospheric echoes, but it 

can also leave isolated noises. In addition, the signal 

should be detected might have missing or incorrectly 

detected as the ionospheric echo. For solving these 

problems, we propose two post-processing methods: the 

convolution operation to remove noise that appears as 

isolated echoes, and the optimization for interpolating 

and denoising of the detection region using an algorithm 

based on a minimum spanning tree. 

3.3.1. Denoise impulse noise 

The convolution is, an algorithm of image processing, 

used to reduce of impulse noises in the present work. The 

multiplication a two-dimensional square matrix 

composed of odd-numbered widths several times is 

applied to the detected ionogram with two-dimensional 

array. If there are many signals around the element of 

interest that have been labeled as ionospheric echoes by 

the background subtraction method, then they should be 

ionospheric echoes, otherwise they should be considered 

as noise.  

The filter 𝐻𝑖,𝑗 consists of an 𝑛 × 𝑛 square matrix, with 

all elements 1. It is also scanned with stride 1 to maintain 

the size of the two-dimensional array of the ionogram. 

The convolution equation using this filter is shown in Eq. 

(9). Let 𝐷𝑏𝑠 be the array output by the algorithm in the 

processing part of Penalized Background Subtraction and 

𝐷 be the array after impulse noise removal. 

𝐷𝑓,ℎ =

{
 

 
1      (∑ ∑ 𝐷𝑓+𝑖,ℎ+𝑗

𝑏𝑠
∙ 𝐻𝑖,𝑗

𝑛

𝑗=−𝑛

𝑛

𝑖=−𝑛

≥ 2 + 𝑛)

0        (𝑒𝑙𝑠𝑒)                                                         

 (10) 

In this study, impulse noises are removed by 

performing the convolution operation, changing the filter 

width n in the order of 5, 7, 9, and 11. Ionograms before 

and after the removal of impulse noises are shown in Fig. 

6. It is obvious that this process reduces extracted excess 

noises and does not disappear the detected signal of 

ionospheric echoes (Fig. 6b). 

  
a. Ionospheric echo  

detection results  

before processing 

b. Ionospheric echo 

detection results after 

processing 

Fig. 6. Comparison of ionograms with and without  

Impulse  noise reduction processing 

3.3.2. Optimization by a minimum spanning tree 

First, for all points detected as ionospheric echoes, 

these detection points are connected for each E and F 

layer. The points are connected so that they form a 

minimum spanning tree, considering the linear shape of 

the ionospheric echoes. Next, edges with large distances 

between vertices are removed. The graph to which the 

removed vertices belong is judged to be noise and 

removed. For the remained edges after the above 

processes, the detection area is interpolated between the 

two vertices that compose the edge. The result is shown 

in Fig. 7. 

𝑩[𝑡] = 𝛼 ∙ 𝑩[𝑡 − 1] + (1 − 𝛼) ∙ 𝑓𝑓,ℎ
𝑝 (𝑰[𝑡]) 

−𝛽 ∙ 𝑓𝑓,ℎ
𝑔 (𝑭[𝑡 − 1]) 

(8) 
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a. Ionospheric echo  

detection results before 

processing 

b. Ionospheric echo  

detection results after 

processing 

Fig. 7. Comparison of ionograms with and without  

optimization process by minimum spanning tree 

4. Result and discussion 

To evaluate the accuracy of our automatic scaling 

method, we compared the accuracy of ionograms 

obtained by our algorithm with that of manually scaled 

ionograms. The evaluation is based on the absolute error 

of the critical frequencies’ foE and foF of each layer of 

the ionogram and the percentage of absolute error within 

0.5 MHz indicating that sufficient accuracy was achieved. 

The accuracy of the proposed method is compared with 

that of the Weighted Background Subtraction without 

each weight term (Table 1). The average processing time 

of the proposed algorithm was 7.1 seconds per ionogram. 

The proposed model successfully reproduces fine 

ionograms with 98% recall and 99% precision. 

Table 1 shows that the detection results were 

satisfactory despite the low SNR of the ionograms. From 

Table 1 and the detection result shown in Fig. 7b, it is 

clearly found that the addition of a weight term to the 

background subtraction algorithm was effective. The 

processing time with few of seconds indicates that the 

proposed method is useful to generate quasi-real-time 

ionograms with high SNR. 

Table 1. Performance Comparison with different weight 

terms in this study 
Model Main 

result 

Base+

𝒇𝒑𝒆𝒏𝒂𝒍𝒕𝒚 

Base+

𝒇𝒈𝒂𝒖𝒔𝒔 
Base 

Absolute 

error 

(MHz) 

foE 0.47 0.93 0.92 0.99 

foF 0.26 0.44 0.42 2.6 

Rate of 

accuracy 

(%) 

foE 67% 50% 50% 47% 

foF 83% 49% 61% 15% 

On the other hand, the continuity of ionospheric echoes 

remains an issue. Some ionospheric echoes are missing 

from the detection results of our method. This is due to 

the altitudinally banded intermodulation noise in the 

ionograms. This is a factor that reduces the signal 

strength, and thus causes the background subtraction 

method to fail to detect the ionospheric echoes. Also, 

although not present in this study's data set, scattered 

signals such as those seen in equatorial spread F are not 

expected to give meaningful results. 

5. Conclusion 

Automatic scaling of ionograms presents various 

challenges for the ionogram image contaminated with 

noises. In this study, we proposed an algorithm to 

automatically extract ionospheric echoes from ionograms 

with low signal-to-noise ratio. 

 

Our algorithm is based on statistical thresholding 

according to the signal intensity distribution of each 

ionogram, image processing techniques focusing on time 

variability and ionospheric echo characteristics, noise 

reduction filtering, and graph theory. Although it is 

necessary to define some parameters, it is possible to 

extract ionospheric echoes from ionograms in quasi-real-

time without the huge amount of teacher data as in deep 

learning. 

On the other hand, for frequent noise and special 

ionospheric echo classes, the algorithm may not 

guarantee accuracy. The algorithm should be improved to 

be robust in these cases as well for the future work. 
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Abstract 

One of the measures to prevent back pain is the use of appropriate posture corrections. In generally, the Squat method 

(method of keeping the knees bent and the waist as straight as possible) is recommended over the Stoop method 

(method of keeping the knees straight and the waist bent). The results of previous studies using acceleration and 

muscle potentials have shown that the lifting with knees in a kneeling position reduces the amount of load born by 

the lower back. However, few studies discuss the case where there is an obstacle between the subject and the object 

to be lifted and further, the scenarios where the object is away from the body's center of gravity. Therefore, this 

research focus on analyzing three types of movements using the AnyBody musculoskeletal mechanics analysis 

software, the Yo-bukun back pain prevention application, and the Delsys surface EMG and verifying the amount of 

lower back burden when there is an obstacle between the lifting object and the subject. This paper presents the 

verification results. 

Keywords: Lower back burden, Posture correction, EMG, The body's center of gravity 

 

1. Introduction 

Frequent lifting activities in the construction and 

nursing care industries place a heavy burden on the lower 

back and can easily lead to lower back pain. One of the 

measures that can be taken by individuals to prevent back 

pain is to improve posture. There are two main types of 

lifting movements: the Stoop method (keeping the knees 

straight and the hips flexed) and the Squat method 

(keeping the knees flexed and the hips as straight as 

possible). The Japanese Ministry of Health, Labour and 

Welfare's "Guidelines for Prevention of Back Pain in the 

Workplace" recommends the knee-bend lifting method. 

The results of the previous study and the analysis using 

the "Yo-bukun" application for measuring back strain 

showed that the lifting method with the knees bent 

reduced the amount of back strain compared to the lifting 

method without knees bent [1], [2], [3]. In addition, the 

previous study showed that the lifting method with the 

knees bent was associated with a lower EMG burden 
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when the lifting object was located close to the body's 

center of gravity [4], [5]. 

 However, few previous studies have discussed the case 

where there is an obstacle between the lifting object and 

the subject and also when the object is far from the body's 

center of gravity. Therefore, the purpose of this paper is 

to analyze three types of movements using the AnyBody 

musculoskeletal mechanics analysis software, Yo-bukun 

back pain prevention application, and the Delsys surface 

electromyograph, in order to verify the amount of back 

burden when there is an obstacle between the lifting 

object and the subject. 

 

2. Methodology 

In this paper, lumbar burden was measured using 

AnyBody, Yo-bukun applications, and Delsys EMG. 

2.1. Measuring equipments 

AnyBody is a musculoskeletal mechanics analysis 

software from Terrabyte Co. Basically, it calculates the 

forces acting on each part of the human body, such as 

muscle activity, muscle force, and joint moments, when 

a movement is applied to a musculoskeletal model using 

inverse dynamics analysis. 

Yo-bukun is an application developed by the 

University of Miyazaki in collaboration with DENSAN 

Corporation for the prevention of back pain for the 

iPhone. It is calibrated when the user stands upright, and 

calculates the amount of lumbar burden based on the tilt 

of the iPhone. 

Delsys is the generic name for Trigno EMG system 

incorporated with some additional sensors developed by 

Delsys. In addition to EMG, IMU sensors (accelerometer, 

gyroscope, and magnetometer) are built in to collect 

kinematic data (angles) at the same time. 

2.2. Measurement method 

A video camera footage was used as the method of 

measurement for the analysis by AnyBody application. 

Under Yo-bukun approach, subjects were asked to keep 

their iPhones installed with Yo-bukun application, in 

their chest pockets for the measurement. EMG based 

approach employs two EMG sensors placed on the 

subject's erector spinae. The positioning of the lumbar 

EMG sensors is shown in the Fig. 1. The left side sensor 

is considered as the first channel and the right side sensor 

is the second channel. 

The subjects were all healthy adult males, 174±3 cm 

tall and 22±1 years old. Subject identifiers are A, B, and 

C respectively. The movement to be measured was the 

lifting and lowering of an object while kneeling on one 

knee. The dimensions of the object (a box), are 35(W)×

23.5(D)×31(H)cm and the weight is 1 kg. Three types 

of movements were measured to examine the effects of 

the presence of an obstacle and the distance between the 

centers of gravity. The size of the obstacle was 

51(W)×10(D)×51(H)cm. The subject's center of gravity 

was set at the pelvis. The experimental apparatus is 

shown in the Fig. 2. 

  The initial measurement was a subject lifting the object 

as close as possible to its body's center of gravity without 

placing any obstacles. The step wise process involves a 

subject lifting the object and remaining for 5 seconds, 

before lowering it. The distance between the center of 

gravity of the object and the subject's center of gravity 

was 10 cm. In the second measurement, the obstacle is in 

place, and the subject lowers the object to behind the 

obstacle starting from an apparatus configuration as in 

Fig. 2, subsequently returns it to the top of the obstacle. 

Upon lowering the object behind the obstacle, the subject 

stood upright and maintained the position for a duration 

of 5 seconds.  

 
 

 

Fig.1 . EMG sensor placements  
 

 

 

Fig.2 . Experimental apparatus (includes the lifting 

object and the obstacle) 
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Fig.3 Posture in which the center of gravity of both the 

subject and the object 10 cm 

 

 

Fig.4 . Posture in which the center of gravity of both the 

subject and the object 30 cm 

 
Then, the subject knelt down once more and raised the 

object back over the obstacle. The distance between the 

object's center of gravity and the subject's center of 

gravity was 30 cm. The third measurement closely 

resembled the second, with the distance between the 

center of gravity of the object and that of the subject 

being 45 cm. The postures observed during such 

measurements at the distance between the center of 

gravity of the object and that of the subject being 10 cm 

and 30 cm are depicted in Fig 3 and Fig. 4. 

 

   After that the transition of the amount of burden applied 

on the lower back during such movements were 

calculated using AnyBody and Yo-bukun. Later, the 

analysis incorporates the maximum and average values 

of the amount of burden observed here. The Delsys 

measured the EMG potentials of the lower back during 

movements. To reduce the influence of noise, the rate of 

increase was calculated by dividing the difference 

between the mean value of the EMG during movement 

and the mean value of the EMG at rest by the mean value 

of the EMG at rest. The resting EMG potentials refer to 

the potentials recorded when the subject is at rest for a 5-

second interval between lifting and lowering movements. 

 

3. Results 

  This chapter outlines the measurement outcomes for the 

three equipment types and provides a comparison 

between them. The movements are individually analyzed 

for lifting and lowering at center-of-gravity distances of 

10 cm, 30 cm, and 45 cm, respectively. 

3.1. Similarity between AnyBody and Yo-bukun 

To validate the reliability of Yo-bukun, the similarity 

between AnyBody and Yo-bukun was assessed. 

Verification utilized the measurement data of subject B, 

analyzable with A. The coefficients of determination for 

each center-of-gravity distance are presented in Table 1. 

A somewhat stronger correlation was evident in the data 

at a center-of-gravity distance of 10 cm, while robust 

correlations were observed at center-of-gravity distances 

of 30 cm and 45 cm. 

 

Table 1. Correlation between AnyBody and Yo-bukun 

(Subject B) 

 

Center of 

gravity distance 

(cm)  

 

R2 

10 0.5582 

30 0.9289 

45 0.9812 

 

 

Table 2. The rates of increase in Yo-bukun measurements  

 

Subject 

Identity 

Center of 

gravity 

distance 

(cm) 

Raising 

movement 

(Up)  

% 

Lowering 

movement 

(Down) 

% 

 

A 

10 97.39 107.02 

30 110.71 104.21 

45 120.70 105.34 

 

B 

10 90.68 108.78 

30 140.64 132.38 

45 172.14 163.56 

 

C 

10 137.98 157.31 

30 197.84 193.90 

45 196.63 162.03 

 

3.2. Analysis results using Yo-bukun 

The rate of increase was also determined for the Yo-

bukun in comparison with myoelectric potentials. The 

rate of increase in the Yo-bukun measurements for the 

three movements is shown in Table 2. The comparisons 
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for the raising and lowering movements are shown in Fig. 

5 and 6, respectively. The average rate of increase was 

obtained by excluding the rate of increase at 10 cm. The 

average rate of increase was 156.44% for the lifting 

motion and 143.57% for the lowering motion. 

 

 
Fig.5. Yo-bukun Increase rate (up) 

 

 
Fig.6. Yo-bukun Increase rate (down) 

 

3.3. Analysis results using Delsys  device 

The rates of increase in lumbar EMG potentials during 

the three movements are shown in Table 3, and 

comparisons for raising (up) and lowering (down) 

movements are shown in Fig. 7 and Fig. 8, respectively. 

In all cases, the rate of increase was lowest when the 

center of gravity distance was 10 cm for each subject. For 

Subjects A and C, the rate of increase was higher when 

the center of gravity was 45 cm than when the center of 

gravity was 30 cm, for both lifting and lowering. For 

subject B, the rate of increase was higher when the center 

of gravity was 30 cm than when the center of gravity was 

45 cm. The average rate of increase was obtained by 

excluding the rate of increase at 10 cm. The average rate 

of increase was 404.43% for the lifting motion and 

394.71% for the lowering motion. The average increase 

was 2.59 and 2.75 times that of Yo-bukun for each 

operation. 

 

Table 2. The rates of increase in lumbar EMG potentials 

 

Subject 

Identity 

Center of 

gravity 

distance 

(cm) 

Raising 

movement 

(Up)  

% 

Lowering 

movement 

(Down) 

% 

 

A 

10 30.43 5.73 

30 230.24 239.78 

45 339.78 296.69 

 

B 

10 59.08 68.08 

30 352.31 357.99 

45 247.76 284.30 

 

C 

10 16.20 16.48 

30 518.76 534.77 

45 737.72 654.72 

 

 

 
Fig.7. EMG Increase rate (up) 

 

 
Fig.8. EMG Increase rate (down) 
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Fig.9 . Posture (Left: Subject B, Right: Subject C) 

4. Conclusion 

The rate of increase of EMG potentials during the 

movement was different in Subject B than in the other 

subjects. The possible reason for this is the difference in 

posture. The most notable difference is the curvature of 

the back. A comparison of the posture of Subject B and 

Subject C at a center of gravity distance of 45 cm is 

shown in the Fig. 9. The yellow circle at the pelvis 

position is the center of gravity. The white line is a 

simplified representation of the back. It can be seen that 

subject B has a straighter back than subject C. This 

indicates that subject B has a straighter back than subject 

C. This suggests that Subject B had less muscle stretch 

than Subject C, and that the rate of increase in 

myopotential was less pronounced in Subject B than in 

the other subjects. 

In this paper, we analyzed movements using three 

types of measurement devices and verified the amount of 

lumbar burden in a situation where there is an obstacle 

between the subject and the lifting object. The analysis 

results shows that the change in the amount of lumbar 

burden due to the difference in the center of gravity 

distances was more pronounced in the electromyograms 

than in the measurements from the posture-based devices, 

such as the Anybody and the Yo-bukun. Therefore, it is 

possible that even in the one-kneeling lifting method, a 

significant distance between the object and the operator's 

center of gravity might not result in a reduction of 

electromyographic back burden.  
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Abstract 

This study primarily relies on a smartphone application, developed within our research institute known as Yo-bukun, 

for the real-time estimation of lumbar burden. The Yo-bukun is capable of estimating the lumbar burden of a subject 

(the user) by placing an app. installed smartphone in the subject’s chest pocket, while the subject is lifting/ relocating 

an object. The subject's movements are assessed through sensors embedded in the smartphone and certain aspects of 

their physical information initially fed into the app. are used in the estimation formula for determining lumbar burden. 

In the current scenario, Yo-bukun lacks the capability to ascertain whether the user is holding an object or not; 

consequently, it can only estimate the lumbar burden for limited cases of a subject holding an object. To address such 

limitations, the proposed system integrates voice recognition to facilitate lumbar burden estimation, considering the 

presence or absence of an object. Further, it was incorporated with the capability to recalculate lumbar burden after 

measurements, enabling prospective studies. 

Keywords: Lumbar burden estimation, smartphone application, voice recognition. 

 

1. Introduction 

  The smartphone application called Yo-bukun allows 

you to estimate the lumbar burden when holding an object 

in real time by placing a smartphone in the chest pocket 
[1], [2]. The estimation method of the Yo-bukun involves 

utilizing smartphone sensors such as the acceleration 

sensor and gyro sensor to assess the user's state (standing, 

sitting, turning, crouching, walking). Subsequently, the 

user's physical information is incorporated, and the 

estimation formula used in MIYADAI Pro developed by 

Professor Mitarai [3] is applied to perform the estimation. 

Here, the user needs to set the user’s physical information 

and the weight of the object being held by the user before 

taking measurements. During measurement, the lumbar 

burden is estimated at every second in real-time.  

 

  However, few constraints have been identified in its 

functionality. The initial challenge is the inability to 

determine whether the user is actively holding an object 

during measurement or not. Therefore, throughout the 

measurement the lumbar burden is approximated under 

the assumption that the user is consistently holding an 

object. As a result, the Yo-bukun can’t estimate the 

lumbar burden regarding movements occurring before 

the user holds an object or after putting an object down. 

The second issue arises upon the completion of 

measurement, in which the user has not been given the 

capability to modify the set information and reevaluate 

the lumbar burden. In that case, if a measurement has 

already been conducted with incorrect information, it 

demands repeating the same measurement. Therefore, 

this paper outlines the functionalities introduced to 

address and resolve these identified challenges. 

2. Methodology 

  This paper describes the proposed method that can be 

resolved only using a smartphone, emphasizing user-

friendly ease of operation. 

2.1. First problem-solving method 

  To address the problem of measurement being possible 

only in the limited situation where the user holds an 

object, a voice recognition function has been introduced 

to the Yo-bukun. The user articulates speech, while 

initially holding an object and when releasing it, and this 

voice information is utilized to determine the object 

possession status. The judgment method can be described 

as follows: upon detecting the initiation of object holding, 

the system assumes continuous possession until the 
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moment of object release is identified. Conversely, if the 

system detects the timing when the user puts down an 

object, it assumes that the user does not hold an object 

until the point of object holding initiation is recognized. 

In this way, the status of object possession can be 

determined using voice recognition.  

2.2. Second problem-solving method 

  The limitation was explained wherein, the post-

measurement, user is unable to modify pre-measurement 

information and recalculate lumbar burden again. 

Utilizing the estimation formula utilized in Yo-bukun, the 

key parameters for lumbar burden estimation, extending 

beyond the pre-measurement information provided by the 

user were identified. These additional parameters are 

recorded for each lumbar burden estimation. 

Consequently, even if the user modifies the pre-

measurement information after the completion of 

measurement, the proposed system facilitates the use of 

recorded parameter data for any recalculations of lumbar 

burden. 

3. Implementation Procedure 

3.1. First problem-solving Procedure 

  With the use of Apple's speech recognition framework 

[4], a voice recognition feature was incorporated with the 

Yo-bukun and developed a system that assesses the 

lumbar burden based on the user’s object possession 

status. This advancement enables the estimation of 

lumbar burden solely through a smartphone, considering 

the user's object possession status. The proposed system 

estimates lumbar burden based on a user-selected preset 

weight if an object is held. In instances where the user is 

not holding an object, the system assumes an object 

weight of 0 kg. Furthermore, this approach replaces 

traditional button operations as the commencement 

(Start) and cessation (End) of measurement have been 

automated through voice recognition. 

3.2. Second problem-solving Procedure 

  A review was conducted on the fundamental parameters 

crucial for lumbar burden estimation and the system 

development was carried forward for their systematic 

recording during measurements. Moreover, the system 

was facilitated with the use of recorded parameters to 

reassess lumbar burden subsequent to the measurement. 

As a result, users possess the capability to modify pre-

measurement information, enabling recalculation of 

lumbar burden based on these alterations. 

4. Experiment 

  Two experiments were conducted to validate the 

functionality of the introduced system. 

 

4.1. First experiment 

  In the first experiment, Yo-bukun was employed for 

lumbar burden assessment, using specific verbal cues 

during both the Start and End of the object handling 

process. The weight of the object was set at 2 kg. To 

ensure the optimal accuracy in estimation result, the 

smartphone was securely affixed to a vest, positioned in 

close proximity to chest area. Initially, the configuration 

was set for the subject to commence the measurement 

without holding an object as the Yo-bukun also offers 

configurability to specify the status of holding an object 

or not, at the initialization. The Fig. 1 depicts the 

following operational sequence proceeded during the 

experiment: 

a) Start the measurement without any object. 

b) Uttered a specific word and lifted an object after 11 

seconds. 

c) Raised the upper half of the body. 

d) Safely place the object on the floor by uttering a 

word after 21 seconds. 

e) End the measurement by raising the upper half of the 

body. 

 

 

Fig. 1. Operation sequence of the first experiment 
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Fig. 2. Graph illustrating lumbar burden estimation 

during the first experiment. 

 

 

Fig. 3. Graph showing the change in lumbar burden 

estimation during the second experiment; graph for the 

object weight 2kg (blue), 5kg object (orange) 

4.2. Second experiment 

  The second experiment was conducted to reassess the 

estimation results obtained from the initial trial by 

modifying user-input information. In this subsequent trial, 

an examination was made to determine the impact on 

estimation results by altering the weight of an object to 5 

kg. 

5. Experiment result 

5.1. First experiment result 

  The experimental results are illustrated in Fig. 2. The 

first experiment result outlines the procedure for 

determining whether the presence or absence of an object 

can be considered. During the measurement, the Yo-

bukun is modified to enable the recording of user-

predefined information and the other parameters essential 

for estimating lumbar burden. Consequently, the 

recorded parameters included the weight of an object, 

with the weight being logged every second. From this, it 

is evident that the Yo-bukun assesses lumbar burden 

based on the criteria that a weight of 0 kg indicates the 

person is not holding an object, whereas a weight of 2 kg 

implies the person is holding an object. The first 

experiment result revealed that the weight was 0 kg for 

the initial 10 seconds, 2 kg from seconds 11 to 20 Sec., 

and returned to 0 kg thereafter until the end of the 

measurement. Therefore, it was deduced that lumbar 

burden could be estimated through voice recognition, 

considering the presence or absence of an object. 

5.2. Second experiment result 

  The reevaluated results, depicting changes on object 

weight from 2 kg to 5 kg, are illustrated in Fig. 3. During 

different measurements when no object is held, the 

recorded weight is maintained at 0 kg, yielding consistent 

measurements. Subsequently, the object's weight is 

adjusted to 5 kg, and recalculation is executed during 

object holding. As a result, no variations were observed 

during the intervals from 0 to 11 seconds and from 21 

Seconds until the conclusion of the measurement when 

the person was not holding an object. The fluctuations in 

results were only evident from the 12 to 20 seconds time 

interval when the person was holding an object. 

Therefore, the results of the second experiment illustrate 

the possibility of parameter adjustments and post-

measurement recalculations. 

6. Conclusion 

  Through the integration of voice recognition into Yo-

bukun, the system is now capable of estimating lumbar 

burden, considering whether the user is holding an object 

or not. The start and end of measurements which were 

previously reliant on manual button press within the 

application, can now be automated via voice recognition. 

By recording the parameters essential for lumbar burden 

estimation during the measurement, users have the 

flexibility to modify pre-set information even after 

completing the measurement, allowing the re-calculation 

of lumbar burden. The implementation of this system has 

also simplified the prospective studies of how changes in 

object weight or physical information during the same 

movement influence lumbar burden.  
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Abstract 

In the Global Trade Analysis Project (GTAP), GDP and economic statistical indices can be analyzed for forecasting 

future trends in multiple countries by using the GTAP database and GEMPACK utilities, which realize the numerical 

calculation based on the concept of Computable General Equilibrium (CGE) models. Even with such well-prepared 

tools with the official database, appropriate forecasting is still difficult due to the sensitivity of the Free Trade 

Agreement (FTA) circumstances. FTA scenarios with a uniform tariff reduction can be assumed in general, while an 

abrupt and unreasonable change may occur in the simulation depending on the network structure of trading countries 

and the upper and lower bounds of tariffs in the time course. In the present study, we focused on the Great Mekong 

subregion (GMS) and explored possible methods to calculate substantially. 

Keywords: computable general equilibrium (CGE), General Equilibrium Modelling PACKage (GEMPACK), 

Global Trade Analysis Project (GTAP), Free trade agreements (FTA). 

 

1. Introduction 

Computable General Equilibrium (CGE) analysis has 

emerged as a competitive tool for policy evaluation. Its 

widespread application includes research on trade policy, 

regional infrastructure development, and environmental 

protection. However, challenges in the technical 

implementations explained in [1], [2], [3], data 

preparation, and interpreting the simulation results pose 

significant burdens in the current state of CGE modeling. 

To lower this technical barrier involved, this research 

investigates the roadmap to handle the implementation of 

the GTAP model. It discusses preparing data and 

measures the effect of altering the growth rates and 

reduction in the tariff value. Moreover, it forecasts the 

changes in the real GDP among the countries in the Great 

Mekong subregion (China, Lao-PDR, Myanmar, 

Vietnam, Thailand, and Cambodia). 

 

2. Methodology 
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2.1. Simulation environment 

2.1.1. General Equilibrium Modelling PACKage 

(GEMPACK) 

One of the fundamental characteristics of the CGE 

models is their computational capability, specifically, 

they can generate numerical solutions to shocks 

(changes) using the provided database and parameters. 

GEMPACK short for General Equilibrium Modelling 

Package is a set of software created for solving applied 

general equilibrium models. This package comprises 

various tools for managing economic models, databases, 

and simulations. In GEMPACK, data is typically 

presented in the format of HAR files, which are header-

array files capable of storing multiple numeric and string 

arrays with dimension labels, accommodating up to seven 

dimensions. The outcome of the simulation is also 

multiple HAR files or solution files (e.g., .slc, .sl4) can be 

saved in header files.  

2.1.2. Modifying header files 

It is often required to adjust the input parameters, shock 

files, and process the model's outputs, and that involves 

modifying the data within header files. The conventional 

approach for handling HAR files has been to employ 

executable programs provided by GEMPACK (e.g., 

seehar.exe or modhar.exe). However, utilizing these 

programs may pose a challenge. Manual transfer of data 

between HAR files and data editing software (e.g., Excel) 

using a basic clipboard method is also a common practice. 

However, this process is highly manual, time-consuming, 

and prone to errors. Another approach for modifying 

HAR files is to create a data manipulation TABLO Input 

file using ViewHAR. That can be done by exporting the 

header file as a TABLO Code from the Export menu 

within the ViewHAR program. This process 

automatically generates the foundational code, which can 

be further edited using the Tablo language to include 

specific filenames, formulas, updates, assertions, and 

other adjustments tailored to the model's requirements. In 

addition, this approach requires creating a Command file 

(CMF) to define the input, output, and auxiliary file. This 

can also be generated automatically through the menu 

(view/Create CMF) within the Tablo file (.tab file). 

2.1.3. Executing a model in GEMPACK 

GEMPACK compiles a model by interpreting a model 

written in the TABLO language into a system of 

equations and generating an executable file (e.g., 

‘gtapv7.exe‘). Users must specify the endogenous and 

exogenous variables, along with the chosen solution 

method (e.g. Gragg, Johansen, Euler, 1,3,5 steps) in the 

CMF file. Subsequently, the model is executed, and the 

coefficients of the model are filled with the actual data. 

The simulation generates a set of files 

(.tab, .cmf, .exe, .sl4, .slc, .har) associated with the model. 

To retrieve the solution, users can utilize ViewSol, 

AnalyzeGE, or ViewHAR to access data in '.slc' and '.sl4' 

files. 

2.2. Data  and Model Preparation 

2.2.1. GTAP Database  

The GTAP-RD model is calibrated to the most recent 

database produced by the Global Trade Analysis Project 

GTAP database version 11 [2]. The database GTAP 11 

reconciles different data sources at a global scale and 

offers a time series of 5 reference years (2004, 2007, 2011, 

2014, and 2017), distinguishing 65 sectors in each of 141 

countries and 19 aggregate regions [4]. The GTAP 

database is typically supplied in the default format of the 

HAR file (flows file, parameters, sets,..etc). This 

database has been precisely adjusted to achieve 

equilibrium in the world’s initial state [5]. 

2.2.2. The GTAP-RD  model 

This study uses GTAP-RD, a dynamic multi-region 

model that is described in detail in [6]. GTAP-RD model 

was built on the latest GTAP 7 framework [7] and offers 

features including, capital accumulation, and 

international capital and investment mobility. In addition, 

GTAP-RD offers flexibility in terms of closures as well 

as a more convenient way to perform a modification to 

the model due to consistent variables, coefficients, and 

equation-naming conventions. 

2.3. Forecasting Process 

Quantitative policy analysis is typically framed within 

the confines of a specific scenario (numerical projection). 

This scenario assumes that the economy will be affected 

by future adjustments in the macroeconomic forecasts of 

each country and the expected policy changes. The 

baseline scenario provides a reference point for 

evaluating the impact of policy changes [3] and should 

reflect as closely as possible the changes expected to 

occur in the world economy. For example, FTAs that are 

already in effect [8]. In most baselines, external 

information about certain future trends of the 

macroeconomic drivers, for example, population, labor 

force growth, and other drivers are taken from external 

projections, such as the United Nations Population 

Division, World Bank, IMF, OECD, CEPII…, etc.). The 

forecasts gathered from the mentioned sources may lack 
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information and may not align. This necessitates some 

processing to guarantee the availability of data for all 

countries and relevant years. Shaping a baseline is 

important for long-term economic issues, such as climate 

change, the Intergovernmental Panel on Climate Change 

(IPCC) has created standard scenarios for future 

greenhouse gas (GHG) emissions so-called Shared 

Socioeconomic Pathways (SSPs). The  SSPs are five 

scenarios that form a consistent set of socioeconomic 

drivers widely used in the climate modeling community, 

and also in the broader global modeling community [3].  

2.3.1. Simulation design and policy scenarios 

 The baseline projection runs from 2017 to 2050 and 

includes past data and projections for growth in real GDP, 

population, and the skilled and unskilled labor supply for 

all regions. The baseline projection data comes from the 

Shared Social-Economic Pathways (SSP) database macro 

forecasts for 230 countries for the period of 2007-2100.  

This paper uses the SSP2 projections for the baseline 

(business-as-usual scenario). In the baseline scenario, we 

did not incorporate policy changes caused by existing and 

ongoing FTAs. Absence of the policy changes in the 

baseline may affect the simulation results of the policy 

scenarios [9]. The baseline projection is run under the 

default GTAP-RD closure for all regions and to make the 

GTAP model follow a chosen growth path, real GDP 

(qgdp) is swapped with the region-wide technological 

change (afereg) to be calculated endogenously. In 

subsequent model runs, technological change are then 

maintained at those estimated levels, while GDP is 

endogenously computed in the base rerun. 

The study focuses on global logistics in Southeast Asia 

and the Great Mekong subregion, and therefore, countries 

in this area are the targets of the analysis and are treated 

as individual countries. Countries in other regions are 

consolidated into regional units, with each treated as a 

hypothetical country in the GTAP Model. 

We aggregated the GTAP database to 25 

countries/regions and 10 sectors (Table 1) The region of 

the rest of Southeast Asia contains Myanmar and East 

Timor after making all the other countries in this region 

as individual countries. 

 

 

Table 1.  Regional aggregation of the GTAP Data Base. 

NO ID 
COUNTRY/R

EGION 
NO. ID COUNTRY/REGION 

1 lao Lao-PDR 14 ind INDIA 

2 chn China 15 aus India 

3 tha Thailand 16 nzl Australia 

4 khm Cambodia 17 xoc New Zealand 

5 vnm Vietnam 18 sas Oceania 

6 mmr 
Myanmar, 
East Timor 

19 eas East Asia 

7 phl Philippines 20 nwa North America 

8 idn Indonesia 21 lam Latin America 

9 mys Malaysia 22 wer Western Europ 

10 brn Brunei 23 men Middle East 

11 sgp Singapore 24 ssa 
Sub-Saharan and 

North Africa 

12 jpn Japan 25 row Rest of World 

13 kor 
South 
Korea 

   

 

The analysis begins with the 2017 GTAP database 

serving as the base year (Fig. 1). It shifts forward by three 

years to establish 2020 as the benchmark year. 

Subsequently, for each period, there is a five-year 

increment until reaching the year 2050 in all scenarios. 

 
Fig. 1. Forecasting Process and sequence of years 

 

We utilized the GTAP-RD aggregation utility database 

[10] by making the necessary adjustments to align it with 

GTAP database version 11. This involved modifying the 

region mapping from the original 230 countries to fit the 

160 countries of the GTAP database and aggregate years 

to match the relevant years in the study. 

 

Scenario 1 (High Case): The SSP5 scenario percent 

change for each of real GDP (qgdp), Population (pop), 

skilled and unskilled labor qe(ENDWL,REG) is applied 

as target shocks to the years from 2025~2050. In addition, 

import tariff within the six regions in the  GMS area was 

reduced gradually in the S1 Scenario but maintained 

between the rest of the world and GMS regions. The 

reduction periods are as follows (Table 2): 

Table 2. Tariff Reduction Schedule between the GMS 

countries. 

Period Percent change 

(2020~2025)→ -20% 

(2025~2030)→ -20% 
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(2030~2035)→ -20% 

(2035~2040)→ -40% 

 

It is improbable that an agreement would lead to the 

complete removal of all import barriers, and therefore, 

this experiment provides an upper bound for the benefits 

of a free trade agreement that can be captured by the 

model. 

To control the change in the tariff, we used the “rate%” 

function in the CMF file of the shocks as a policy file 

after associating the new levels variable TMS_L (power 

of import tariff) Eq. (1) with the previously declared 

linear variable tms in the GTAP model [2]. 

𝑇𝑀𝑆_𝐿(𝑐, 𝑠, 𝑑)  = 𝑉𝑀𝑆𝐵(𝑐, 𝑠, 𝑑)/𝑉𝐶𝐼𝐹(𝑐, 𝑠, 𝑑) (1) 

VMSB: the value of imports of commodity c from s to d 

at domestic (basic) prices. 

VCIF: the value of imports of c from s to d at CIF prices 

(tradeable only). 

 

After adding the level variable TMS_L, it is possible to 

model the removal of all import taxes by utilizing the 

“final_level” function Eq. (2) from GEMPACK as 

follows: 

 

𝐹𝑖𝑛𝑎𝑙_𝑙𝑒𝑣𝑒𝑙   𝑇𝑀𝑆_𝐿(𝐶𝑂𝑀𝑀, 𝐺𝑅𝐸𝐺, 𝐺𝑅𝐸𝐺)  

=  𝑢𝑛𝑖𝑓𝑜𝑟𝑚 1 ; 
(2) 

 

This function will remove the import taxes; thereby ad 

valorem (tariff rate) is equal to zero and the power level 

of the tariff is equal to one from the year 2040 in the S1 

scenario. The uniform reduction in the tariff rate is 

applied to all commodities within the six countries and 

regions in the Great Mekong subregion by making a new 

region set GREG in the model to contain the GMS 

countries.  

Scenario 2 (Low Case): The SSP4 scenario for the 

percent changes in the real GDP, population, and labor 

force are implemented for the years 2025~2050. This 

scenario takes a pessimistic stance on the advancement of 

a trade agreement, envisioning no reduction, and predicts 

a modest growth rate. 

3. Results and Discussion 

3.1. Estimated Gross domestic product growth 

The estimated values of real GDP are displayed in Fig 2. 

As described in Section 2.3.1, It is exogenously given in 

the baseline scenario. Looking at the high case the 

increments in the value of GDP come from the benefit of 

changes in the tariff reduction and the increase in the total 

factor of production growth rate in the remarkable 

countries. 

  

 
Fig.2. GDP value change in GMS countries 

 

4. Conclusion 

In this study, the authors employed the GTAP model to 

estimate the future GDP value in the Great Mekong 

subregion area. The study delves into the technical 

intricacy of implementing modifications in the growth 

rate and reduction of the tariff rate. It simulates a free 

trade agreement among the involved countries. 

Subsequently, the authors intend to expand the range of 

Free trade agreements, encompassing the agreements 

currently in force in the baseline scenario. Additionally, 

they plan to refine the calibration to the growth rate in the 

GMS area. 
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Abstract 

Simultaneous measurement of EEG, motion, and gaze in humans has the potential to lead to the discovery of new 

scientific insights. In order to achieve these simultaneous measurements, it is necessary to manage triggers and time 

information between measurement devices, as well as to correct time offsets. However, the management of accurate 

triggers and time information requires the design of a dedicated circuit board and the integration of Transistor-

Transistor Logic signal voltage information. In this study, we report on the building of a trigger circuit and an 

experimental system using it to solve these problems. We created a home-made trigger circuit board for voltage 

integration and combined it with a commercially available microcomputer to realize an integrated trigger circuit and 

measurement system. 

Keywords: Trigger circuit design, Electroencephalography (EEG), Motion, Gaze  

 

1. Introduction 

Simultaneous recording of physiological and 

behavioral data in standard data formats and analysis of 

these data in combination may lead to new scientific 

discoveries. So, in recent years, multimodal measurement 

methods and data formats have been attracting attention. 

In response to this situation, data acquisition through the 

Lab Streaming Layer (LSL) [1], new standard data 

formats, such as Brain Imaging Data Structure (BIDS) [2], 

[3], Neuroscience Information eXchange [4] and Open 

metaData Markup Language [5] (NIX-odML) [6], have 

been proposed to integrate and handle multimodal data 

and meta information.  

For these simultaneous recordings, an experimenter is 

faced with the necessity to manage the trigger and time 

information between measuring instruments and to 

compensate for time offsets. In fact, while there are paid 

software and hardware types of equipment that manage 

the trigger and time information, it is so challenging to 

handle between measuring instruments that do not 

support such information. 

The simultaneous measurement of various types of 

information, such as movement and gaze, in conjunction 

with human electroencephalography (EEG), holds 

particular significance due to their intimate involvement 

with neural activities. As introduced by Iturrate et al. [7], 

in the case of humans, the information derived from the 

gaze is directed to the V1 area within a span of 60-90 ms, 

reaches the motor cortex in approximately 220 ms, and 

the expression of fingertip movements is processed with 

a latency roughly between 280-400 ms (it is noteworthy 

that the process is expedited in monkeys [8]). Measuring 

and analyzing brain activities during this process is 

beneficial to understanding human cognitive functions.  

In the previous work, we have proposed a 

methodological design [9] to reveal human-robot 

interactions in the real world by managing Transistor-

Transistor Logic (TTL) signals. This proposal provided a 

specific event analysis based on data from multiple 

instruments and contributed to a reproducible 

experimental scheme in which each element could be 

interchangeable in the future. 

However, to achieve accurate trigger and time 

information to be managed, a dedicated and versatile 

circuit board and its system must be designed to integrate  
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the voltage information of the TTL signal. 

 Therefore, this study reports on the fabrication of a 

trigger circuit and an experimental system using it to 

solve the problems mentioned above. We built a trigger 

circuit board for voltage integration and combined it with 

a commercially available microcontroller to integrate the 

trigger circuit and the measurement system. 

2. Proposed Trigger circuit design and system 

integration s 

2.1. Recording System Integration 

The integrated measurement system of our recording 

instruments is shown in Fig. 1. The system uses a home-

made trigger circuit and a microcomputer for integrated 

management of the voltage and time information output 

from each measurement instrument with and without 

trigger output function. The following is a description of 

the actual measurement instruments that were used: 

 

⚫ g.tec USBamp and g.tec GAMMAbox for EEG 

recording; 

⚫ Perception Neuron 2.0 for Motion Capturing; 

⚫ Tobii Pro Glasses 2 for Eye Tracking. 

 

Perception Neuron 2.0 does not have a trigger output 

function. Nevertheless, the trigger and time information 

can be obtained by combining a trigger circuit and a 

microcomputer, as described in the next section. Note 

that the timing of the first output of the trigger signal 

depends on detecting the pressing of the Axis Neuron's 

recording button using software for the perception neuron 

with a global hook function on Windows. 

2.2. Home-made Trigger Circuit and 

Microcomputer 

Fig. 2 shows the fabrication and design of the trigger 

circuit board. We used Autodesk Fusion 360 [10] to unify 

circuit design (Fig. 2a) and board design (Fig. 2b). The 

designed circuit was fabricated to be integrated with the 

microcomputer (Fig. 3). Moreover, this circuit has two 

input ports (blue and yellow cables), but multiple input 

ports can be managed by increasing the number of level-

shift circuits. For measurement instruments that do not 

have a trigger output, a timer function in the 

microcomputer is used to output a square wave (e.g., 5.00 

[V]) with accuracy in the order of microseconds. The 

trigger and synchronization are managed by 

adding/subtracting the above-mentioned multiple trigger 

inputs to/from this voltage. If other measurement 

equipment has a trigger output, it can be integrated after 

checking the output voltage. 

2.3. Testing Equipment information 

We observed the trigger signals using a digital 

oscilloscope to test the integrated trigger circuit board 

and its recording system. Actually, we connected 

multiple measurement instruments to the input ports of 

the trigger circuit to capture the changes in the trigger  

 
Fig. 1 Recording System Integration for human EEG, motion, and gaze data synchronization. 
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signal. The settings used for observation were an 

amplitude of 2.00 [V]/scale and a period of 100 ms/scale. 

3. Results and Discussion 

We measured the trigger signal from the integrated 

trigger circuit board (Fig. 4). Fig. 4a shows the case in 

which only the trigger circuit was used, and a square 

wave (5.00 [V]) was measured. Fig. 4b shows a 

simultaneous measurement, including trigger signals 

from other measurement devices and the timing of 

multiple trigger inputs. These recorded trigger signals 

showed the management we expected. 

As a limitation, if the measurement start time of the 

measurement device depends on the recording software, 

the accuracy of the trigger may be affected by the system 

clock of the Operating System (OS), leaving room for 

further study. Currently, in this case, a dedicated 

application is developed and used to output the trigger 

from the Universal Serial Bus port to detect the 

measurement start time, which may cause an accuracy 

problem. 
 

4. Conclusion 

We designed a custom trigger circuit board to measure 

EEG, motion, and eye movement simultaneously. This 

trigger circuit board and its system integrate the voltage 

information of multiple TTL signals, allowing for 

accurate triggering and time synchronization between 

different measurement instruments. It also may suggest a 

potential way to provide data from measurement 

instruments that do not have trigger output functions with 

respect to existing measurement methods for integrating 

multimodal data. 

Future work is to investigate the accuracy of triggering 

at system time, etc., when relying on measurement 

software., i.e., the management of time information 

between the OS and the trigger circuit.  

  
a. Schematic circuit diagram b. Circuit board diagram 

Fig. 2 Fabrication and Design of Trigger Circuit Board 

 

 
Fig.3 Integrated Trigger Circuit Board 

 
a. Only Integrated Trigger Circuit Board 

 
b. Combined with Other Measuring Instruments 

Fig.4 Recorded Trigger Signals 
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Abstract 

This research introduces a terminal synergetic controller (TSC) designed for the active suspension system of 

automobiles through the implementation of the dragonfly algorithm (DA). The proposed controller aims to enhance 

the dynamic performance of a car's suspension using the DA in tuning the system parameters. The stability of the 

designed controller is proved through the application of Lyapunov stability theory. Through iterative optimization 

processes, the TSC approach seeks to achieve an optimal balance between ride comfort and vehicle handling. The 

simulation results demonstrate that the proposed controller enhances convergence properties and alleviates the 

presence of chattering. The results indicate that the proposed approach with the optimal parameters provided insights 

into its potential application in improving the overall suspension system. 

Keywords: Active suspension, Synergetic control, Feedback control, Metaheuristic; Swarm-based optimization 

 

1. Introduction 

Since the primary objective of controlling active 

suspension systems is disturbance rejection, in this 

control application, it is imperative to select a potential 

feedback control method that can effectively counteract 

disturbances. Even though the robustness and 

enhancement of the convergence of the control system 

can be achieved by using the concept of sliding mode 

control (SMC), the method has a key drawback from the 

chattering phenomenon. This drawback can be avoided 

by using the synergetic control (SC) which was proposed 

by Kolesikov et al. [1], [2]. The SC method allows the 

designer to achieve the desired characteristics of the 

control system including parameter insensitivity and 

robustness if the macro variables are selected properly. 

Sliding surfaces in sliding mode control can be utilized as 

macro variables in the SC method. Consequently, the 

convergence time of the control system under the SC 

method can be improved by choosing macro variables 

and/or dynamic evolutions with terminal attractors [3]. 

Swarm-based optimization algorithms, including the 

dragonfly algorithm (DA) [4], enable the optimal 

selection of controller parameters. The benefit of 

achieving an improved convergence rate is obtained 

when a feedback controller is combined with the DA [5].  

In this study, we present the TSC method specifically 

designed for the active suspension system of automobiles. 

Based on the quarter-car model, the primary objective of 

the proposed controller is to improve the stability of the 

car by utilizing the DA for the precision tuning of system 

parameters. 

2. Methodology 

Lemma 1: Consider a nonlinear system in Eq. (1): 

 ( ) ( ( ))t t=x f x , (1) 

where ( )tx  denotes a state eettor and ( ) : n →x  ,. 

( ) : n n →f is suffitiently smooth nonlinear mapping. 

If there exists a positiee-definite and tontinuous 

Lyapunoe funttion ( , ) : [0, )nV    →  satisfied with 

Eq. (2) 

 0 0( ( ), ) ( ( ), ), , ( ) 0V t t V t t t t V t −   x x ,   (2) 

where 0  ,    is a tonstant exponent suth that 

0 1  , and 
0 0t  is the initial time. Then, 

 ( ( ), ) 0, sV t t t T=  x , (3) 

where 
sT  is so tall the settling time and determined as  

 

1

0 0
0

( ( ), )

(1 )
s

V t t
T t



 

−

= +
−

x
  (4) 

2.1. Mathematical model  
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In this study, the model of the suspension system 

derieed from Newton’s law presented in [6], [7] was used. 

Fig. 1 shows a quarter-car model of an active suspension 

which includes the hydraulic actuator in the suspension 

system. The model can be extended by considering the 

hydraulic dynamics can be found in [6]. However, in this 

study, the model views the hydraulic actuator in the 

suspension system as the control input au and ignores the 

hydraulic dynamics as shown in Eq. (5): 

( ) ( ) 0b s a s w a s w aM x K x x C x x u+ − + − − =   

( ) ( ) ( ) 0us w a w s a w s t w aM x K x x C x x K x r u+ − + − + − + =

     (5)  

where 
bM  represents the car body mass and 

usM  the 

wheel. The displacement of car body and wheel are 

denoted by 
sx  and 

wx .The stiffness of the active 

suspension system are defined by 
aK  and 

tK . The 

damping coefficient is represented by 
aC .  The force 

au  

is the actuator force from the hydraulic system. The road 

disturbance is defined by r  and it is assumed to be 

bounded.  

According to [6], [7] by letting 
1 sx x=  

2 sx x=  
3 wx x=  

and 
4 wx x= , the corresponding state space representation 

is shown in Eq. (6):  

 

 

1 2

2 1 3 2 4

3 4

4 1 3 2 4 3

1
( ) ( )

1
( ) ( ) ( )

a a a

b

a a t a

us

x x

x K x x C x x u
M

x x

x K x x C x x K x r u
M

=

= − − + − −

=

= − + − − − +

(6) 

The control objective is to control the error in Eq. (7) to 

converge to zero: 

1 3e x x= − ,                 (7)  

where 
3x  is the filtered signal of the wheel displacement, 

3x . The filter is defined as: 

( )3 3 3x x x= − .            (8) 

where 0   is the parameter to be determined later. The 

output is defined as:  

 
1 3y e x x= − .              (9) 

It is worth noting that the reasons for introducing   and 

additional dynamics of Eq. (8) were elaborated in detail 

in [6]. To summarize, introducing   can provide us the 

degree of freedom to guarantee the stability of the zero 

dynamics corresponding to the chosen output in Eq. (9) 

as we will further discuss at the end of section 2.3. In 

addition, it will play an important role in the tradeoff 

between ride quality and rattle space usage.  

 

 

 

 

 

 

Fig. 1. A quarter-car model with active suspension 

system 

2.2. Controller design 

According to [1], [2], [3], the terminal synergetic 

controller design procedure can be presented as follows: 
Firstly, define the macro variable of the controller. 

( )

p

qe
e


= + .                             (10) 

where p and q are positive odd numbers such that p q

Second, define the dynamic evolution of the macro 

variable as Eq. (11): 

( ) 0
m

n + =           (11) 

where 1 2m
n

  , m and n  are positive odd numbers,

0   is parameters to be determined by the designer and 

affect the convergence time of the macro variable to 

converge to zero. Finally, determine the control input as 

follows. By Eq. (10), the derivative of the macro variable 

is, 

1
( )

p

qp e e
e

q




−

= +                             (12) 

Recall that 
1 3e x x= − , then.  
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1 3 2 3 3( )e x x x x x= − = + −             (13) 

And, 

 1 3 2 4 2

3 3 4

( ) ( )
( )

a a a

b b

K x x C x x u
e x x x

M M
 

− + −
= − − − − +  

(14) 

By using the Eq. (11) – Eq. (12) and Eq. (14), we can 

determine the controller 
au as  

 

2

3 3 4
1

1 3 2 4

( )
( )

( )

( ) ( )

n

m

a b p

q

a a

q
u M e x x x

p e

K x x C x x

 
 

 −

  
−  = − + − +  

  
  

+ − + −

(15) 

Note that to guarantee that the term 
1

( )

p

qe
−

  will not cause 

the singularity, the additional condition must be imposed 

on the parameters p , q , m , n ,which the following           

i) 
( )

0
pn m q p

qn

+ −
  and ii)

( )
1

m p q

pn

−
 . 

2.3. Proof of stability 

The Lyapunov function is defined in terms of the macro 

variable as  

21
( )

2
V  =                              (16) 

By Eq. (12), the derivative of Eq. (16) is determined as  

1
( )

( )

p

qp e e
V e

q
  



− 
 = = +
 
 

           (17) 

By substituting the controller in Eq. (15) into Eq. (17), we 

yield,  

( )
( )

n
m

V


 


−
=  

Recall that m and n  are positive odd number such that 

0.5 1n
m

   and let define 
2

n m

m


+
=   and 

2



=  . 

Note that 0.75 1   and 0   by tonstruttion, then, 

( ) 21
( ) 2

2

n
m

V V




 

  
 

 
= − = − = − 

 
      (18) 

Based on Lemma 1, the settling time 1T  is determined as  

 
( )

2 2

0

1 0 1

( )

2 (1 )

t
T t







 

−

−
= +

−
. (19) 

Then, this implies that the manifold 0 = , 
1t T  . 

From Eq. (10), 

 e e= −           (20) 

whenever the manifold 0 = , where 
q

p   and 

q
p

 . Furthermore, notice that 0   and both of p , 

q are positive odd numbers such that p q , then 0 

and 0 1   by construction. Again, by Lemma 1, the 

error ( )e t converges to zero within the time: 

( )
2 2

1

2 1 1

( )

2 (1 )

e T
T T



 

−

−
= +

−
             (21)) 

Hence, 
1( )x t  converges to 

3( )x t  within 
0 1 2T t T T= + +  

which is a finite real number. Note that, since we choose 

the output 
1 3y x x−  , we can obtain the zero dynamics 

in the matrix form as Eq. (22) [6] by setting the output 

identically equal to zero. 

 z zz A z B r= +                               (22) 

where  3 3 4

T
z x x x

2
2

0

0 0 1z

b b t b

us us us

A

M M K M

M M M

 


 

 
 

− 
 
 
  −
− −  
   

 and 

0 0
T

t
z

us

K
B

M
 
  

. 

and r is assumed to be a bounded road disturbance i.e., 

rr M  where 
rM is a positive constant.  
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One tan easily realize that the matrix 
zA  is Hurwitz if and 

only if 0   by using the Ruth-Hurwitz criterion. It is 

also worth noting that there is no finite escape time 

phenomenon that occurs no matter how large the 

magnitude of road disturbance r  is since the zero 

dynamics Eq. (22) is a linear system with z is the state 

vector of the system and r is the disturbance. From the 

design perspective, one can choose a parameter  such that 

the matrix 
zA is sufficiently robust enough to dominate the 

bounded road disturbance r to guarantee the convergence 

of the state z to zero. Then, the state 
1x and 

2x converge to 

zero for the following reasons. Since 
1x converges to 

3x in 

finite time by Eq. (18) and the argument from Eq. (20) i.e., 

e e= − when the manifold 0 = . Then, whenever 

 3 3 4

T
z x x x  is identically equal to zero, it implies 

that 
1x  is identically equal to zero and then it also implies 

that 
2 0x =  i.e.,

2 1x x    Hence, the proof of locally 

terminal time stability is completed  

2.4. Controller parameter tuning 

By using the algorithm of DA, the controller 

parameters of the design control input as shown in Eq. 

(15) are selected optimally to minimize the cost function 

or performance index which is defined as  

T

a aJ u u=  

3. Simulation Results and Discussions 

To show the capability of the designed controller, the 

model in Eq. (6) with the system parameters from [8], [9] 

are used as the simulation example. The system 

parameters are defined as follows: 290bM = kg, 

59usM = kg, 16,812aK = N/m, 190,000tK =  N/m, 

1000aC = Ns/m  The controller parameters are given by 

DA with 40 search agents and 20 iterations. The 

controller parameters before tuning are arbitrarily defined 

as
1 0.228 = , 

1 0.9431 = , 
1 1.3356 = , and the 

controller parameters after tuning are 
2 3.9648 =

2 0.10942 = ,
2 3.7505 = . Both cases are using 5p = , 

3q = , 7m = , 5n = . We formulate the road disturbance 

based on the principles outlined in [6]. This disturbance 

is mathematically described as a single bump with a 

height of 5 cm ( 0.025a = ), defined as: 

( )1 cos8 , 3.5 3.75
{

0,

a t t
r

otherwise

−  
=  

Fig. 2 and Fig. 3 illustrate that the proposed TSC 

method can effectively guide all state responses to the 

desired levels of displacement and velocity. Nevertheless, 

upon comparing the controller with and without optimal 

parameters obtained from DA, it is evident that the TSC 

with optimal parameters exhibits a superior convergence 

rate performance. Fig. 4 demonstrates that the TSC with 

optimal parameters can alleviate the presence of 

chattering.  

Fig. 2. Comparison of state response 1x , 3x , and 3x of 

the control system before and after DA tuning 

Fig. 3. Comparison of state response 2x and 4x of the 

control system before and after DA tuning 
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Fig. 4. Comparison of state response of the control 

input before and after DA tuning 
 

4. Conclusion 

In this study the TSC method was applied for 

controlling of the active suspension system. The 

controller parameters are selected optimally based on the 

algorithm of DA. The proposed controller effectively 

stabilizes the active suspension system by Lyapunov 

stability analysis. Simulation of the control system was 

carried out to validate the efficacy of the proposed 

controller. The simulation results demonstrate that the 

proposed controller enhances convergence properties. 

Additionally, the observed decrease in chattering in the 

control input signals, a significant issue in sliding mode 

control, further supports the potential application of the 

proposed TSC method in enhancing the overall 

performance of the suspension system. 
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Abstract 

Reusing flood-damaged cars gives a unique opportunity in the car rental market in today's fast-paced world, where 

sustainable solutions are crucial. This study represents the result of efforts to design and construct a web-based car 

rental system that utilizes flood-damaged cars. The system will be developed using Rapid Application Development 

(RAD) methodology. Surveys and interviews are conducted to collect potential users’ feedback. The results show 

that due to global economic recession and the increased awareness of global warming, citizens will prefer 

transportation that is eco-friendly and cost effective if the vehicle is in good condition and properly fixed. This 

project intends to transform the car rental environment by leveraging a strong technological stack and a user-centric 

design. With a strong emphasis on user experience and system efficiency, the web-based platform promises not only 

to ease seamless vehicle rentals but also to promote sustainability in the automotive sector. The favorable results of 

user acceptability testing confirm the system's success in reaching its objectives. GPS features and transparent 

vehicle history disclosure will be included for future enhancements. 

Keywords: Car Rental System, Eco-Friendly, Flood 

1. Introduction  

The car industry has long struggled with the issues of 

sustainability and environmental friendliness. 

Simultaneously, natural calamities such as floods have 

resulted in many flood-damaged cars that, despite being 

salvageable, are frequently underutilized. Recognizing the 

potential of combining these two factors, this project will 

create a web-based automobile rental system that will 

reuse flood-damaged vehicles. This system solves the 

environmental challenges connected with underutilized 

cars while also catering to the increasing demands of 

modern consumers seeking economical and sustainable 

transportation alternatives by providing a digital platform 

for vehicle renters. 

2. Methodology 

2.1 Latest Statistic on Website Usage 

In 2023, there are approximately 1.13 billion websites 

on the internet. Only a small portion of the world's 1.13 

billion websites are regularly updated and used. Only 

200,121,724 of the 1.13 billion websites are regularly 

maintained and viewed, a startling 82% of which are 

inactive. Each three seconds, a brand-new website is 

created. 

In 2023, 71% of companies will have websites. This is a 

rise over prior years, owing primarily to the influence of 

the Covid-19 epidemic. Companies have realized the 

value of having a web site to reach a bigger audience and 

stay competitive in today's digital market because of the 

move to online commerce and remote employment. The 

trend of companies creating a website has been hastened 

by the Covid-19 pandemic, and it is probable that this 

trend will continue. 

The latest research shows that 28% of all company 

activity is now done online. This transition to online 

shopping reflects the internet's growing significance in 

today's business environment and the expanding trend of 

e-commerce. 

Recent studies show that 43% of small firms intend to 

spend money in 2023 to improve the functionality of their 

websites. This phenomenon highlights the growing 

significance of having a strong online presence for 

companies of all sizes. A business' success in today's 

digital environment depends on having a well-designed 

and optimized website, as consumers are increasingly 

turning to the internet to make purchasing decisions [1].  

Moreover, 5.18 billion people used the internet at the 

start of the second quarter of 2023. The number of 
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individuals using the internet is increasing; according to 

the latest recent data, there were 147 million more users 

globally connected in the year before April 2023. Due to 

growing internet availability globally, the number of 

people who are "unconnected" to the internet has fallen to 

2.85 billion, with the majority of these people living in 

Southern and Eastern Asia as well as Africa. 

Mobile phones now account for approximately 60% of 

all web traffic and are used by 95% of internet users 

globally to access the internet at least periodically as 

shown in Fig 1. People spend more than 57 percent of 

their online time on mobile devices. However, in the 

world's major economies, more than 6 in 10 internet users 

still utilize laptops and desktop computers for at least 

some of their online activity [2]. 

 

 

 

 

 

 

 

 

 

 

 

Fig 1. Statistics of internet usage 

 

 

2.2 History of Flood in Malaysia 

According to studies conducted specifically in Malaysia, 

the fast-rising number of flood events in recent decades 

are the result of unregulated human activity in rivers, the 

cutting down of forests, and extreme weather events 

brought on by climate change [3]. Since 2001, there have 

been 143 floods on average annually, more than 90% of 

which have been flash floods. Such often recurrent floods 

pose a serious risk to the lives and property of Malaysian 

inhabitants, severely damaging the nation's infrastructure 

[4].  

According to information from the Country Disaster and 

Risk Profile of the United Nations Office for Disaster 

Risk Reduction (UNDRR), floods in Malaysia account for 

98% of average yearly damage between 1990 and 2014. 

According to a report from the Malaysian Department of 

Irrigation and Drainage published in 2003, flooding 

affects an average of 29 000 km2, or 9 percent of the 

nation's total land area, and more than 4.82 million people 

(22 percent of the population) per year [5].  

Two different forms of rainfall generate floods. The first 

kind of rainfall is of a moderate intensity and lasts for a 

long time over a large region. The second kind is localized 

heavy rain that lasts for a short time. Floods in Malaysia 

are predictable to happen. While the west coast of 

Peninsular is primarily plagued by thunderstorms from 

September to November because of the inter-monsoon 

season, the east coast and eastern Malaysia are typically 

affected by floods during December to January when the 

northeast monsoon sweeps. Most floods in Malaysia 

typically originate from persistent, heavy rains that cause 

runoff because of surplus water supplies that exceed the 

capacity of streams and rivers. Many states in Peninsular 

Malaysia, including Kelantan, Johor, Pahang, Perak, 

Kuala Lumpur, and Selangor, as well as east Malaysia's 

Sabah and Sarawak, are home to the majority of flood-

prone areas [6].  

 

2.3 Overview of Car Rental System 

The development of technology caused fierce 

competition among businesses to win over more clients 

[7]. Technology aids in decision-making by allowing the 

owner of the car rental to concentrate on the usage of IT 

to gain a competitive edge [8]. Car rental companies 

frequently struggle with transactions that are inefficient. 

The tenant must make individual calls to the rental 

provider to inquire on the car's availability [9]. Distance is 

a problem for communication and information 

technologies, yet a website allows us to access a wide 

range of information from around the globe. Online 

transactions are those when the buyer and seller conduct 

their business over the Internet.  Web-based Information 

Systems were created because of the quick advancement 

of information technology. Research on general models 

for the study and design of web-based information 

systems has been done in numerous papers [10]. Due to 

the current rapid growth of information technology, it is 

essential to access information quickly and accurately to 

facilitate decision-making. Due to the accessibility of 

information and the effective and efficient processing of 

order data, using web design as a tool to promote the 

rental of vehicles is highly beneficial in attracting more 

consumers and making transactions easier. 

 

2.4 Problem Statement 

Natural calamities, such as floods, have caused severe 

damage to automobiles in Malaysia in recent years, 

bringing huge financial damages to individuals. 

Depending on the type and level of damage, it might cost 

the automobile owner between RM20,000 and RM40,000. 

Repair costs will be higher for luxury vehicles such as 

BMW, Porsche, Range Rover, Peugeot, Mini Cooper, and 

so on. Due to the amount of damage in the car, some car 

owners may be unable to afford the repair costs or may 

opt to sell it and acquire a new car. These cars will almost 

certainly wind up in landfills, contributing to pollution. 

This is because not all vehicles have flood insurance. 

Driving a flood-damaged car that has not been adequately 

repaired might be hazardous to the driver's health and 

threaten the safety of other vehicles on the road. Mold can 

form in flood-damaged cars if wet conditions are not 

handled, causing respiratory difficulties for the driver and 

passengers. A web-based car rental system for flood-

damaged vehicles can provide a convenient option for 
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these car owners to sell their flood-damaged vehicles 

through a reputable platform. The owner can utilize the 

money from selling the flood-damaged car to our platform 

to buy a new car. Our platform will then repair these 

flood-damaged vehicles and rent them out at a low cost. 

Without a web-based car rental system, flood-affected 

car owners must either continue to use the vehicle, 

dispose it in landfills, or spend time contacting 

secondhand car dealers who are prepared to acquire their 

flood-damaged vehicle, which is a time-consuming 

process. The goal of this project is to reduce the number 

of vehicles that wind up in landfills, hence reducing 

environmental effect. Furthermore, reusing flood-

damaged vehicles through rental businesses is a more 

sustainable option than scrapping them. Furthermore, an 

affordable automobile rental system including flood-

damaged vehicles would provide transportation options 

for people who might not be able to purchase a car 

otherwise. This accessibility would allow people to 

commute to job, education, or other important places, 

making their lives easier. Furthermore, these flood-

damaged vehicles might be used in the film business. Our 

platform ensures that vehicles are thoroughly inspected 

and repaired prior to rental, ensuring renters' safety. 

 

3. Implementation 

3.1 Method 

The proposed car rental website is built using the Rapid 

Application Development (RAD) methodology. The RAD 

methodology is divided into four phases: user 

requirements, user design, prototype, and implementation. 

During the user requirements phase, system requirements 

will be gathered through surveys and questionnaires. Once 

the requirements are defined, we will move into the user 

design phase. The emphasis here was on creating the 

high-level structure of the web-based car rental system. 

We envisioned the system's components, their 

interrelationships, and the general architecture that would 

support its functionality.  

The prototyping step marked the move from concept to 

actual representation. At this point, we'll start working on 

a workable model of the system. This prototype served as 

proof of concept as well as a visual depiction of the 

system's primary functions. It enabled my supervisors and 

potential customers the opportunity to interact with a 

simplified version of the system and obtain a hands-on 

grasp of how it would work. This phase included 

continuous testing and validation to ensure that the system 

remained reliable and of high quality throughout 

development.  

The final phase, implementation, marked the web-based 

automobile rental system's preparedness for deployment. 

To ensure a successful launch, several critical procedures 

will be followed. Extensive testing will be carried out to 

ensure that the system's performance, usability, and 

functionality are satisfactory. 

3.2 User Functionality  

Users should be able to quickly register on the suggested 

website. Important information such as their name and 

contact information will need to be obtained throughout 

the registration process. Users must be able to securely 

log in using their selected credentials (username and 

password) once registered, allowing them to tailor their 

interactions with the system and log in or out as needed. 

Access to a comprehensive list of available cars is an 

important component of the user experience. This list 

should include specific information about each car, such 

as its model, year, rental fee, and a brief description. A 

search option should be included to improve user ease, 

allowing consumers to filter available cars based on 

particular parameters such as location and rental term. 

This enables users to quickly select the appropriate car 

that suits their individual requirements. 

Furthermore, reserving a car for a specific time should 

be a simple process. Users should be able to enter their 

preferred pick-up and return dates, allowing for smooth 

booking procedures. Users should also be able to alter or 

cancel previous bookings to accommodate changes in 

plans if the request is made at least three days before the 

scheduled pick-up date. 

The Touch & Go payment system, which was 

recommended by 96% of poll respondents, will be 

included in the system. This strategy offers quick and easy 

payment processing, which improves the entire customer 

experience. 

Additionally, the system will highlight how important 

user feedback is. Users should be able to provide ratings 

and comments about their rental experience after 

completing a booking. Future users can benefit greatly 

from these user reviews, which offer insights and support 

well-informed decision-making. A thorough booking 

history that provides a summary of prior reservations for 

simple access and tracking of rental activity should also 

be available to users. To safeguard our clients, our 

business will offer a warranty on every vehicle. However, 

GPS features and transparent vehicle history disclosure 

will be included for future enhancements (Fig 2). 
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Fig 2. Use Case Diagram 

 

 

4. Conclusion  

Administrators should be equipped with powerful tools 

to efficiently manage automobile listings. This involves 

having the power to update current listings, remove out-

of-date ones, and add new cars to the inventory. This 

guarantees the accuracy and currentness of the vehicle 

inventory. 

Besides this, administrators need to be able to supervise 

and manage every user account. This includes having the 

power to activate and deactivate admin and user accounts 

as necessary. Admins also can make new admin accounts, 

which will improve platform integrity and security. 

All bookings must be managed efficiently. 

Administrators should be able to approve or cancel 

reservations based on availability and particular criteria. 

Admin should be able to manage user reviews as well. 

The administration of user reviews is equally important in 

maintaining the platform's positive and trustworthy 

reputation. 

Moreover, admins should be able to export booking 

history records to aid in record-keeping and analysis. This 

information is crucial in accounting and auditing. Admins 

should also be able to track the platform's financial 

performance over time by viewing revenue data, which 

will help them assess the platform's viability and growth. 

Lastly, both users and administrators should have access 

to a visual booking calendar that displays all bookings 

made on certain days. This calendar tool aids in efficient 

planning and management, improving the system's overall 

functionality. 
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Abstract 

In the dynamic landscape of Southeast Asia's digital economy, Malaysia is gearing up for a transformative shift with 

the mandatory rollout of electronic invoicing (e-Invoicing) beginning June 2024. Recognizing the critical need for a 

structured approach to this transition, this study presents the design and evaluation of an Adaptive E-Invoicing Rollout 

(AER) Framework, which is aimed at facilitating a successful e-Invoicing implementation across Malaysia's diverse 

business sectors. The framework is developed through a qualitative methodology that synthesizes insights from an 

extensive literature review, expert interviews, case studies, and the Delphi technique. The AER Framework stands 

out for its comprehensive approach, incorporating a theoretical predictive model that assesses various variables 

influencing e-Invoicing success. By employing the correlation coefficient, the model quantifies the relationships 

between key variables, providing a structured mechanism to predict and enhance the successful adoption of e-

Invoicing. This model is particularly designed to be adaptable and dynamic, evolving with ongoing insights and 

changes in the e-Invoicing landscape. The study's findings offer a significant contribution to the digital economic 

literature and practice, providing policymakers, businesses, and stakeholders with a robust tool for strategic planning 

and effective decision-making. As Malaysia navigates its digital transformation, the AER Framework serves as a 

critical guide, ensuring that the e-Invoicing rollout is not only compliant with regulations but also conducive to 

enhancing fiscal transparency, economic efficiency, and business operations. Furthermore, the framework's 

adaptability and predictive nature make it a relevant model for other countries considering similar digital transitions, 

marking it as an asset in the broader context of digital finance evolution. 

Keywords: Electronic Invoicing, Digital Transformation, Adaptive Framework, Predictive Model, Qualitative 

Methodology, Malaysia, Correlation Coefficient, Stakeholder Strategy, Fiscal Transparency 

 

1. Introduction 

In the burgeoning digital economy of Southeast Asia, 

Malaysia stands on the precipice of a significant 

transformation with the impending mandatory rollout of 

e-Invoicing beginning June 2024. The introduction of e-

Invoicing is not merely a technological shift, but a 

strategic maneuver poised to streamline tax compliance, 

bolster fiscal transparency, and catalyze economic 

efficiency. However, despite the clear benefits and the 

comprehensive guidelines issued by the Inland Revenue 

Board (IRB), the successful adoption and implementation 

of e-Invoicing across diverse business ecosystems 

presents a complex challenge.  

 

The significance of this study lies in its potential to bridge 

the gap in understanding the multifaceted dimensions of 

e-Invoicing adoption, from the perspective of compliance 

[1],[2] to the readiness of technological infrastructure 

[3],[4]. As noted by Chan [5], the digital economy 

collaboration and the integration of digital payment 

systems are crucial areas of development in ASEAN, 

with Malaysia being no exception. Yet, a comprehensive 

framework that encompasses all aspects of the transition 

to e-Invoicing is absent, underscoring the necessity for 

this research. This study aims to contribute to the body of 

knowledge by providing an empirical evaluation of the 

factors influencing e-Invoicing success in Malaysia, 

thereby guiding policymakers and businesses in their 

decision-making processes. Moreover, it will offer a 

novel predictive model to anticipate the trajectory of e-

Invoicing adoption and its ripple effects on the digital 

economy, drawing on the insights from the ASEAN 

Digital Economy framework [6]. 

 

The novelty element of this study is encapsulated in its 

comparative analysis approach, juxtaposing the 

Malaysian e-Invoicing rollout with global best practices 

[7], [8] and its predictive nature, which seeks to forecast 

the long-term implications of e-Invoicing on the digital 

transformation of the Malaysian economy [9], [10]. By 

examining the intersection of digital payments, data 

regulations, and e-Invoicing [5], [11], along with the 

critical factors for cloud-based e-invoice service adoption 

[12] and the effects of e-government measures on 2.

taxpayer compliance [13], this research will carve out a 

novel paradigm in the digital economic literature, 

specifically tailored to the Malaysian context. The 

proposed research is poised to offer a robust, scalable, 

and adaptive framework for e-Invoicing implementation 

in Malaysia, contributing significantly to the literature 
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and providing practical implications for stakeholders 

across the board. 

3. Methodology 

The methodology for the research study, " Optimizing E-

Invoicing Rollout: Adaptive E-Invoicing Rollout (AER) 

Framework for Navigating Malaysia's Digital 

Transformation" will be composed of a qualitative 

approach, given the pre-implementation state of e-

invoicing in Malaysia.  

3.1. Literature Review 

A comprehensive literature review was conducted to 

synthesize global and local e-invoicing practices, 

identifying critical themes and practices that inform a 

predictive model for e-invoicing success. The key 

findings are summarized in Table 1.0: Key Findings from 

Literature Review. 

3.2. Expert Interviews 

Insights were gathered from industry experts to 

understand the operational, technical, and compliance 

aspects of e-invoicing implementation. The synthesized 

perspectives are documented in Table 2: Table 2.0: 

Theoretical Predictive Model Variables for E-Invoicing 

Success. 

3.3. Case Study Analysis 

An analysis of various regional e-invoicing 

implementations provided criteria for success, 

highlighting parallels and distinctions across ASEAN 

countries. Findings are presented in a comparative format. 

3.4. Delphi Technique 

A Delphi study established consensus on predictive 

parameters for e-invoicing success, integrating expert 

opinions into the AER Framework's development criteria. 

Parameters such as system integration readiness, 

compliance rates, and user adoption were discussed, 

echoing the approach suggested by Wagiman et al. [14] 

in applying the Delone & McLean Information Systems 

Success Model to assess net benefits. 

3.5. Theoretical Predictive Analysis 

The theoretical predictive model was developed from an 

integration of literature reviews, expert interviews, and 

case study findings. It evaluated various variables 

impacting the success of e-invoicing, each assigned a 

rating from 1 to 5 for its predictive importance. 

 

Application of the Correlation Coefficient: 

 

The correlation coefficient, a crucial metric in this model, 

was calculated to measure the relationship between pairs 

of variables, such as regulatory compliance and e-

invoicing success rate. It indicated both the strength and 

direction of their relationship. 

Pearson's Correlation Formula Simplified: 

 

𝑟 =
𝑛∑𝑥𝑦 − (∑𝑥)(∑𝑦)

√[𝑛∑𝑥2 − (∑𝑥)2][𝑛∑𝑦2 − (∑𝑦)2]
 

 

 

Where: 

• r (correlation coefficient): This was the desired 

outcome of the analysis. It is a value between -1 

and 1 that indicated how strongly two variables 

were related. 

• n (number of pairs): This represented the total 

number of observations or data points available. 

Each pair represented a set of two variables, 

such as a particular e-invoicing feature's 

implementation and its observed impact on 

overall success. 

• Σxy (sum of the product of paired scores): For 

each pair of variables, they were multiplied 

together and then all these products were 

summed up. This sum helped understand the 

joint variability of the two variables. 

• Σx and Σy (sum of x scores and y scores): 

These were simply the totals of all the first and 

second variables in the pairs respectively. 

• Σx² and Σy² (sum of the squares of x scores 

and y scores): Similar to Σx and Σy, but each 

variable was squared before they were summed 

up. This component helped in understanding the 

spread or distribution of each variable. 

 

The results of this predictive analysis, including 

correlation coefficients and predictive importance ratings, 

were summarized in Table 2.0: Theoretical Predictive 

Model Variables for E-Invoicing Success. This table 

served as an essential tool for stakeholders, offering 

insights into the influential factors of e-invoicing success. 

It enabled stakeholders to anticipate potential outcomes 

more effectively and align strategies accordingly. 

3.6. Documentation and Reporting 

The meticulous documentation and reporting of findings 

throughout the research process ensured that the 

framework would be dynamic and subject to continuous 

improvement. This living document approach allows the 

framework to evolve as new insights emerge, maintaining 

its relevance and effectiveness. 

4. Result/Discussion 

4.1. Development of the AER Framework 

The "Adaptive E-Invoicing Rollout (AER) Framework" 

is the outcome of a methodical approach that 

amalgamates a comprehensive literature review, expert 

interviews, comparative case studies, Delphi consensus, 
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and theoretical predictive analysis. This blend has 

formulated a detailed and adaptable guide suitable for the 

nuanced needs of Malaysia's e-invoicing initiative. 

4.2. Literature Review Outcome 

The outcome of the literature review of e-invoicing 

related journal papers were consolidated in the Table 1 

below: 

Table 1 Key Findings from Literature Review 

 

Theme Key 

Findings 

Predictive 

Model 

Relevance 

Reference 

Digital 

Economy & 

E-Invoicing 

Studies note 

the rapid 

growth of e-

invoicing 

and 

regulations 

in ASEAN 

Highlights the 

significance of 

Cintegration 

and Aadoption 

in the 

predictive 

model. 

[5], [6] 

Implementatio

n & Adoption 

Challenges 

Identifies 

technology, 

operational, 

and 

compliance 

barriers to e-

invoicing 

adoption 

Reinforces the 

importance of 

Rreadiness 

and 

Ccompliance  

[1], [9], [5], 

[16], [18], 

[20] 

Benefits & 

Outlook 

Discusses 

the potential 

benefits of e-

invoicing 

and forecasts 

its adoption 

trajectory 

Suggests 

Uusage as a 

critical 

outcome 

measure in the 

model. 

[7], [8], 

[14], [17] 

Regulatory 

Aspects & 

Compliance 

Focuses on 

the role of 

regulations 

and legal 

frameworks 

in 

facilitating 

or hindering 

e-invoicing 

Underscores 

Ccompliance 

as a vital 

predictor in 

the model. 

[3], [11], 

[13], [19] 

 

4.3. Predictive Analysis for E-Invoicing Success 

The critical component of the AER Framework is the 

theoretical predictive model, which was designed to 

forecast and evaluate the success of the e-invoicing 

rollout. Drawing insights from the comprehensive 

literature review, this model incorporates various 

variables identified as significant predictors of e-

invoicing success. Each variable, substantiated by the 

literature, is accompanied by a correlation coefficient 

indicating its impact and relevance in forecasting the 

successful implementation of e-invoicing, as 

consolidated in Table 2 below. 

 

Table 2 Theoretical Predictive Model Variables for E-

Invoicing Success 

 

Variable 

(Factor) 

Predictive 

Importance 

(Scale: 1-5) 

Correlation 

Coefficient 

Description 

Cintegration 

(System & Data 

Integration 

Capability) 

4 0.85 Technical 

integration 

capability [10] 

Aadoption 

(Rate of 

Adoption 

Among Users) 

3 0.65 User acceptance 

rate [9] 

Rreadiness 

(Organizational 

& 

Technological 

Readiness) 

4 0.75 Business and 

infrastructure 

preparedness 

[16] 

Ccompliance 

(Compliance 

with Legal & 

Tax 

Requirements) 

5 0.90 Regulatory 

adherence [13] 

Uusage (Actual 

Usage & 

Utilization 

Rates Post-

Implementation) 

4 0.80 Utilization post-

implementation 

[1] 

 

In this table: 

• Predictive Importance is quantified on a scale 

of 1-5, where 1 is the lowest and 5 is the highest 

level of importance. This allows a more 

objective comparison of factors. 

• Correlation Coefficient remains a numeric 

value indicating the strength and direction of the 

relationship between each variable and the 

success of e-invoicing implementation. 

• Description is a concise statement of what each 

variable represents. 

• References are provided for each variable, 

offering direct access to the underlying studies 

or sources. 

 

The predictive model is a robust, theoretical construct 

based on identified variables derived from qualitative 

insights and empirical evidence from similar initiatives. 

Each variable is assigned a predictive importance and a 

correlation coefficient, indicating how strongly it's 

expected to influence the success of the e-invoicing 

rollout. This model not only aids in forecasting outcomes 

but also assists in identifying areas requiring strategic 

focus and resource allocation, making it a grounded and 

practical tool for stakeholders. A conceptual model was 

defined to guide future quantitative studies. The variables 

identified for the predictive model are enumerated in 

Table 5: Predictive Model Variables for E-Invoicing 

Success. Informed by Hernandez-Ortega’s work [10] and 

other seminal studies, this model was conceptualized to 

guide stakeholders in anticipating and preparing for the 
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potential outcomes of the e-invoicing rollout. The 

formula for the theoretical predictive model is as follows: 

 
Psuccess= 

f(Cintegration,Aadoption,Rreadiness,Ccompliance,Uusage) 

 
Where: 

• Psuccess is the probability of successful e-

invoicing rollout. 

• Cintegration represents system and data 

integration capability. 

• Aadoption indicates the rate of adoption  

• Rreadiness reflects organizational and 

technological readiness. 

• Ccompliance is the degree of compliance with 

legal and tax requirements. 

• Uusage measures actual usage and utilization 

rates post-implementation. 

 

This model, as illustrated in Fig. 1, is significantly 

grounded in empirical evidence and industry insights, 

making it a novel and practical contribution to the field 

of e-invoicing and digital economy strategies. 

 

 

Fig.1 AER Framework - Theoretical Predictive Model 

 

4.4. Conclusion and Strategic Implications 

 

The AER Framework emerges as a strategic, 

comprehensive guide for e-invoicing adoption in 

Malaysia. It is not just a theoretical construct but a 

practical, dynamic tool reflecting the complexities and 

requirements of real-world implementation. The 

framework's adaptability, combined with its predictive 

capability, positions it as a model for digital 

transformation, not only for Malaysia but potentially for 

other countries embarking on a similar journey. As the 

landscape of digital finance continues to evolve, the AER 

Framework is poised to remain a relevant, effective tool 

for navigating the future of e-invoicing. 

 

5. Conclusion 

Malaysia's transition to mandatory e-Invoicing reflects a 

crucial shift in its digital economy. This study developed 

an adaptive framework, utilizing a qualitative 

methodology to integrate insights from various sources, 

culminating in a theoretical predictive model. This model 

offers stakeholders a robust tool for strategic e-Invoicing 

implementation. The AER emerges as a practical guide, 

significant for Malaysia's digital transformation and 

relevant for similar global contexts, ensuring continued 

efficacy in evolving digital finance landscapes. 
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Abstract 

In this project the researcher chosen area is the development of an App for forgetful users to take their phones 

from their cars it functions as a medium to take their phones from their cars. the target users will be senior adults 

who may be careless or may have memory deteriorating diseases such as dementia or Alzheimer. The researcher 

used surveys to gather information and used various online resources. The research methodology used by the 

researcher is modified waterfall model for its simplicity and ability to reverse to different phases. The research 

methodology used by the researcher is modified waterfall model for its simplicity and ability to reverse to 

different phases. Overall, the project can be deemed as success as the researcher has successfully developed an 

App for users to remind them to take their phone before exiting their personal vehicle. 

Keywords: Development of an App, Senior Adults, Surveys, Modified Waterfall Model 

 

1. Introduction 

Since the introduction of the first smartphone, made 

by IBM, it was called the IBM Simon it had a calendar, 

address book, clock, notepad, keyboard, touchscreen 

and email capability. Since then, humans have been 

using this device to benefit themselves in daily tasks 

such as navigating, working and using it as a form of 

entertainment [3]. But with good the bad always come. 

Below are the problem that users are facing: 

• Elderly users who have dementia may forget to 

take their smartphones. 

• The underground basement parking is too dark 

and did not notice their smartphones in the holder. 

• Buying a new smartphone is affordable but 

repairing or buying a new car is a liability. 

With the problems identified, we propose to build a 

notification App for forgetful users when the car 

engine has been shut off. The app will notify the user 

when the ignition has been turned off.  The App will 

be user friendly and simple. he objectives of the 

research include: 

• To identify why users always forget to take their 

phones from their cars. 

• To design a notifying system 

• To develop a prototype Notifying App 

• To evaluate the system 

 

2. Methodology 

2.1  Impact of Smartphones in Malaysia 

  According to Malaysian Communications and 

Multimedia Commission (MCMC) the use of 

smartphones and their apps has dramatically increased 

since the introduction of affordable 5G smartphones in 

2021. According to the survey conducted by MCMC 
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the number of smartphone users in 2021 is 94.8% 

compared to a mere 78.0% in 2018 [1],  [2]. The higher 

usage of smartphones indicates people are much more 

digitally connected. As shown in (Fig.1) below.  

 

2.2 What kind of Apps are used in Malaysia 

  According to the HPUS 2021, MCMC has found out 

that communication remained the top activity among 

smartphone users [1]. The survey has found out that 

82.9% of the respondents use text messaging. On 

which it found that 97.3% of users performed at least 

once a day. Not only that, 78.9% of users 

communicated via social media and statistics showed 

94.4% users performing it at least once in a day [4].  

  While in the realm of voice communication, the 

survey has found that 78.6% of respondents use 

smartphones for voice calls and 80.2% benefit from it 

once a day. 

 

2.3 Methodology that had been used in app 

development 

  For the researcher’s case it is developing an App for 

forgetful users to take their smartphones from their 

cars. As for this the researcher have discussed with 

his/her supervisor the choices the researcher has for 

developing the App. The researcher may have some 

factors to consider such as suitability of the 

methodology, the confidence of the researcher using 

that methodology, and factoring the time constraint [5] 

[6]. After considering all the factors, the researcher has 

decided to go with the modified waterfall model as can 

see in (Fig.2). 

 

 

 

 

 

 

 

Fig.1. Percentage distribution of Smartphone and 

feature phone users, 2017 to 2021. 

 

Fig.2. Modified Waterfall model 

 

 

3. Results and Discussion 

According to the survey created by the researcher 

titled “FYP Survey: Forgetfulness, Phones & Cars” 

has received a total of 40 respondents. This is all 

possible without the use of various distribution 

channels such as Facebook, Word of Mouth, 

Instagram and family members. 

3.1 Survey Results 

In the first question the researcher has asked what 

age is the respondent. According to the survey, 18 

respondents are in between 31-60 years old while 15 

are young adults in between 18-30 years of age and 

another 7 which are seniors in the golden years. 

According to the survey conducted by the researcher. 

The number of respondents that currently possessed 

diseases that deteriorates memory are as follow. 

Respondent that has dementia are 10 respondents 

while 6 have Alzheimer disease.  

3.2 Use Case Diagram 

Shown below in (Fig.3) is the Use Case Diagram 

which represents the methodology used during the 

development of the App. The Use Case Diagram is 

used to organize and identify the requirements 

required for the Forgetful Alarm App.  
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Fig.3.Use Case Diagram 

 

3.3  Implementation 

  In this section, the implementation of the App is 

discussed. To develop the App the researcher used 

Java as the backend programming language and use 

Extensible Markup Language (XML) to develop the 

frontend of the App. Android Studio was also used in 

developing the App [7]. 

 

3.4  Evaluation 

  After successfully developed the App. The researcher 

will conduct testing to determine whether the App 

satisfy the requirements that had been identified [8], 

[9]. To ensure the apps functionality, the researcher has 

conducted various ways of testing to test the App. The 

various ways are Unit Testing and User Acceptance 

Testing.  

 

3.5  User Acceptance Testing 

  Before the user acceptance test, the researcher would 

ask the participants which would be selected from the 

previous survey to download the App and use the app 

in their daily routine. Participants are asked to 

commute to work as usual but with a twist of putting 

their phones in their phone holders and charging it 

using the cars cigar lighter that can be function as a 

charging port. In (Fig.4) majority of the participants 

has agreed that the app is useful. 

 

 

 

 

 

 

 

 

Fig.4. Usefulness of the App. 

 

4. Conclusion 

In conclusion all the objectives of the App 

development had been met and users who used the app 

had shown interest and can see the potential of this app. 

Based on the results of this researcher it can be 

concluded that this app can benefit users in helping 

them to remember to take their phones from their car. 

Some recommendations had been elevated from the 

users during their time using the app. One of the 

recommendations received during the evaluation is to 

have reminders to take medication or take an insulin 

jab. To improve the overall usability of the app the 

researcher has found some ways to improve the app.  
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Abstract 

Hand gestures of sign language is a form of non-verbal communication which have been used by most people in their 

daily life. Sign language is not only used by people with speaking issues but it is also unconsciously used by normal 

people during their daily interaction with others. This is because it is a way to express their current feelings or the 

meaning they wanted to convey to others. On other hand, sign language is an important alternative used by people with 

hearing impairment or speaking obstacles so they can communicate with others. However, not everyone from all walks 

of life has learned sign language so there will be problems of interaction between them and people with speaking issues. 

Thus, this research focuses on developing a hand gesture recognition system for accurately interpreting American Sign 

Language (ASL) so that it can deliver a message that can be understood by others and enable efficient communication. In 

our system, it will utilize computer vision techniques to analyze hand postures and movements which will include hand 

sign recognition, finger tracking, and motion estimation. With the pre-developed libraries like OpenCV and MediaPipe 

are employed in the system so it can recognize and classify ASL gestures based on extracted features. Extensive datasets 

of ASL hand gestures are collected and annotated to enhance the system's accuracy and robustness. The developed 

system aims to improve human-computer interaction, enabling seamless communication between deaf individuals and 

technology. The potential applications include real-time interpretation of ASL gestures for enhanced accessibility and 

inclusivity.  

Keywords: Human-Computer Interaction, American Sign Language, Hand Gesture Recognition System. 

 

1. Introduction 

In this age of technology, there are many IT related 

tools or systems that provide various benefits to all 

walks of life which include Hand Gesture Recognition 

System (HGRs). The Hand Gesture Recognition 

System is a type of technology that uses computer 

vision and machine learning to interpret the motion and 

sign of individuals [1]. Therefore, this technology can 

contribute a significant transformation to society 

nowadays by providing a particular group of people 

huge benefits who are born with hearing impairment or 

muted. This is because people with hearing impairment 

or mute usually rely on sign language, and it is an 

important tool of communication for them. There is a 

specific meaning from each gesture in sign language 

which can construct a complex meaning with the 

combination of various gestures. In American sign 

language, where each hand sign will represent different 

alphabets from A to Z which then can form a specific 

word. As a result, this project purpose is about 

developing a Hand Gesture Recognition System that 

can help in reading sign language. With this system, it 

can help people with hearing impairment or speaking 

disabilities to communicate with others more efficiently 

as well as allow non-signers to get know more about 

what actually a sign language is [7], [8]. 

Hand gestures are something that are typically used in 

daily communication including communicating with 

people having hearing problems. According to the 

research, hand gestures can be defined as a type of body 

language that can be expressed through the center of the 

palm, finger position and the shape constructed by the 

hand [9]. There are two classifications of hand gestures 

which will be the static and dynamic. The static 
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gestures mostly have to do with the shape of the hand 

whereas the dynamic gestures deal with a variety of 

hand movements [9]. For instance, we can find static 

gestures from the American Sign Language (ASL) at 

the figure (Fig. 1) in which most of its hand gestures 

are in a particular shape or pattern that represent an 

alphabet excluding j and z. Dynamic gestures are 

mostly related to body language or hand gestures that 

require movement such as waving, shaking other hands, 

or even showing the J and Z letter in ASL [11]. It is 

hard to track the dynamic gestures so in our project we 

will be focusing more on the ASL static gestures and 

think of future improvement for the dynamic hand 

gestures recognition system. 

Fig. 1 American Sign Language [10]. 
 

2. Methodology 

2.1 Comparison Of Different Methodology in Hand 

Gestures Recognition System 

A comparison of methodology is shown in the table 

below (Table 1). 

 

Table 1 Comparison Table of methodology 

in Hand Gesture Recognition System 

 

Sr. 

No 

Paper Name Year 

of 

Public 

Techniques Advantages 

1 Hand Gesture 

Recognition via 

Lightweight 

VGG16 and 

Ensemble 

Classifier [4] 

2022 1.CNN 

2.Random 

Forest 

Classifier 

• Random forest 

is great in 

handling large 

input variables. 

• Having the 

highest 

classification 

rate. 

2 Indian Sign 

Language 

Recognition 

Using Random 

Forest 

Classifier [2] 

2021 1.Random 

Forest 

Classifier 

• High accuracy 

even on 

complex 

datasets. 

• Robust to 

missing data as 

users may not 

always perform 

gestures 

perfectly. 

3 A Vision-based 

System for 

Recognition of 

Words used in 

Indian Sign 

Language 

Using 

MediaPipe [6] 

2022 1.Random 

Forest 

Classifier 

2.MediaPipe 

• Able to learn 

complex 

relationships 

between the 

features of the 

sign language 

gestures. 

• Achieving high 

accuracy in 

97.4%. 

4 Communicating 

with the Deaf 

and Hard of 

Hearing 

through 

Automatic 

Arabic Sign 

Language 

Translator [5] 

2021 1.Feature 

Extraction 

2.Random 

Forest 

Classifier 

• Achieving best 

recognition 

accuracy out of 

all other 

classification 

algorithms. 

5 Smart 

Communication 

System Using 

Sign Language 

Interpretation 

[3] 

2022 1.MediaPipe 

2.Light 

Weight 

Random 

Forest 

Classifier 

• Achieving good 

accuracy on 

recognition 

about 94.69% 

• Ability in 

adapting to 

different sign 

language 

datasets by 

using different 

feature 

extraction 

techniques and 

hyperparameter 

tuning 

 

 

 
Fig. 2 Proposed concept of Hand Gesture Recognition 

System 

 

2.2 Analysis 

We will be revealing the outcomes and analyzing the 

information about the Hand Gesture Recognition 

System in interpreting ASL from the survey organized 

that was distributed on the network through emailing 

and messaging (Fig. 2). Based on the outcomes of the 

survey, we will know about whatever this project can 

provide a system in interpreting ASL for 
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communication between normal people and deaf or 

people with hearing problems. 

2.3 Methodology 

In this report, we have employed a quantitative 

method to gather information regarding the Hand 

Gesture Recognition System in interpreting ASL. The 

chosen approach for data collection was a survey form 

created using Google Forms. The survey form consisted 

of 2 parts, the first part is about the demographics of the 

respondents and the second part is about the system 

inquiries. There are a total of 16 questions that focus on 

which the 12 questions from the total are mostly asking 

about the Hand Gesture Recognition System and ASL. 

The questions included in the survey form were 

carefully selected to extract essential information 

required for our research. We aimed to understand more 

about the Hand Gesture Recognition system so that we 

can successfully develop the system in interpreting 

ASL.  

The survey form consisted of multiple-choice 

questions that allowed respondents to select multiple 

answers from a given list of options. This format 

enabled us to capture a range of basic understanding of 

the respondents in the Hand Gesture Recognition 

System. In addition to multiple-choice questions, we 

also included rating questions in the survey form. These 

questions employed a scaling approach to measure 

respondents' agreement or disagreement with specific 

statements related to the Hand Gesture Recognition 

System. This format allowed us to assess the level of 

agreement towards certain measures or opinions about 

the Hand Gesture Recognition System in interpreting 

ASL.  

 By utilizing the survey form with these question 

formats and employing various distribution methods, 

we intended to gather comprehensive insights into the 

Hand Gesture Recognition System. For reference, the 

appendix of this report contains 15 survey questions 

pertaining to the Hand Gesture Recognition System in 

interpreting ASL. 

 

3. Results and Discussion 

In this section, it will be discovering all the validation 

and testing that are done after the development of the 

Hand Gesture Recognition system. This chapter is a 

very significant part that needs to be taken in the entire 

process of the project development as it will be the 

sources to know what are the weaknesses and 

limitations of the current system and the improvement 

that it needs to enhance in the future. The results are 

shown in Table 2 and Table 3. 

 

Table 2. Results of Unit Testing 
Procedure  
Description 

Expected Result Actual 

Result 
Test  
Result 

Click Start 

Camera Button 

The camera is started 

after button was clicked 

Worked as 

expected 

Pass 

Click Stop 
Camera Button 

The camera frame is 
stopped after the button 

was clicked 

Worked as 
expected 

Pass 

Recognizing the 
ASL hand 

gesture 

All the static ASL hand 
gesture is recognized 

successfully on both 

right and left hand 

Worked as 
expected 

Pass 

Click Exit 
Button 

Close the entire 
program 

Worked as 
expected 

Pass 

Click Save 

Character 
Button 

Able to save the 

recognized ASL hand 
gesture to text file 

Worked as 

expected 

Pass 

Click Clear 

Texts Button 

Able to clear the 

textbox with the 

recognized ASL hand 
gesture 

Worked as 

expected 

Pass 

Enable to save 

message as 
history 

Click the Save 

Messages button to 
store it as history at 

history message page 

Worked as 

expected 

Pass 

Click History 
Message Button 

Open up a new frame 
that redirect to the 

History Message page 

Worked as 
expected 

Pass 

Click ASL 

Display Button 

Allow users to view on 

the ASL gestures 
information on new 

frame 

Worked as 

expected 

Pass 

Click Testing 
Page Button 

Open up a new frame 
that redirect to the 

testing page 

Worked as 
expected 

Pass 

On History 

Message page, 
double click on 

message 

Allow long message to 

be view in full on the 
label of “Full Message:” 

Worked as 

expected 

Pass 

On History 
Message page, 

click clear 

button 

Able to clear the full 
shown messages on the 

below the label of “Full 

Message:” 

Worked as 
expected 

Pass 

On History 
Message page, 

click clear 

history button 

All the history on the 
page will be able to 

clear 

Worked as 
expected 

Pass 

Click Text to 

Speech 

Able to hear the voice 

of messages to speech 

Worked as 

expected 

Pass 

Inside message 
box of History 

Message page 

Information of saved 
message will be 

recorded such as Date, 

Time and Message 
contents 

Worked as 
expected 

Pass 

On testing page, 

click start 

camera button 

It will activate the 

camera frame for hand 

gesture recognition 
process 

Worked as 

expected 

Pass 

On testing page, 

click stop 
camera button 

It will stop the operation 

of camera frame  

Worked as 

expected 

Pass 

On testing page, 

information box 

display 

After camera operated, 

it will show different 

information such as 
recognized alphabets, 

hands, interpretation 

and FPS 

Worked as 

expected 

Pass 
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Table 3. Results of System Testing 
Procedure 
Description 

Expected Result Actual 

Result 
Test  
Result 

Recognizing 

ASL hand 
gestures through 

webcam 

To ensure the users were 

able to recognize the 
ASL hand gesture 

through the start camera. 

Worked 

as 
expected 

Pass 

Saving the ASL 

hand gestures  

To ensure that the users 

are able to save the 
recognized ASL 

alphabets to the textbox. 

Worked 

as 
expected 

Pass 

ASL information 
display 

To ensure that the users 
are able to view types of 

ASL hand gestures at the 

page. 

Worked 
as 

expected 

Pass 

Saving the text in 
Message History 

To ensure that the users 
are able to save and view 

back the history of text. 

Worked 
as 

expected 

Pass 

Testing feature 
for users 

To ensure that the users 
are able to familiarize 

themselves with the ASL 

hand gesture system 
before directly using it. 

Worked 
as 

expected 

Pass 

Converting Text 

to Speech 

To ensure the messages 

from the deaf or people 
with hearing problem 

can be heard by the 

others 

Worked 

as 
expected 

Pass 

Stop the system 
operation 

To ensure that the users 
are able to quit the 

system by clicking the 

exit button. 

Worked 
as 

expected 

Pass 

 
 

4. Conclusion 

In conclusion, the project is researched and analyzed 

comprehensively in order to ensure that the objectives 

and aims that have been decided at the proposal phase 

are accomplished. After the development and analysis 

of the hand gesture recognition system, it can be stated 

and concluded that all objectives that were planned in 

the proposal phase have all been accomplished. Since 

the hand gesture recognition system is specially created 

for people with hearing problems to have an interaction 

with others through the gesturing and recording 

characters of ASL which form a text to bring the 

meaning they are expressing. At the same time, it may 

also serve as an educational tool to help people who 

might be interested in American Sign Language and 

want to learn it by using the system. This is how the 

research project's key goals will be accomplished. 

However, there are no perfect system exist in the world 

which include our hand gesture recognition system. For 

instance, one of the limitations of our hand gesture 

recognition system are unable to recognize in dark 

environment or classify dynamic gestures. Therefore, 

there will be future works to be accomplish in order to 

conquer these limitations stated in this project. 

Nevertheless, our hand gesture recognition system has 

already attained the objectives and solve some of the 

problems stated in the project. 
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Abstract 

Due to the complexity and high cost of typical Enterprise Resource Planning (ERP) systems, medium-sized 

enterprises (SMEs) often face challenges in their implementation. To address this, the article develops a tailored, 

cost-effective ERP system specifically designed for SMEs, considering their unique needs and limitations. The 

research analyzes existing ERP systems in large organizations and conducts surveys and interviews to identify 

common issues faced by SMEs when adopting standard ERP systems. The paper's main goal is to create an 

affordable and user-friendly ERP system that empowers SMEs to overcome financial obstacles in an increasingly 

digital world. The system addresses key business processes such as financial accounting, employer management, 

and procurement. Additionally, the report highlights the interest homeowners have in using ERP systems for 

household tasks, indicating a substantial market and demand. Emphasizing the importance of a flexible Home 

Resource Planning (HRP) system, the study aims to design a cost-effective ERP solution suitable for both homes 

and SMEs. The proposed ERP system's impact on SME operating performance, productivity, and decision-making 

is thoroughly examined. The conclusion underscores the significance of customized ERP systems for homes and 

SMEs in the current digitized environment. The developed small-scale ERP system proves successful in helping 

SMEs and homes overcome financial challenges and reach their full potential. 

Keywords: SMEs, Resource Planner, ERP 

1. Introduction  

Organizations nowadays are trying to attain optimal 

efficiency, get an edge over their competitors, and 

accomplish their objectives as quickly as possible. ERP, 

or enterprise resource planning, aids in achieving 

previous corporate goals. As a definition, ERP is a 

piece of software that contains all the components 

necessary for a corporation to be managed and operated 

with maximum effectiveness, avoiding the most 

possible issues. Enterprise resource planning works by 

integrating technology from many industries—

including human resources, finance, manufacturing, 

supply chain, and more—in one environment. In other 

words, it automates numerous business processes with 

the least amount of effort while remaining in the same 

setting. Most large businesses globally have already 

embraced ERP, and more and more small and medium-

sized businesses are trying to do the same to compete; 

they find it both cost-effective and necessary to keep 

pace [1]. Although the scope and close integration of 

ERP has only just become available, the market for 

ERP has been expanding quickly, with more customers 

and users on a daily basis.  

Any firm may gain a lot from using an ERP system. 

For instance, it can improve and automate the majority 

of daily tasks an organization must do by removing the 

need for human data entry, saving time and money [2]. 

Second, ERP keeps everything organized and in a 

single system, which removes the need for numerous 

technologies. Third, ERP can quickly analyse and 

identify the saved data to provide managers with 

operational insights. Overall, enterprise resource 

planning provides seamless data flow between any 

organization’s sectors while maintaining 

customizability so that it can follow the business needs 

and strategies.  

It has become a must for the future of any 

establishment that is looking to improve and remain on 

the popular side of the market [3]. Throughout this 

proposal, a deeper analysis of the significant 

characteristics, challenges of implementation, and 

difficulties related to ERP systems will be done to 

ultimately gain a thorough understanding of their 
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function in promoting organizational success. also 

mentioning some issues and their solutions, using my 

approach to resolve them, and expanding the 

accessibility of ERPs to everyone, without exception. 

2. Methodology 

2.1 Brief History 

ERP history traces back to the 1960s with material 

requirements planning (MRP) systems, pioneered by J.I. 

Case in collaboration with IBM. The increasing 

complexity of workplaces led to the need for cross-

functional data flow in areas like decision-making, 

product ordering, inventory management, accounting, 

human resources, and distribution. This complexity 

gave rise to the first ERP system, aimed at 

consolidating diverse functions into a unified platform. 

ERP systems emerged commercially in the late 1980s 

and early 1990s, initially designed for the demands of 

large, complex organizations. Recognized for their 

complexity and high costs, ERP systems have evolved 

over time [4]. 

2.2 Existing System In The Market 

SAP ERP, by SAP, a leading corporate software 

solutions provider, automates key business operations 

like accounting, sales, and human resources. SAP ECC, 

the main component, handles transactions, reporting, 

and integration. SAP S/4HANA, the latest version, 

offers real-time data processing and improved analytics. 

Known for a well-explained UI, SAP ERP is popular 

among giants like PayPal and NBA. Recently integrated 

with cloud capabilities, SAP ERP provides a 

customizable cloud solution for global business models 

and revenue growth [5]. 

Oracle ERP, from Oracle Corporation, optimizes 

finance, supply chain management, and human 

resources. Renowned for dependability and scalability, 

it suits both small and large businesses. Oracle ERP is 

customizable to meet industry needs and offers 

extensive capabilities in data analytics, reporting, and 

system integration. With a solid reputation and broad 

support services, Oracle ERP has been a market leader 

for over a decade. 

Microsoft Dynamics 365, part of Microsoft's business 

application package, is a popular ERP system. It covers 

accounting, supply chain management, sales, and 

customer support. Unique for seamless integration with 

Microsoft products like Office 365, it provides a 

consistent user experience. Microsoft Dynamics 365 

ERP offers advanced analytics, AI-driven insights, and 

cloud-based deployment options, facilitating 

operational growth, insights, and automation. 

Odoo ERP, an adaptable open-source system, is 

among the fastest-growing ERP systems. It offers tools 

for accounting, manufacturing, and sales. Odoo's 

uniqueness lies in its modular approach, allowing 

organizations to integrate only the required modules. 

With an approachable UI, community-driven ecosystem, 

and cloud-based options, Odoo is an affordable and 

scalable solution for businesses of all sizes and sectors. 

Known for fitting SMEs, Odoo is simple and free to test 

for new users. 

2.3 ERP Benefits 

Streamlined Operations: Streamlined operations are 

achieved through the reduction of delivery and cycle 

times, strategically minimizing delays in data retrieval 

and reporting. By optimizing these processes, the 

organization enhances overall efficiency and 

responsiveness, contributing to a more agile and 

competitive operational framework. 

Cost Reduction: The realization of cost reduction 

stems from a comprehensive, enterprise-wide review of 

organizational decisions. This holistic approach not 

only saves valuable time but also enhances control over 

financial aspects. Through the identification and 

elimination of inefficiencies, the organization not only 

achieves monetary savings but also establishes a more 

robust and cost-effective foundation for future 

endeavours. 

Adaptability and Flexibility: The system's inherent 

adaptability and flexibility empower the organization to 

undergo simple reorganization swiftly. This adaptability 

extends to accommodating modifications in business 

processes, ensuring that the enterprise remains agile in 

response to evolving market dynamics. This capability 

becomes a cornerstone for sustained innovation and 

resilience in an ever-changing business landscape. 

E-Commerce and E-Business Integration: The system 

seamlessly supports online shopping experiences and 

fosters a collaborative environment conducive to 

effective teamwork. This collaboration, in turn, enables 

effortless integration with e-commerce systems. By 

embracing and facilitating digital interactions, the 

organization not only capitalizes on the growing trend 

of online commerce but also positions itself for 

enhanced connectivity and synergy across various 

aspects of its e-business operations. 

2.4 ERP Drawbacks 

Time-consuming deployment, the time and resources 

required to accomplish an ERP deployment are 

frequently considerable [6]. The collecting of 

requirements, system configuration, data migration, 

testing, and user training all need resources from 

organizations. 

Organizational disruption can result from the 

implementation phase, which forces staff members to 

become used to new procedures and systems. Employee 

1076



Minature Resource Planner 

©The 2024 International Conference on Artificial Life and Robotics (ICAROB2024), J:COM HorutoHall, Oita, Japan, 2024 

reluctance to change and temporary productivity 

declines may result from this shift. 

Challenges with complexity and customization, 

because of their extensive nature, ERP systems may be 

very complicated. Adapting the system to a given 

organization's requirements can be difficult and may 

call for advanced technical knowledge. 

2.5 ERP In Different Industries 

Healthcare Industries: ERPs are pivotal in healthcare, 

streamlining processes like patient scheduling, 

inventory control, and invoicing. Key benefits include 

increased operational effectiveness and compliance 

with healthcare data protection laws like HIPAA. 

Financial Sector: In finance, ERPs are indispensable 

for managing financial data, reducing data loss risks, 

and ensuring compliance with industry laws, 

emphasizing the importance of rapid and secure access 

to accounting information [7]. 

Education Sector: ERPs play a vital role in education, 

simplifying tasks like resource organization, grading, 

and student enrollment. They provide colleges and 

schools with seamless support for effective operations. 

Manufacturing Industries: In manufacturing, ERP 

systems prove invaluable throughout the workday, 

efficiently managing logistics, invoicing, and ensuring 

data organization [8]. Beyond these functionalities, they 

also assist employees in maintaining accessible personal 

data, highlighting the depth of their capabilities. 

2.6 Comparison Table 

Table 1 shows the comparison of the ERP providers. 

 
Table 1.  ERP Comparison Table 

ERP Provider Odoo Microsoft 

365 

Oracle SAP 

Deployment On-

premises

, Cloud 

On-

premises, 

Cloud 

On-

premises, 

Cloud 

On-

premise

s, Cloud 

Open source Yes No No No 

Customization 

Highly  Moderate  Moderate  

Moderat

e  

Scalability Yes Yes Yes Yes 

User-Friendly Yes Yes Yes Yes 

Cost-effective Yes Varies Varies Varies 

Popularity Growing Popular Popular Popular 

Community  open  Strong  Active  Active  

 

2.7 ERP Implementation 

When implementing an ERP system, a comprehensive 

plan is crucial. It begins with a detailed requirements 

analysis to identify organizational issues and objectives. 

Vendor selection follows, involving research to choose 

an ERP provider that aligns with the organization's 

needs. Project planning outlines the implementation 

schedule, resource allocation, and key tasks after 

vendor selection. Configuration and customization of 

the ERP system to match unique requirements and 

procedures follow, including data transfer with 

accuracy. User training introduces the new system 

through sessions, workshops, and documentation. 

Testing and quality control ensure functionality, with 

various tests like user acceptability and functionality 

testing. Upon readiness, the system is deployed, with 

ongoing support to address user queries. Continuous 

improvement is emphasized, with regular monitoring 

and feedback collection for streamlined procedures. 

2.8 Quantitative Methodology 

Data collection involved in-depth interviews and 

organized surveys to gather user and stakeholder 

insights. Surveys targeted user groups, focusing on 

quantitative aspects like performance indicators, system 

usability, and user satisfaction. A comprehensive 

analysis of comparable ERP systems enriched 

contextual knowledge, dissecting and comparing 

various systems to understand ERP dynamics. The 

investigation explored the advantages, disadvantages, 

and unique features of existing ERPs for designing and 

developing the Home Resource Planning (HRP) system. 

 

2.9 Survey Structure 

The survey comprised two parts. The first assessed 

respondents' ERP knowledge, experience, and 

understanding of fundamental features. The second part 

delved into comprehensive testing methods, evaluating 

the system's stability, performance, and user satisfaction 

in challenging circumstances. Survey sections included 

Knowledge and Familiarity with ERP, HRP Interest, 

ERP Experience, Future ERP Use, and an Additional 

Comments section for open-ended feedback. 

 

2.10 Qualitative Methodology 

Qualitative methods, including interviews and 

personal comments, supplemented statistical 

approaches for a holistic understanding. One-on-one 

interviews covered participants' experiences with ERP 

systems, potential benefits of an HRP system for daily 

tasks, and desired features. Questions focused on 

familiarity with ERP systems, willingness to use an 

HRP system, valued features, anticipated impacts, and 

challenges faced with ERP systems in the past. 

 

3. Implementation 

3.1 Functional Requirements 

User registration and authentication: Users are able to 

set up accounts with distinctive passwords and 

1077



Adim Khalid Aldireejah, Kasthuri Subaramaniam, Ghassan Saleh Hussein Al-Dharhani 

©The 2024 International Conference on Artificial Life and Robotics (ICAROB2024), J:COM HorutoHall, Oita, Japan, 2024 

usernames. During the login process, the system 

authenticates and verifies the user's credentials. 

User-Specific Views: Based on their role and 

preferences, every user is shown a customized 

dashboard or view. The interface is customized by the 

system to provide appropriate information, including 

appointments, finances, people, and duties, for various 

users. 

Service Selection: A variety of services are available 

for users to select from, such as appointment scheduling, 

money, personnel management, and chore organization. 

Data Entry and Management: Within the service 

category they have chosen, users can enter and manage 

data. To ensure data accuracy, the system offers 

capabilities for data entry, modification, and deletion. 

Notification and Reminder System: Users are able to 

choose how they want to be notified and reminded. 

Reminders and automatic notifications are sent by the 

system in accordance with user-specified schedules and 

actions. 

Data Integration: Users may access and use 

information from several modules by means of the ERP 

system's smooth integration of data from the other 

services. Maintaining data consistency helps to 

guarantee accuracy and dependability. 

3.2 Non-Functional Requirements 

Security: To safeguard user data and preserve privacy, 

the ERP system complies with industry-standard 

security standards. Sensitive data is protected by robust 

encryption and authentication processes. 

Scalability: Exhibits the capacity to increase with the 

number of users and volume of data. meets 

predetermined performance goals and maintains peak 

performance as the system grows. 

Performance: Reduces downtime and guarantees 

quick user request responses. Supports several users 

concurrently and effectively handles data transfers 

without appreciable performance reduction. 

Usability: The design of the user interface places a 

high value on simplicity and clarity, making it easy for 

users to navigate and finish activities. 

Dependability: An ERP system with high 

dependability has fewer mistakes and interruptions. 

3.3 Web-based Resource Planner 

 
Fig 1. HRP Home-Page 

 

The Homepage in Home Resource Planning (HRP) is 

an intuitive user interface that offers a smooth sign-up 

or log-in process for current users (Fig. 1). The design 

places a high value on simplicity, guaranteeing users a 

seamless onboarding experience. Furthermore, the 

platform provides a brief yet useful feature summary, 

enabling customers to rapidly understand the 

possibilities it provides. A dedicated "Learn More" page 

offers a thorough examination of the web application 

for individuals looking for more specific details. This 

page functions as an in-depth manual, providing 

information on the features, and advantages. 

 

 
Fig 2. HRP Home-Page Responsiveness 

 

It's also important to note that the majority of its pages 

adjust to the screen size, even on mobile devices. 

Whether on a laptop, tablet, or desktop, HRP will try to 

adjust the size to fit the screen (Fig. 2). 

 

Fig 3. HRP Main Page 

 

Similar to the home page, the system home page is 

simple to navigate; users may select the service they 

want to use here as shown in Fig. 3.. Additionally, the 

header and footer are always there and allow users to 
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select from the services offered on each page. At this 

point, it is worth noting that the purpose of HRP is to 

provide similar services any ERP can but with easier 

navigation. 

 
Fig 4. HRP Services 

 

One of the features offered by the web-based app is 

the ability for users to add individuals to the database, 

modify or remove their information, or even look for a 

specific record as shown in Fig. 4.. Each record has a 

unique ID to help with identification, and each user will 

see their data in a unique way, guaranteeing that each 

user's data is private and personal. 

 

Fig 5. Pop-ups and Forms 
 

The user will always be informed if an activity was 

successful or not with pop-up pages and messages that 

appear after any action (Fig. 5). In any online 

application, error management is Considered one of the 

most important features for a web-app/website to have. 

 

Fig 6. Database Schema 
 

The ERP system's database is distinguished by 

advanced development and maximum functionality. 

With a strong performance, it effectively organizes and 

maintains large amounts of data, which adds to the 

system's overall dependability and efficiency. Because 

the database is designed to be scalable, data can be 

stored and retrieved quickly, guaranteeing a flexible and 

responsive system. Its challenging architecture creates a 

safe and organized space for the archiving and retrieval 

of vital corporate data while accommodating the 

various needs of ERP modules (Fig. 6). The smooth 

functioning of the database is essential to the overall 

effectiveness and success of any ERP system. 

 

Fig 7. User Authentication 

Since HRP uses user authentication (Fig. 7), that 

allows each user to have their own view which will 

allow data to be secure and no mix-ups can happen 

between users. 

 

4. Conclusion  

 

As a result of their ability to offer a centralized system 

that unifies several company processes such as supply 

chain management, manufacturing, finance, and human 

resources—resource planners are incredibly helpful to 

businesses. They have been becoming more popular by 

the day owing to their utilization in the business world. 

Small firms can increase their productivity and 

efficiency considerably by using an ERP system, but it 

does require careful design, sufficient funding, and 

good user support and training. A number of other 

implementation-related aspects are covered, such as 

small business owners' as well as homeowners’ interest 

in utilizing such a system, their familiarity with ERP 

software, and their long-term goals for system adoption 

or upgrades. The analysis also showed that different 

small business owners have different long-term plans 

for adopting or upgrading their systems; some want to 

move to more simple solutions, while others would 

rather learn more about them in general. 

Additionally, Homeowners' interest in utilizing an 

ERP system for household tasks is also emphasized. 

The research revealed a significant market and need for 

such systems, with over 80% of participants expressing 

a strong interest in an HRP system designed for duties 

connected to the household. In order to satisfy the needs 

of a diverse variety of customers with a wide range of 

user requirements and expectations, the research 

highlights the significance of having an adaptive and 

versatile HRP system. 

Introducing HRP to the market and matching it with 

the current trends might have a lot of benefits for homes 

and company owners alike, as well as for anyone 

looking to improve efficiency and organization in their 

everyday lives. An HRP system is a promising addition 

to homes and small enterprises, with the potential to 

revolutionize resource management. 
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Abstract 

This research is going to develop a cloud-based sportswear website that can handle high volumes of traffic during events 

or seasonal sales, assist customers in selecting the right size for their sportswear, the interface should have options, size 

charts, fitting instructions, and recommendations. A study on the existing system will be conducted, design, develop and 

evaluate on the sportswear website also will be carried out. The system development approach used on this website is 

Rapid Application Development (RAD) model. The reason to choose RAD is because this method is time efficient, 

flexibility and adaptability. With RAD, functional software is delivered quickly. We can quickly build prototypes, iterate 

on them, and gather feedback from stakeholders with a website project. There are four of the steps in Rapid Application 

Development (RAD) methodology life cycle, which is define the requirements, prototypes, rapid construction and 

feedback gathering, and cutover. 

Keywords: Cloud computing, Sportswear trend, E-commerce 

 

1. Introduction 

The Internet, especially with the advent of cloud 

computing, has brought about significant changes in our 

world. Cloud computing, a highly advanced 

technological product, has emerged as a key player in 

the 21st century's era of globalization, promoting social 

normalization and expanding social equality [1]. This 

innovation relies on the World Wide Web and the rapid 

growth of Internet technology, offering a solid and 

scalable security structure crucial for its real-world 

applications. 

Distinguishing e-commerce from traditional 

commerce, e-commerce conducts transactions online, 

allowing users to shop, trade, auction, and access 

various services. The advantages of e-commerce 

include lower costs, increased convenience, and access 

to a broader range of products. Cloud computing, 

viewed as the next revolution in the science and 

technology industry, is expected to significantly impact 

enterprise operations when combined with e-commerce. 

It eliminates the complexities and costs associated with 

traditional business applications, providing shared 

infrastructure and scalability. 

Cloud computing provides computer resources as a 

service over the internet, offering dynamic scalability 

and virtualization. Users' information is stored remotely, 

allowing accessibility anytime, anywhere. The three 

basic cloud computing service models are Infrastructure 

as a Service (IaaS), Platform as a Service (PaaS), and 

Software as a Service (SaaS), each serving distinct 

purposes in the cloud ecosystem [6]. 

The e-commerce landscape is evolving, and cloud 

computing is playing a pivotal role in shaping its 

technical architecture. Different types of e-commerce, 

such as B2B, B2C, C2C, C2B, B2A, and C2A, cater to 

diverse business models and transactions. This project 

specifically adopts the B2C model, focusing on selling 

athletic apparel and related items directly to individual 

users through a sportswear website [2]. 

Amazon EC2 (Elastic Compute Cloud) exemplifies 

how cloud computing can benefit e-commerce 

enterprises. Instead of purchasing hardware and 

software, businesses can rent them, reducing system 

building costs. EC2, a popular cloud system, allows 

users to rent cloud-based applications, providing 

flexibility and cost-effectiveness. In this project, EC2 is 
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chosen as the cloud server to store website data, 

leveraging the benefits of Amazon Web Services 

(AWS). 

The impact of social media on customer buying 

behavior is noteworthy, with 3.6 billion users across 

various platforms. Social media platforms enhance 

customer connection, broaden reach, and provide 

businesses with opportunities to interact with and 

influence customer behavior. Building brand equity 

through social media is recognized as a valuable asset in 

the contemporary market [3]. 

Sportswear has become a fashion trend, influenced by 

changes in lifestyle, the demand for functional 

performance clothing, and the growing interest in 

fitness outerwear [7]. Activewear manufacturers thrive 

as fitness-conscious consumers seek appropriate gear. 

The activewear market, particularly in the United States, 

is robust, with Nike and Adidas leading in revenue. 

Women's sportswear sales surpass those of men's and 

children's, and this trend is expected to continue into the 

2020s [4], [5], [8]. 

 

2. Methodology 

The Rapid Application Development (RAD) approach 

revolutionizes software application development with 

its iterative and user-centric methodology. Primarily 

designed for projects requiring ongoing user 

participation, RAD's strength lies in its adaptability and 

responsiveness to changing requirements. Contrary to 

the traditional waterfall development paradigm, RAD, 

introduced in 1991, thrives on flexibility and efficiency, 

making it particularly effective for managing modest 

and medium-sized projects. 

The RAD process unfolds through distinct phases. 

During the Planning and Define Requirements phase, 

meticulous research and requirement gatherings take 

place to grasp the project's objectives, audience, scope, 

and establish measurable goals. A questionnaire sent to 

website clients ensures a comprehensive understanding 

of their needs. Prototyping follows, where the project 

team collaboratively creates an early working model of 

the website, incorporating user feedback through 

iterative cycles and casual interviews to refine features 

and eliminate design errors. 

Rapid Construction and Feedback Gathering phase 

translates user feedback into practical development 

tasks, including coding and testing. Adjustments are 

made to application prototypes based on 

recommendations, and thorough testing ensures 

effective functionality. Once the website is launched, 

the Maintenance phase kicks in, focusing on regular 

upkeep to keep the site current, secure, and operational. 

This involves content updates, software and plugin 

maintenance, issue resolution, and adapting to evolving 

user input or business requirements. 

3. Results and Discussion 

The questionnaire results reveal key insights into 

consumer behavior and preferences for online 

sportswear shopping. Regardless of age, respondents 

engaged in sports are more inclined to shop for 

sportswear online, with those in their 20s and 30s 

showing the highest likelihood. Older age groups, 

especially those between 51 to 60 years old, show a 

reluctance to adopt e-commerce, possibly due to limited 

familiarity with technology. 

Device usage for online shopping is evenly split 

between desktop and mobile, with respondents less 

likely to use tablets. JD Sports emerges as more popular 

than Nike and Adidas, attributed to its diverse range of 

brands and products. User-friendly navigation menus 

and simple, clean website designs are highly valued by 

respondents. 

Product preferences highlight running shoes and 

activewear as top choices, driven not only by sports 

engagement but also as fashion items. Eco-friendly and 

sustainable sportswear gains significant preference, 

reflecting a growing awareness of environmental impact 

among consumers. 

In terms of information, sizing guides, material details, 

and product reviews are considered crucial. The 

website's content, including blog articles, styling tips, 

and athlete endorsements, is appreciated by half of the 

respondents. 

Checkout preferences are divided, with half opting for 

guest checkout and the other half preferring account 

creation before purchase. Touch ′n Go is the favored 

payment method, emphasizing the importance of 

seamless transactions and a secure checkout process. 

Email is the preferred mode of communication for 

customer support, chosen by half of the respondents 

over phone and live chat. Privacy and data security are 

paramount, with customers expecting companies to 

safeguard their information. 

Overall, respondents express satisfaction with their 

online shopping experiences, emphasizing the 

importance of trust, reasonable pricing, and quality 

products for a successful e-commerce venture. 

 

3.1 Implementation 

  This section focuses on a dynamic use case as shown 

in Fig. 1, emphasizing the synthesis of various diagrams 

to provide a comprehensive understanding of a specific 

system. Starting with a clever use case scenario analysis, 

An Entity-Relationship (ER) diagram (Fig. 2) visualizes 

the database structure. Concrete observations, such as 

screenshots of the admin and customer website sections, 

are integrated to bridge conceptual and practical aspects, 
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offering a holistic overview of the system's design and 

operation (Fig. 3). 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1 Use Case Diagram 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2 Entity Relationship Diagram 

 

 

 

Fig. 3 Class Diagram 

 

3.2 Evaluation 

Evaluation begins with three crucial testing stages: 

unit testing, integration testing, and system testing. 

Together, these stages allow us to thoroughly assess the 

functionality and dependability of the proposed website. 

Table 1, Table 2, Table 3 and Table 4 show the 

summary of the testing for each of the stages. 

 

Table 1. Login Unit Test 

Procedure 
Description 

Expected Result Actual 
Result 

Test 
Result 

Username text 
field 

Allow user to 
key in their 
username. 

Working as 
expected 

Pass 

Password text 
field 

Allow user to 
key in their 
password. 

Working as 
expected 

Pass 

Login button 
(Admin) 

Allow admin to 
authenticate to 
access the 
website. 

Working as 
expected 

Pass 

Login button 
(Customer) 

Allow customer 
to authenticate 
to access the 
website. 

Working as 
expected 

Pass 

Forget 
Password 
button 

Allow user to 
reset their 
password. 

Working as 
expected 

Pass 
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Table 2. Integration Test 

Procedure 
Description 

Expected Result Actual 
Result 

Test 
Result 

Login function 
should connect 
to database to 
validate the 
user. 

The system able 
to connect to 
database and 
authenticate the 
user based on 
their username 
and password. 

The system 
connects to 
database and 
verifies the 
user. 

Pass 

Customer place 
order function 
should connect 
to database to 
record customer 
order. 

The system able 
to store 
customer order 
in the database. 

The system 
connects to 
database and 
store 
customer 
order. 

Pass 

Admin side 
function should 
connect to 
database to 
update product 
detail. 

The system able 
to store product 
detail in the 
database. 

The system 
connects to 
database and 
store 
product 
detail. 

Pass 

 

Table 3. Admin side System Testing 

Expected Result Actual Result 

Admin able to login to the 
system. 

Admin can login successfully 
by insert username and 
password. 

Admin able to view product 
on website. 

All product is showed on the 
website. 

Admin can add new product. Product can be added by insert 
all the product detail. 

Admin can amend product 
detail. 

Product can be amended by 
insert all the amend detail. 

Admin can delete product. Product can be deleted by 
clicking the confirm delete 
button. 

Admin can search user list. User list is showed when 
search button is clicked. 

Admin can add new admin. New admin can be added by 
insert all the admin detail. 

Admin can inactivate or 
activate user. 

User can inactivate or activate 
when button is clicked. 

Admin can logout from then 
system. 

Admin can logout successfully 
when logout button is clicked.  

 

Table 4. User Perception Test 

Function Yes/No 

All the button are working perfectly Yes 

Able to login Yes 

All text field allow user to enter text Yes 

Dropdown menu allow user selection Yes 

Navigation menu allow user selection Yes 

All website functions are operational and working 
seamlessly 

Yes 

Error message when username or password 
incorrect 

Yes 

Alert successful message when action is performed  Yes 

Able to logout Yes 

 

4. Conclusion 

In summary, the construction and hosting of a cloud-

based sportswear website on Amazon EC2 involved 

careful consideration of critical factors, particularly in 

response to the evolving landscape of e-commerce 

accelerated by the COVID-19 pandemic. The adoption 

of Amazon EC2, a reliable and scalable cloud 

computing solution, underscored the importance of 

leveraging technology for resilience and 

competitiveness in the e-commerce industry. The Rapid 

Application Development (RAD) methodology 

facilitated a collaborative and iterative development 

approach, aligning with the dynamic nature of e-

commerce. Rigorous testing, including unit tests, 

integration tests, system tests, and user perception tests, 

ensured the website's reliability, functionality, and user 

satisfaction. This effective combination of digital 

technologies, cloud computing, RAD methodology, and 

comprehensive testing positions the sportswear website 

for success in the competitive e-commerce landscape, 

addressing challenges posed by the pandemic and 

establishing a robust foundation for sustained success in 

the dynamic online business environment. 
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