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Abstract
Opportunities for online distance education have greatly expanded in recent years, and agent-based interactions in virtual spaces have attracted attention in this context. In this talk, I will discuss the various educational possibilities of using virtual spaces and agents, by presenting examples from several studies. I will also introduce our own development of systems using game-based learning and a game-based story generation system that automatically generates scripts in real time on the basis of players’ emotions and actions. Finally, I will discuss persuasive technology that systems can use to influence human behavior, along with impressions and applications of facial expressions and gestures, which are expressions of agents, and I will discuss what can happen when a virtual agent interacts with other users in a virtual space.
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1. Introduction
In recent years, remote teaching has rapidly become common in university education. However, it mainly entails watching a video of the speaker's face and viewing teaching materials as videos and slides.
In the field of artificial intelligence in education, a hot topic is learning systems that interactively handle learners by estimating their emotions. Our group's laboratory conducted research on a system that estimates a learner's emotions from his or her facial expressions, gestures, and operation history to assist in learning programming [1].
Another hot topic is metaverse systems, in which we become virtual agents that differ from ourselves and communicate in a virtual space. Regarding communication between virtual agents, in the past couple of years, there have been attempts for users to participate in conferences and open campuses as virtual agents from remote locations. These users choose prepared virtual agents to participate in events as different characters from themselves and communicate with other virtual agents.
This scenario poses several questions. For learning in a virtual space, what kind of learning effect is involved when an instructor and learner become virtual agents that differ from themselves? Does the kind of agent that will be more effective for learning depend on the learner's personality? Would estimation of the learner's current, real-world state be useful in a virtual world?
In this talk, we will examine various educational possibilities using virtual spaces and agents, while introducing examples from our group's research. I will also introduce our own development of systems using game-based learning [2], and a game-based story generation system [3] [4] that automatically generates scripts in real time on the basis of players’ emotions and actions.
In recent years, we have come to be able to use virtual spaces for distance learning. In the future, learning by experience in a virtual space is also expected to become feasible. When using virtual agents, the impact on communication should be considered. I will discuss persuasive technology [5] that systems can use to influence human behavior, along with impressions and applications of facial expressions and gestures, which are expressions of virtual agents [6]; and I will discuss what can happen when a virtual agent interacts with other users in a virtual space.
We need to understand the novel experience of using a virtual space and a virtual agent than differs from oneself. To provide preliminary knowledge and an example for the lecture, this paper describes a recently presented
experiential learning system in a virtual space, which was developed in our laboratory. Please refer to the related papers [3][4] for a detailed survey.

2. Learning in a virtual space

The proposed system incorporates a player’s real-time emotions and actions to facilitate game-based story generation. By using a webcam to acquire facial images of the player, the system performs real-time emotion recognition. Specifically, the player uses an Oculus Touch for motion recognition. The Oculus Touch controller uses two sensors to track its position in a three-dimensional virtual space. While the sensors respond to the controller’s movements, the virtual space shows a virtual hand that moves just like the player’s real hand. The system then classifies the player's actions by tracking his or her hand movements.

The system's virtual space comprises an office and a break room, like a closed space found in everyday life. As the office and break room aren't separated by a wall, the player can move freely between them.

This system was inspired by a short film called “The Black Hole.” In the film, a company employee in an office prints a mysterious sheet of paper containing a “black hole.” The hole turns out to be a “magical tool” that enables a human hand to pass through objects and take objects on the other side. For example, after placing the black hole on a vending machine, the employee could pass his hand through the machine and take items inside. The cunning employee used the hole to take snacks from the vending machine without paying. He then used it to pass his hand through a door and steal something.

In our proposed system, the player uses the Oculus Touch controller to perform various actions: “take out,” “throw,” “put,” “get,” and “eat/drink.” The specific action is determined from the controller's acceleration and what the player touches. For example, if the player touches the desk in the office, he will take a document, book, or snack, depending on his emotion, which could be “fear,” “anger,” or “joy.” As a result of the player operating the tool while experiencing emotions, the system generates a story.

The system uses Affdex with the Facial Action Coding System (FACS) [7] to perform real-time emotion recognition. FACS encodes emotional facial expressions by combining action units (AUs), which are the smallest units of facial expressions that can be distinguished visually. In this way, the system can acquire seven emotions: joy, fear, disgust, sadness, anger, surprise, and contempt. Because a player wearing a special sensor device to acquire emotions might be tense and unable to exhibit accurate emotions, the player's emotions are obtained via a camera.

The system generates story scripts by combining four components: (1) the action performed with the Oculus Touch, (2) the player's recognized emotion, (3) the object acquired in the virtual space, and (4) information about the player’s emotion based on knowledge of the object. The text is generated by incorporating the above components into a sentence structure. In Table 1, rows 8–13 give examples of generated terms. Note that the system can also generate text automatically.

For example, suppose that the system generates and displays this sentence: “You nervously take the cola out of the vending machine.” Here, it generates “You nervously” because it detects “fear” as the player's emotion. Similarly, “vending machine” is the target object of the player's virtual motion, “cola” is obtained from knowledge of the vending machine's contents, and “take out” is obtained from the player's action with the Oculus Touch, with modification based on the player's emotion.

The system visualizes and displays the results obtained by applying the knowledge-based method with the acquired actions and emotions. Here, I explain the sentence generation process in terms of the sentences listed in Table 1. Rows 1-7 contain introductory sentences that are displayed at the bottom of the screen to instruct the player on how to use the system. In rows 8, 10, and 12, the player “takes out” an object from the desk, and the object corresponds to the emotion determined from knowledge of the target object (i.e., the desk). In rows 9, 11, and 13, the player “puts” the object somewhere after obtaining it. The story ends when the player performs a specific action a certain number of times within 5 min; for example, it may end when he or she “eats” three times. Likewise, the story may end if the player obtains an object a certain number of times. Finally, rows 14-16 contain ending sentences. Once the system has chosen the story's ending, it darkens the screen and outputs the ending.

This system outputs the user's game experience as a text history, and we believe that this reflects the learning experience itself with real-time emotions such as joy and surprise. With such a learning experience, we believe that reviewing the history of the experience later will also support the player's learning.
In the morning, the paper was back to its original state, and I told my colleagues what I had experienced.

3. Conclusion

In the future, systems will emerge that allow users to learn through experience in a virtual space, as in the system described here. Such systems still involve many unknown methodologies, and this is the crux of our research problem. There are also many unknown factors in learning through interaction using virtual agents, which means that there are research issues to address. Through this talk, I have sought to discuss various possibilities for using virtual spaces and agents in learning, by introducing several research cases.
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