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Abstract

Recently, for the optimal control problem of nonzero-sum game systems, although it is discussed that these methods are event-triggered, it is still necessary to continuously monitor measurement errors during execution, which is difficult to achieve by hardware. In order to avoid continuous detection measurement errors, a self-triggered control based on adaptive dynamic programming is proposed to solve the optimal control problem for continuous-time nonlinear nonzero-sum game systems with unknown drift dynamics. Firstly, the principle of IRL method is used to avoid the requirement of system drift dynamics in the controller design. Then, to approximate the Nash equilibrium solution, a critic neural network is used to estimate the value function. Furthermore, a self-triggered adaptive control scheme is proposed according to Lyapunov theory to ensure the uniform ultimate boundedness (UUB) of the closed-loop system state. The self-triggered control obtained in this paper can calculate the next trigger point by the information of the current trigger moment.
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1. Introduction

In recent years, the event-triggered control has attracted many researchers because of its ability to reduce transmission load and computation cost. Unlike time-triggered systems, the control inputs of event-triggered systems are updated only at trigger times determined by appropriately designed trigger conditions. In this way, event-triggered control can reduce network bandwidth and computational burden. For multi-player NZS games, event-triggered ADP has become the most common method used to approximate the control input of each player in [1-4]. Mu, Wang, Ni[1] proposed a dynamic event-triggered method for solving the optimal control problem of a fully known continuous-time nonzero-sum game system. Su, Zhang, Liang, etc. [2] used identifier-critic NN to solve continuous time for partially unknown NZS games. Su, Zhang, Sun, etc.[3] used IRL to solve the optimal control for the partially unknown NZS game. Compared with [2], the introduction of identifier NN was avoided, i.e., the identification error was avoided. Zhao, Sun, Wang, etc.[4] proposed an event-triggered ADP is proposed for NZS games of continuous-time nonlinear systems with completely unknown system dynamics. In order to determine whether event-triggered conditions are met, these papers need a general event-triggered scheme to continuously monitor measurement errors. However, it is hard to realize through the hardware. It may weaken its feasibility of physical implementation.

To overcome such an issue, the self-triggered scheme is presented. By the designed triggered condition, the next trigger time instant can be computed by the current one. Moreover, the self-triggered scheme can also save network resources and reduce the communication burden, the same as the event-triggered scheme. To the best of our knowledge, no similar result has been reported in the literature. Based on the above motivation, we focus on a self-triggered nonzero-sum game system based optimal control problem, which avoids continuous monitoring measurement errors.

2. Preliminaries and Problem Formulation

Consider the general N-player NZS differential games[5]
\[ \dot{x}(t) = f(x(t)) + \sum_{j=1}^{N} g_j(x(t))u_j(t) \]  

where \( x \in \mathbb{R}^n \) is the system state, \( u_j \in \mathbb{R}^m \) is the control input for player \( j \). \( f(x) \in \mathbb{R}^n \) and \( g_j(x) \in \mathbb{R}^{m \times m} \) are the unknown drift dynamics and the known input dynamics of the system, respectively.

**Assumption 1** \[ f(x) \] and \( g_j(x) \) are Lipschitz continuous on a compact set \( \Omega \subset \mathbb{R}^n \) with \( f(0) = 0 \), \( f(\cdot) \leq b_j \| x \| \), and \( \| g_j(x) \| \leq b_{k_j} \), where \( b_j \) and \( b_{k_j} \) are positive constants.

Define the cost function of system (1) as

\[ J_i(x(t), u_1, u_2, \ldots, u_N) = \int_0^{\tau_i} x^\top(t)Q_i x(t) + \sum_{j=1}^{N} u_j^\top(t)R_j u_j(t) \, dt \]

where \( u_i = \{ u_1, u_2, \ldots, u_j, \ldots, u_N \} \), \( Q_i = Q_i^* \geq 0 \), \( R_j = R_j^* > 0 \), \( R_j = R_j^* \geq 0 \). For a given set of control policies \( \{ u_i, u_j \} \), the value function for player \( i \) can be written

\[ V_i(x(t)) = \int_0^{\tau_i} x^\top(t)Q_i x(t) + \sum_{j=1}^{N} u_j^\top(t)R_j u_j(t) \, dt, i \in \{ 1, 2, \ldots, N \}. \]  

The optimal control problem is to design a set of control \( \{ u_1, u_2, \ldots, u_N \} \) to stabilize the closed-loop system while minimizing the value function (3). This control combination \( \{ u_1, u_2, \ldots, u_N \} \) corresponds to the Nash equilibrium of NZS games.

The value function \( V_i(x(t)) \) is assumed to be continuously differentiable. By differentiating \( V_i \) along the system trajectories (1), we can write Eq. (3) as:

\[ 0 = U_i(x(t), u_1, u_2, \ldots, u_N) + \nabla V_i(x(t)) \left( f(x(t)) + \sum_{j=1}^{N} g_j(x(t))u_j(t) \right) \]

where

\[ U_i(x(t), u_1, u_2, \ldots, u_N) = x^\top(t)Q_i x(t) + \sum_{j=1}^{N} u_j^\top(t)R_j u_j(t), \quad \nabla V_i = \frac{\partial V_i}{\partial x}. \]

The optimal value function \( V_i^* \) can be written as

\[ V_i^*(x(t)) = \min_{\tau_i} \left\{ x^\top(t)Q_i x(t) + \sum_{j=1}^{N} u_j^\top(t)R_j u_j(t) \right\} d\tau \]

Define the Hamilton-Jacobi-Bellman (HJB) equation as follow:

\[ H_i(x, \nabla V_i^*(x(t)), u_1, u_2, \ldots, u_N) = \]

\[ U_i(x(t), u_1, u_2, \ldots, u_N) + (\nabla V_i^*(x(t)))^\top \left( f(x(t)) + \sum_{j=1}^{N} g_j(x(t))u_j(t) \right) \]

Using the stationarity conditions \( \frac{\partial H_i}{\partial u_j} = 0 \) the optimal control input for player \( i \) is

\[ u_i^*(x(t)) = -\frac{1}{2} R_i^{-1} g_i^\top(x(t)) \nabla V_i^*(x(t)) \]

The equivalent transformation of Eq. (6) is

\[ V_i(x(t-\Delta t)) = V_i(x(t)) + \int_{t-\Delta t}^{t} U_i(x(t), u_1, u_2, \ldots, u_N) d\tau \]

where \( \Delta t > 0 \) is a time interval. According to (7), we have

\[ V_i^*(x(t-\Delta t)) - V_i^*(x(t)) = \int_{t-\Delta t}^{t} U_i(x(t), u_1, u_2, \ldots, u_N) d\tau \]

It's easy to see from Eq. (8) that there are no more unknown dynamics. Therefore, the identification process of unknown dynamics \( f(x) \) is no longer needed, that is, identification error is avoided.

3. Design Self-triggered Control and Stability Analysis

3.1. Design Self-triggered Control

From the above time-triggered mechanism, it can be seen that the \( N \)-tuple control input \( \{ u_1, \ldots, u_N \} \) is a feedback form of system state updated at each sample time. In self-triggered control, the \( N \)-tuple control input \( \{ u_1, \ldots, u_N \} \) is updated only at the trigger time, and the next trigger time is determined by the current trigger time. In this case, a zero-order hold (ZOH) can be used to ensure that the control input is continuous at the trigger time. Define the triggering instant as \( \tau_i \), where \( \{ \tau_i \}_{i=0}^n \) is a monotonically increasing sequence of time instants with \( \tau_0 = 0 \). The trigger error is defined as

\[ e_i(t) = \tilde{x}_i - x(t), t \in [\tau_i, \tau_{i+1}) \]

where \( \tilde{x}_i = x(\tau_i) \) is the trigger state.

In the framework of self-triggered, the optimal control input (6) can be written as

\[ u_i^*(\tilde{x}_i) = -\frac{1}{2} R_i^{-1} g_i^\top(\tilde{x}_i) \nabla V_i^*(\tilde{x}_i) \]

where \( \nabla V_i^*(\tilde{x}_i) = \frac{\partial V_i^*}{\partial x} \mid_{-i} \).

The piecewise continuous control signal can be expressed by a ZOH.
In the above analysis, we can get the solution of the optimal control \((10)\) ultimately comes down to the solution of \((8)\), which can be solved by using the critic NN. According to the Weierstrass high-order approximation theorem, we can get

\[
V^* (x) = \omega^* \phi (x) + \epsilon_i (x),
\]

where \(\omega^* \in \mathbb{K}\) is the unknown ideal weight, \(\phi : \mathbb{R}^n \rightarrow \mathbb{K}\) are linearly independent activation functions, \(K_i\) denotes the number of neurons, and \(\epsilon_i\) is the approximation error.

**Assumption 2.** \(^{[7]}\)

(1) The approximation error \(\epsilon_i (x)\) and its gradient \(\nabla \epsilon_i (x)\) are bounded on \(\Omega\), i.e., \(\| \epsilon_i (x) \| \leq b_{\epsilon_i}\), and \(\| \nabla \epsilon_i (x) \| \leq b_{\epsilon_i'}\), with \(b_{\epsilon_i}, b_{\epsilon_i'}\), being positive constants.

(2) The activation function \(\phi (x)\) and its gradient \(\nabla \phi (x)\) are bounded on \(\Omega\), i.e., \(\| \phi (x) \| \leq b_{\phi}\) and \(\| \nabla \phi (x) \| \leq b_{\phi}\), with \(b_{\phi}, b_{\phi'}\), being positive constants.

According to Eq. \((8)\) and Eq. \((12)\), it can be obtained

\[
e_i (t) = \omega^* \left[ \phi (x(t)) - \phi (x(t - \Delta t)) \right] + \int_{t-\Delta t}^{t} U_i (\tau, \hat{x}_i, \hat{U}_i (\hat{x}_i)) d\tau
\]

where \(e_i (t) = \epsilon_i (x(t)) - \epsilon_i (x(t - \Delta t))\) is error from the NN approximation error. According to Assumption 2, \(e_i (t)\) is bound on \(\Omega\), i.e., \(\| e_i (t) \| \leq b_{e_{\max}}\), where \(b_{e_{\max}}\) is a positive constant.

Denote \(\hat{\omega}_i\) as the estimations of \(\omega^*_i\). Then the value function can be approximated as

\[
\hat{V}_i (x) = \hat{\omega}_i \phi (x)
\]

Based on \((10)\), the approximate control inputs are

\[
\hat{u}_i (x_i) = -\frac{1}{2} R_i x_i g_i \nabla \phi (x_i) \hat{\omega}_i
\]

Using \(\hat{V}_i (x)\) to replace \(V^*_i (x)\) in Eq. \((8)\). Therefore, the Bellman equation \((8)\) can be written

\[
\hat{e}_i (t) = \hat{\omega}_i \rho_i (t) + s_i (t)
\]

where

\[
\rho_i (t) = \phi (x(t)) - \phi (x(t - \Delta t)),
\]

\[
s_i (t) = \int_{t-\Delta t}^{t} U_i (\tau, \hat{x}_i, \hat{U}_i (\hat{x}_i)) d\tau
\]

As can be seen from Eq. \((16)\), adjusting \(\hat{\omega}_i\) can directly affect \(\hat{e}_i (t)\). Then the original problem of solving the value function is transformed into minimizing the error \(\hat{e}_i (t)\) by adjusting \(\hat{\omega}_i\). Consider the objective function

\[
E_i (t) = \frac{1}{2} \hat{e}_i (t)^2
\]

According to the gradient descent method, the update rule of \(\hat{\omega}_i\) can be obtained as

\[
\dot{\hat{\omega}}_i (t) = -\alpha \left[ \rho_i (t) \hat{\omega}_i (t) - \rho_i (t) \hat{\omega}_i (t) \right]
\]

\[
+ \beta \hat{\omega}_i (t) (\hat{e}_i (t) + \rho_i (t) \hat{\omega}_i (t))
\]

### 3.2. Stability Analysis

Before we discuss the stability of closed-loop systems, we introduce the following assumptions in \([5, 6, 8]\).

**Assumption 3.** Let the signals \(\hat{\rho}_i\) be persistently exciting over the interval \([t, t + T_i]\), i.e., there exist constants \(\beta_1 > 0, \beta_2 > 0\) such that, for all \(t\),

\[
\beta_1 I \leq \int_{t}^{t + T_i} \hat{\rho}_i (\tau) \hat{\rho}_i (\tau) d\tau \leq \beta_2 I
\]

where \(\hat{\rho}_i = \rho_i / (\rho_i, \rho_i + 1), i = 1, 2, \ldots, N\), and \(I\) is the identity matrix.

**Assumption 4.** For all \(i \in \mathbb{K}\), the control input \(u^*_i\) is locally Lipschitz with respect to \(e_i (t)\). That is, there exists a constant \(L_{\max} > 0\) satisfying that

\[
\| u_i^* (x) - u_i^* (x_i) \| \leq L_{\max} \| e_i (t) \| ^2.
\]

**Theorem 1.** Suppose that Assumptions (1)-(4) holds. For the system \((1)\), the critic NN is updating by \((18)\) and the following self-triggered condition

\[
\tau_{k+1} = \text{inf} \left\{ t \mid t > \tau_k \cap \frac{\Lambda}{b_{\gamma}} \left( e_i (t) - e_i (t - \Delta t) \right) - 1 \leq \sqrt{U(x_i) + e_i^2 (t)} \right\}
\]

is adopted. Then, the close-loop system state and the critic NN weight estimation error \(\hat{\omega}_i\) are all UUB, where \(\ell > 0\) is the decaying rate,

\[
L = \sum_{i=1}^{N} \left( 2b_{\max} (R_i) + (N - 1) b_{\max}^2 L_{\max}^2 \right).
\]
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$U(\hat{x}_i) = \sum_{j=1}^{N} \lambda_{ij} (R_{ij}) \| \dot{u}_i (\hat{x}_i) \|^2,$

$\Lambda = b_j \| x_j \| + \frac{1}{2} \sum_{j=1}^{N} b_{\max} (R_{ij}^{-1}) b_{\min} b_{\max}.$

Proof. Due to the limited space, the detailed proof here is omitted. We can send the detailed proof to the readers in need.

4. Conclusion

In this paper, we study the optimal control of non-zero-sum game systems with unknown drift dynamics based on self-triggered control. The IRL method is used to avoid the need of unknown dynamics in the solution process. The solution of Nash equilibrium is obtained by constructing a single layer critic NN. By designing a reasonable self-triggered condition, the calculation and communication burden in the whole control process are reduced and no longer requires continuous detection of measurement errors. The UUB properties of the close-loop state and the critic NN estimation error are proved.
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