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Abstract
Electrical impedance tomography (EIT) is a non-destructive monitoring technique. The inverse problem of EIT shows serious nonlinear and ill-posed nature, which leads to the low spatial resolution of the reconstructed images. The iterative idea is an effective method to deal with the inverse problem for imaging, the existing iterative imaging methods, however, have many drawbacks, such as needing huge computational resources and unstable convergence properties. To solve the above-mentioned problems, this paper proposes an improved Landweber iterative image reconstruction framework. By carefully designing a regularization term in the optimization function of the iterative framework, this method improves the convergence speed. The tank experiment results show that the improved Landweber method is superior to the traditional Landweber method in convergence speed.
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1. Introduction
Electrical impedance tomography (EIT) is a new imaging technique that has been developed in recent years. The alternating current with safe amplitude is injected into the observation domain, and then the boundary voltage responded to the surface is measured through electrodes placed on the surface of the object. The conductivity is calculated for each pixel inside the field to show the distribution of the different media. Some traditional imaging modalities, such as computed tomography (CT) and magnetic resonance imaging (MRI), have some limitations, for example, ionizing radiation, high price, and inconvenience to patient movement. These factors make it limited in practical clinical applications and prevent the implementation of long-term clinical monitoring. In contrast, EIT has the advantages of low cost, high temporal resolution, portability, and no radiation, which can effectively compensate for the shortcomings of traditional medical imaging modalities, and therefore has become an important research direction in the medical field with broad application prospects.

Currently, the core problem of solving the inverse problem of EIT, i.e., image reconstruction, is to construct a suitable image reconstruction algorithm to obtain an accurate image to describe the conductivity parameters and boundary features. In order to solve this problem, many image reconstruction methods have been studied. The image reconstruction methods researched over world are mainly divided into non-iterative and iterative categories. Among them, non-iterative methods have linear back projection (LBP)[1] and Tikhonov regularization[2], etc. The iterative methods have the...
conjugate gradient method[3] and Landweber method[4], etc. The LBP method is characterized by simple structure and fast imaging, but its spatial resolution is poor. It is suitable for online and fast qualitative imaging, but cannot provide accurate quantitative information. The regularization method is an effective method to overcome the ill-posed characteristic of EIT inverse problem. Nevertheless, the selection of the parameters and patterns of the penalty function is more complex, and it is usually based on an empirical setting. So, these methods have great limitations. The conjugate gradient method (CG) requires the system matrix which is a strict square matrix, and the EIT system matrix is an approximate result, so this approximation error will be magnified in the solution, and the reconstruction result contains artifacts, which cannot be applied to quantitative analysis. Landweber iterative method[5], based on the steepest descent principle, is the most commonly used iterative method for solving the problem of EIT ill-posed problems, but it requires multiple iterations and has a slow convergence speed.

Aiming at the problems of Landweber iterative algorithm requiring multiple iterations and slow convergence, this paper proposes an improved Landweber iterative algorithm. The method increases the convergence speed by adding regularization term to the objective function of EIT inverse problem. The experimental results of the tanks show that the improved Landweber iterative method outperforms the Landweber iterative method in terms of convergence speed.

2. Method

2.1. Forward problem

The construction of mathematical model is the basis of electrical impedance tomography reconstruction. The EIT simulation model measurement system is shown in Figure 1. This paper adopts the data acquisition method of adjacent current excitation and adjacent voltage measurement[6]. The specific acquisition method is to randomly select a pair of adjacent electrodes to inject current excitation as the initial excitation electrode, and then successively select two adjacent electrodes to measure the voltage as the measurement electrode. Using 16 pairs of adjacent electrodes as excitation electrodes in turn, 208 measurement data can be collected in total.

![EIT simulation model measurement system](image)

**Fig. 1** EIT simulation model measurement system

In this paper, according to the complete electrode model (CEM)[7], the mathematical expression of the forward problem of CEM is as follows Eq. (1)

\[
\begin{aligned}
\nabla \cdot (\sigma(x)\nabla \phi(x)) &= 0, x \in \Omega, \\
\phi(x) &= u(x), x \in \partial \Omega \cup \bigcup_{L=1}^{16} e_L, \\
\frac{\partial \phi(x)}{\partial n} &= 0, x \in \partial \Omega \cup \bigcup_{L=1}^{16} e_L, \\
\int_{e_L} \sigma(x) \frac{\partial \phi(x)}{\partial n} dS &= I, x \in e_L, L = 1, 2, \ldots, 16, \\
\phi(x) + \rho_L \sigma(x) \frac{\partial \phi(x)}{\partial n} &= U_L, x \in e_L, L = 1, 2, \ldots, 16.
\end{aligned}
\]

where, \(x \in \Omega\) is the spatial position, \(\sigma(x)\) is the conductivity distribution in the measurement field, \(\phi(x)\) represents the potential distribution in the measurement field, \(\Omega\) represents the measurement field, \(n\) represents the external normal vector on the boundary, \(\partial \Omega\) represents the boundary information of the measurement area, and \(\rho_L\) represents the contact impedance between the electrode and the contact surface, \(U_L\) is the response voltage on the \(L\)-th electrode.

In order to solve the Laplace equation numerically with CEM boundary conditions, numerical techniques are needed. Generally, finite element method[8] is used to solve this problem. Assuming that the measurement noise is additive Gaussian noise, the observation model of EIT can be written as follows Eq. (2)

\[ V = U(\sigma) + e \]

where, \(V\) is the vector of the measured voltage, \(U(\sigma)\) is a forward solution based on the finite element method, and \(e\) is Gaussian noise.
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2.2. Inverse problem

The mathematical model of EIT inverse problem can be expressed as Eq. (3)
\[ y = Ax + b \]  
where, \( y \) (matrix \( y \in \mathbb{R}^{n \times 1} \)) represents the difference in boundary voltage values, and \( x \) (matrix \( x \in \mathbb{R}^{n \times 1} \)) represents the difference in conductivity distribution. \( A \) is the sensitivity matrix, representing the mapping between conductivity change and boundary voltage. \( b \) represents additive noise.

Because the mathematical model of the EIT inverse problem is ill-conditioned, Eq. (2) cannot be solved uniquely and is usually calculated with the least square error. Namely Eq. (4)
\[ x = \arg \min_{\hat{x}} \frac{1}{2} \| Ax - y \|_2^2 \]  

2.3. Landweber method

Now we analyze the principle of Landweber method from a mathematical perspective[9]. Assume that matrix \( A_0 \) is the approximate matrix of matrix \( A^t \), and matrix \( P \) is the residual matrix of matrix \( A^t \) and matrix \( A_0 \). Then there is formula Eq. (5)
\[ P = I - A_0A \]  
Eq. (6) can be obtained from Eq. (5)
\[ A^{-1} = (I - P)^{-1}A_0 \]  
If the radius \( \rho(P) < 1 \) of the residual matrix \( P \), it will be expanded. Step k is expanded as Eq. (7)
\[ A_k = (I + P + P^2 + \ldots + P^{k-1})A_0 \]  
Because Eq. (8)
\[ (I - P)(I + P + P^2 + \ldots + P^{k-1})A_0 \]  
According to Eq. (5), Eq. (6) and Eq. (8), we can get Eq. (9)
\[ P^kA_0 = A_0(I - AA_k) \]  
If \( A_{k+1} \) is very close to \( A^t \) in step k+1, we can get Eq. (10)
\[ x_{k+1} = x_k + P^kA_0y \]  
Then by Eq. (9) and Eq. (10), we can get the iterative equation Eq. (11) of Landweber method
\[ x_{k+1} = x_k + A_0A^t(y - Ax_k) \]  

In practical applications, the gain factor \( A_0 \) selection in the iterative method is very important because both the measurement voltage error and the bias brought by linearizing the nonlinear problem in the positive and inverse problems affect the final calculation results. In 2019, Han Guanghui demonstrated that the convergence of the function is faster and the imaging of the image is better when the gain factor is \( A_0 = 2/(\lambda_{\text{max}} + \lambda_{\text{min}}) \) (\( \lambda_{\text{max}} \) and \( \lambda_{\text{min}} \) are respectively the maximum and minimum eigenvalues of the matrix \( A^TA \))[10].

2.4. Improved Landweber method

In order to improve the convergence speed of Landweber, a regularization term is added to the iteration Eq. (10) of Landweber method. The improved function is expressed as Eq. (12)
\[ \hat{x} = \arg \min_{\hat{x}} \frac{1}{2} [\alpha \| Ax - y \|_2^2 + \hat{\lambda} \| x_k - x_{k-1} \|_2^2] \]  
where, first item is the difference between the calculated voltage value and the measured voltage value. The second item is the difference between the conductivity distribution at the current time and the previous time. \( \alpha \) is a gain factor. \( \lambda \) is a regularization term coefficient. Combined with Eq. (11), the iterative formula of the improved Landweber iterative method proposed in this paper is as follows Eq. (13)
\[ x_{k+1} = x_k + \alpha A^t (y - Ax_k) + \lambda (x_k - x_{k-1}) \]  
Step length in equation (11) \( \alpha \) and \( \lambda \) can be selected as a fixed value according to experience. Based on human experience \( \alpha = 2/(\lambda_{\text{max}} + \lambda_{\text{min}}) \) (\( \lambda_{\text{max}} \) and \( \lambda_{\text{min}} \) are the maximum and minimum eigenvalue of matrix \( A^TA \) respectively), \( \lambda = 0.6 \).

3. Experiment

3.1. Evaluation metrics

To quantitatively describe the imaging quality of the Landweber method and the improved Landweber method, the Relative Error (RE), Correlation Coefficient (CC) and Structure Similarity Index Measure (SSIM) of the reconstructed image are used as objective evaluation indicators. The calculation formula is as follows Eq. (14), Eq. (15) and Eq. (16).
\[ \text{RE} = \frac{\| \hat{x} - x \|}{\| x \|} \]  
\[ \text{CC} = \frac{\sum_{i=1}^{n} (x_i - \bar{x})(\hat{x}_i - \bar{x})}{\sqrt{\sum_{i=1}^{n} (x_i - \bar{x})^2 \sum_{i=1}^{n} (\hat{x}_i - \bar{x})^2}} \]
\[
\text{SSIM} = \frac{2 \sum_{n=1}^{N} x_n \hat{x}_n \cdot \text{cov}(x, \hat{x})}{\left( \sum_{n=1}^{N} x_n^2 \right)^{1/2} \left( \sum_{n=1}^{N} \hat{x}_n^2 \right)^{1/2}}
\]

where, \(x\) represents the conductivity distribution of the reconstructed image, \(\hat{x}\) represents the conductivity distribution of the real image, \(\bar{x}\) represents the mean value of the conductivity distribution of the reconstructed image, and \(\bar{\hat{x}}\) represents the mean value of the conductivity distribution of the real image.

### 3.2. Experimental Device

The boundary voltage signal acquisition equipment used in this paper is composed of a high-precision and fast EIT data acquisition system (EIT-DAS), an image reconstruction system and a circular tank model. The schematic diagram[11] of the device is shown in Figure 2.

![Fig. 2 TUST-EIT electrical impedance imaging System](image)

The DAS data acquisition system consists of a host computer for data processing and image reconstruction, a data acquisition and signal processing module, and a tank with 16 titanium electrode sensors. A tank with a radius of 0.095m is used in the experiment, and 16 electrodes are distributed at the same interval and height on the tank wall. Uniform inclusions (glass rods) are placed in the tank, and the experimental data is obtained by changing the size and position of the inclusions. In the experiment, appropriate NaCl is added to tap water to obtain the background conductivity of the experiment (the conductivity is set to be about 1S/m), and the conductivity of the glass rod model can be approximately 0.5S/m. During the experiment, the current is excited through the hardware circuit. The amplitude of the exciting current is 4.5mA, and the frequency of the exciting current is 100kHz. Then the voltage between adjacent electrodes is measured to obtain the boundary voltage of the field.

### 3.3. Tank Experiments

In order to verify the performance of the improved Landweber method proposed in this paper, the Landweber method and the improved Landweber method will be used for image reconstruction. Four groups of tank experiments are set up in this paper. Tank 1 is inclusions with a radius of 0.02m and symmetrical position, tank 2 is inclusions with a radius of 0.015m and symmetrical position, tank 3 is inclusions with a radius of 0.02m and asymmetrical position, and tank 4 is inclusions with a radius of 0.015m and asymmetrical position. The image reconstruction results are shown in Figure 3.

As can be seen from Figure 3 and Table 1, when the boundary clarity, visualization effect and evaluation index values of reconstructed images are similar, iterations of the improved Landweber method decreased by more than 50% compared with the Landweber method. Therefore, the improved Landweber method proposed in this paper can greatly reduce iterations of image reconstruction and improve the speed of image

<table>
<thead>
<tr>
<th></th>
<th>Tank 1</th>
<th>Tank 2</th>
<th>Tank 3</th>
<th>Tank 4</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Landweber</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RE</td>
<td>0.4119</td>
<td>0.4331</td>
<td>0.3979</td>
<td>0.4115</td>
</tr>
<tr>
<td>CC</td>
<td>0.6922</td>
<td>0.6137</td>
<td>0.7141</td>
<td>0.5849</td>
</tr>
<tr>
<td>SSIM</td>
<td>0.6139</td>
<td>0.5379</td>
<td>0.6370</td>
<td>0.5229</td>
</tr>
<tr>
<td><strong>Iterations</strong></td>
<td><strong>2500</strong></td>
<td><strong>3500</strong></td>
<td><strong>2400</strong></td>
<td><strong>2550</strong></td>
</tr>
<tr>
<td><strong>Improved</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RE</td>
<td>0.4107</td>
<td>0.4309</td>
<td>0.3965</td>
<td>0.4013</td>
</tr>
<tr>
<td>CC</td>
<td>0.6944</td>
<td>0.6149</td>
<td>0.7173</td>
<td>0.7085</td>
</tr>
<tr>
<td>SSIM</td>
<td>0.6162</td>
<td>0.5400</td>
<td>0.6399</td>
<td>0.6311</td>
</tr>
<tr>
<td><strong>Iterations</strong></td>
<td><strong>1010</strong></td>
<td><strong>1420</strong></td>
<td><strong>1020</strong></td>
<td><strong>1020</strong></td>
</tr>
</tbody>
</table>
An Improved Landweber Method

To solve the problem of the slow convergence speed of Landweber iterative reconstruction method, an improved Landweber iterative reconstruction method is proposed. The method improves the convergence speed by adding regularization terms to the objective function of the inverse problem of EIT. From the results of the tank experiment, it can be seen that iterations of the Landweber method is more than double that of the improved Landweber method when the evaluation metrics of the reconstructed images are similar. In summary, the improved Landweber iterative method converges faster than the Landweber iterative method.

4. Conclusion

Fig. 3 Image reconstruction results of tank experiments

4. Conclusion

To solve the problem of the slow convergence speed of Landweber iterative method, an improved Landweber iterative reconstruction method is proposed. The method improves the convergence speed by adding regularization terms to the objective function of the inverse problem of EIT. From the results of the tank experiment, it can be seen that iterations of the Landweber method is more than double that of the improved Landweber method when the evaluation metrics of the reconstructed images are similar. In summary, the improved Landweber iterative method converges faster than the Landweber iterative method.
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