Abstract

A non-photorealistic rendering method has been proposed to generate moire-like images from photographic images using bilateral filter and unsharp mask. Extensions to the conventional method have also been proposed to generate moire-like videos from videos or to generate moire-like images from RGB-D images. In this paper, a method is proposed to generate moire-like videos from RGB-D videos. Flickering is a problem in NPR videos, but the proposed method can suppress flicker. Through experiments using an RGB-D video taken by the authors, the flicker of moire-like videos generated by the proposed method was evaluated visually and quantitatively.
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1. Introduction

Many non-photorealistic rendering (NPR) method using image processing have been proposed [1][2]. One of the NPRs has proposed to automatically generate moire-like images from photographic images [3]. Moire-like patterns are generated according to the change of the edges and the shading in the photographic images, and moire-like images are a type of op art expressed by superimposing moire-like patterns on photographic images. Moire-like images are generated by iterative calculations using bilateral filter[4] and unsharp mask. Extensions to the conventional method[3] have also been proposed to generate moire-like videos from videos[5] or to generate moire-like images from RGB-D images[6]. The conventional methods[5][6] added time and depth terms to the exponent part in the equation of bilateral filter, respectively. Moire-like videos[5] can improve the visual effect by moving moire-like patterns, and moire-like images[6] can generate more distorted moire-like patterns than moire-like images[3].

This paper proposes an NPR method to automatically generate moire-like videos from RGB-D videos. As far as the authors investigate, there is no research on NPR using RGB-D videos. The proposed method adds both time and depth terms to the exponent part in the equation of bilateral filter. Flickering is generally a problem in NPR videos[7], and when the conventional method[5] is applied to each frame of RGB-D videos to generate moire-like videos, flicker occurs in the same way. Hereinafter, moire-like videos generated by applying the conventional method[7] to each frame of RGB-D videos will be referred to as conventional moire-like videos. To confirm that the proposed method can generate moire-like videos with suppressed flicker, experiments were conducted using RGB-D videos taken by the authors.

2. Proposed Method

The proposed method is executed in two steps: Step 1 is the process using bilateral filter embedded the time and depth, and Step 2 is the process using unsharp mask and bilateral filter embedded the time. A flow chart of the proposed method is shown in Fig. 1.

Details of the steps in Fig. 1 are explained below. Step 0: The input pixel values $(R, G, B)$ and the depths...
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Fig. 1. Flow chart of the proposed method

for spatial coordinates \((i,j)\) in \(k\)-th frame of an RGB-D video are defined as \(f^{(0)}_{R,i,j,k}, f^{(0)}_{G,i,j,k}, f^{(0)}_{B,i,j,k}\), and \(f^{(0)}_{D,i,j,k}\), respectively, where \(i = 1, 2, \ldots, I\), \(j = 1, 2, \ldots, J\), and \(k = 1, 2, \ldots, K\). The pixel values \(f^{(0)}_{R,i,j,k}, f^{(0)}_{G,i,j,k}, f^{(0)}_{B,i,j,k}\), and \(f^{(0)}_{D,i,j,k}\) have value of \(U\) gradation from 0 to \(U - 1\). The depths \(D_{i,j,k}\) are linearly transformed so that the minimum distance becomes 0 and the maximum distance becomes \(U - 1\).

Step 1: The pixel values of the image at the \(t\)-th iteration number are defined as \(f^{(t)}_{R,i,j,k}, f^{(t)}_{G,i,j,k}, \) and \(f^{(t)}_{B,i,j,k}\), where \(f^{(0)}_{R,i,j,k} = f^{(0)}_{R,i,j,k} \cdot f^{(0)}_{G,i,j,k} \cdot f^{(0)}_{B,i,j,k}\), and \(f^{(0)}_{D,i,j,k} = f^{(0)}_{D,i,j,k}\). The output pixel values \(f^{(t)}_{R,i,j,k}\), \(f^{(t)}_{G,i,j,k}\), and \(f^{(t)}_{B,i,j,k}\) in bilateral filter embedded the time and depth are calculated by the following equations.

\[
E^{(t-1)}_{1,R,i,j,k,l,m,n} = e^{-\alpha((i-l)^2+(j-m)^2) - \beta((i-l)^2+(j-m)^2)^2}\
E^{(t-1)}_{2,R,i,j,k,l,m,n} = e^{-\gamma((i-l)^2+(j-m)^2)} - e^{-\beta((i-l)^2+(j-m)^2)^2}\
E^{(t-1)}_{1,G,i,j,k,l,m,n} = e^{-\alpha((i-l)^2+(j-m)^2) - \beta((i-l)^2+(j-m)^2)^2}\
E^{(t-1)}_{2,G,i,j,k,l,m,n} = e^{-\gamma((i-l)^2+(j-m)^2)} - e^{-\beta((i-l)^2+(j-m)^2)^2}\
E^{(t-1)}_{1,B,i,j,k,l,m,n} = e^{-\alpha((i-l)^2+(j-m)^2) - \beta((i-l)^2+(j-m)^2)^2}\
E^{(t-1)}_{2,B,i,j,k,l,m,n} = e^{-\gamma((i-l)^2+(j-m)^2)} - e^{-\beta((i-l)^2+(j-m)^2)^2}
\]

where \(W\) is the window size, \(O\) is the number of the forward and backward frames used in the calculation, \(\alpha, \beta, \gamma, \) and \(\delta\) are positive constants, \(l\) and \(m\) are the positions in the window, and \(n\) is the position in forward and backward frames. In Equations (2), (4), and (6), the depth term \(-\gamma((f_{D,i,j,k} - f_{D,l,m,n})^2\) and the time term \(-\delta((k - n)^2\) are added to the coefficient of exponential function in the equation of bilateral filter. The larger the value of \(\gamma\), the more different more-like patterns from the conventional method\[3\] are generated. The smaller the value of \(\delta\), the more affected by the forward and backward frames.

When the value of the frame number \(O\) is 0, the conventional more-like video are generated. The process of Step 1 is repeated \(T_1\) times.

Step 2: The pixel values \(g^{(T_2)}_{R,i,j,k}\), \(g^{(T_2)}_{G,i,j,k}\), and \(g^{(T_2)}_{B,i,j,k}\) are defined as \(g^{(0)}_{R,i,j,k} \cdot g^{(0)}_{G,i,j,k} \cdot \) and \(g^{(0)}_{B,i,j,k} \cdot \) respectively. The output pixel values \(g^{(T_2)}_{R,i,j,k}\), \(g^{(T_2)}_{G,i,j,k}\), and \(g^{(T_2)}_{B,i,j,k}\) in unsharp mask using bilateral filter embedded the time are calculated by the following equations.

\[
g^{(0)}_{R,i,j,k} = 2g^{(t-1)}_{R,i,j,k} - \frac{\sum_{i=l-w}^{l+w} \sum_{j=m-1}^{m+1} g^{(t-1)}_{R,i,j,k} f^{(t)}_{R,i,j,k}}{\sum_{i=l-w}^{l+w} \sum_{j=m-1}^{m+1} f^{(t)}_{R,i,j,k} f^{(t)}_{R,i,j,k}}\] (7)

\[
E^{(t-1)}_{2,R,i,j,k,l,m,n} = e^{-\alpha((i-l)^2+(j-m)^2) - \beta(g^{(t-1)}_{R,i,j,k} g^{(t-1)}_{R,l,m,n})^2} - e^{-\delta((k-n)^2)\] (8)

\[
g^{(0)}_{G,i,j,k} = 2g^{(t-1)}_{G,i,j,k} - \frac{\sum_{i=l-w}^{l+w} \sum_{j=m-1}^{m+1} g^{(t-1)}_{G,i,j,k} f^{(t)}_{G,i,j,k}}{\sum_{i=l-w}^{l+w} \sum_{j=m-1}^{m+1} f^{(t)}_{G,i,j,k} f^{(t)}_{G,i,j,k}}\] (9)

\[
E^{(t-1)}_{2,G,i,j,k,l,m,n} = e^{-\alpha((i-l)^2+(j-m)^2) - \beta(g^{(t-1)}_{G,i,j,k} g^{(t-1)}_{G,l,m,n})^2} - e^{-\delta((k-n)^2))\] (10)

\[
g^{(0)}_{B,i,j,k} = 2g^{(t-1)}_{B,i,j,k} - \frac{\sum_{i=l-w}^{l+w} \sum_{j=m-1}^{m+1} g^{(t-1)}_{B,i,j,k} f^{(t)}_{B,i,j,k}}{\sum_{i=l-w}^{l+w} \sum_{j=m-1}^{m+1} f^{(t)}_{B,i,j,k} f^{(t)}_{B,i,j,k}}\] (11)

\[
E^{(t-1)}_{2,B,i,j,k,l,m,n} = e^{-\alpha((i-l)^2+(j-m)^2) - \beta(g^{(t-1)}_{B,i,j,k} g^{(t-1)}_{B,l,m,n})^2} - e^{-\delta((k-n)^2)))\] (12)

In case \(g^{(0)}_{R,i,j,k}, g^{(0)}_{G,i,j,k}, \) and \(g^{(0)}_{B,i,j,k}\) are less than 0, then \(g^{(0)}_{R,i,j,k}, g^{(0)}_{G,i,j,k}, \) and \(g^{(0)}_{B,i,j,k}\) must be set to 0, respectively.

In case \(g^{(0)}_{R,i,j,k}, g^{(0)}_{G,i,j,k}, \) and \(g^{(0)}_{B,i,j,k}\) are greater than \(U - 1\), then \(g^{(0)}_{R,i,j,k}, g^{(0)}_{G,i,j,k}, \) and \(g^{(0)}_{B,i,j,k}\) must be set to \(U - 1\), respectively. The process of Step 2 is repeated \(T_2\) times, and a video composed of the pixel values \(g^{(T_2)}_{R,i,j,k}, g^{(T_2)}_{G,i,j,k}, \) and \(g^{(T_2)}_{B,i,j,k}\) is the more-like video.
3. Experiments
Experiments were conducted using an RGB-D video which consists of 440 frames, 49 frames / second, 320 * 180 pixels, and 256 gradations. The RGB-D video was shot using ZED stereo camera to capture a scene of a man moving indoor. The farthest distance from the camera was 5.987 meters. The RGB and depth images at the 1th, 40th, 80th, 120th, 160th, 200th, 240th, 280th, 320th, 360th, 400th, and 440th frames of the RGB-D videos are shown in Fig. 2 and Fig. 3, respectively. In reference to the literatures[3][5][6], the values of the parameters $\alpha$, $\beta$, $\gamma$, $\delta$, $W$, $O$, $T_1$, and $T_2$ used in all experiments were set to 0.01, 0.01, 0.001, 0.1, 10, 3, 10, and 20, respectively. Hereinafter, the moire-like video generated by the proposed method under the above conditions is referred to as a proposed moire-like video, and the moire-like video generated by applying the conventional method[6] to each frame of the RGB-D video under the above conditions is referred to as a conventional moire-like video.

The proposed and conventional moire-like videos were visually evaluated. The conventional moire-like video had many flicker. On the other hand, in the proposed video, flicker was suppressed and the movement of moire-like patterns was smooth. As an example, the proposed and conventional moire-like images of the 300th and 301th adjacent frames are shown in Fig. 4 and Fig. 5, respectively. From Fig. 4 and Fig. 5, the proposed moire-like patterns changed less between the two adjacent frames than the conventional moire-like patterns.

The proposed and conventional moire-like videos were quantitatively evaluated. The averages of the absolute values of the differences between the pixel values between adjacent frames (hereinafter, frame difference averages) were calculated, and the average of the frame difference averages of all frames (hereinafter, all frame difference average) was calculated. The all frame difference average $P$ is calculated by the following equations.

$$P = \frac{\sum_{k=1}^{K-1} \sum_{i=1}^{I-1} \sum_{j=1}^{J-1} E_{k,i,j,k}}{3(K-1)(I-1)(J-1)}$$ (13)

$$E_{k,i,j,k} = |g_{k,i,j,k}^{(T_2)} - g_{k,i,j,k+1}^{(T_2)}| + |g_{k,i,j,k}^{(T_2)} - g_{k,i,j,k+1}^{(T_2)}| + |g_{k,i,j,k}^{(T_2)} - g_{k,i,j,k+1}^{(T_2)}|$$ (14)
Table 1. All frame difference averages

<table>
<thead>
<tr>
<th>Proposed moire-like video</th>
<th>Conventional moire-like video</th>
</tr>
</thead>
<tbody>
<tr>
<td>485216.922</td>
<td>935160.140</td>
</tr>
</tbody>
</table>

It is judged that the smaller the all frame difference average, the less the flicker of moire-like videos. The all frame difference averages of the proposed and conventional moire-like videos are shown in Table 1. The all frame difference averages of the proposed and conventional moire-like videos are 485216.922 and 935160.140, respectively. The proposed moire-like video had a smaller all frame difference average than the conventional moire-like video. Thus, the proposed moire-like video had less flicker than the conventional moire-like video.

4. Conclusion

This paper proposed an NPR method to automatically generate moire-like videos from RGB-D videos. The proposed method added both time and depth terms to the exponent part in the equation of bilateral filter in the conventional method [3]. Through experiments using an RGB-D video taken by the authors, the appearance of moire-like videos generated by the proposed method was evaluated visually and quantitatively. As a result of the experiments, it was found that the proposed method can suppress flicker.

The future task is to apply the proposed method to more RGB-D videos, although this paper applied the proposed method to one type of RGB-D video.
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