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#### Abstract

Retrograde analysis is a representative game analysis method that first lists all legal positions and searches for the best move by analyzing from the final positions to the initial position. This method is effective for analyzing the type of game in which the same position appears many times when the game is analyzed sequentially from the initial position. However, it also has the drawback of requiring a huge amount of memory to enumerate the legal solutions. In this paper, we take up the board game "Quoridor" released by Gigamic.
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## 1. Introduction

Game tree is a graph structure that represents a game as a directed graph with game positions as nodes and players' moves as edges [1]. The standard method for game analysis is to expand this game tree. Fig1 is a game tree of tic tac toe. A complete game tree will always find the best move. However, there are some problems with this method. One of the problem is the possibility of repeating the same positions. For Tic-Tac-Toe, the number of squares that can be placed on the board decreases with each move to an arbitrary position, and
positions that have appeared before the current position will never appear again. However, in chess and shogi, once a move is made, it can be moved back to the previous position, so the same position can appear many times at different nodes of game tree.

Retrograde analysis was devised to solve this problem. Retrograde analysis enumerates all regal positions and propagates the win/loss information from the final position where the winner is decided to the initial position. When the win-loss information is no longer updated, the initial position is classified as either a mustwin game, a must-lose game, or a tie for the first player.

Retrograde analysis avoids the loop in the game tree that occurs when the game continues to move through several positions. However, Retrograde analysis requires. that all regal positions be enumerated and used in the analysis, which creates a space-computing problem for keeping track of the game. Therefore, it is necessary to reduce the


Fig 1The game tree of Tic-tac-toe. This figure shows all moves up to the second move. With a complete game tree, the best move can always be found.
number of enumerated positions as much as possible.
The purpose of this study is to reduce the number of positions in the retrograde analysis by reusing the results of the reduced version. In this study, the phase set is partitioned as shown in Fig. 2. Here, the reduced version of the original game is the problem in which the number of items or board size has been reduced.

## 2. Quoridor

In this paper, we deal with a miniature board Quoridor[2]. This section describes the rules of a $5 \times 5$ board for twoplayer with one fence each.

### 2.1. Object of the Game

Object of the game is the same as the standard version [3], to be the first to reach the line opposite to one's base line.


Fig 2 Before and after reuse. When the set of phases $S_{k}(k=0,1, \ldots)$ is $S_{0} \subset S_{1} \subset S_{2} \ldots$ as shown in the figure, and the only phase transitions are between phases in $S_{k}$ and from $S_{k}$ to $S_{k+1}$, the results analyzed in $\mathrm{S}_{\mathrm{k}}(\mathrm{k}=0,1, \ldots, \mathrm{n}-1)$ can be reused. This reduces the number of phases that need to be enumerated in $S_{n}$. Note that $S_{k-1}$ is a reduced version of $S_{k}$ in which the number of items is reduced by one step.
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Fig 4 When two pawns are next to each other or when the path is blocked by a fence.

### 2.6. End of the game

The first player who reaches one of the 5 squares opposite his base line is the winner.

## 3. Retrograde Analysis

In this study, we conducted an experiment using retrograde analysis[4][5]. This method goes back one step at a time from the final stage where the victory or defeat is decided toward the initial board. In the process, if the previous move is connected to the victory phase, the victory information is received, and if all are connected to the defeat phase, the defeat information is received and the flow is repeated, so that the victory or defeat of the first phase can be known. The update of win/loss information is performed as shown in Fig 5. The advantage of this method is that you can also consider the case of a tie, which involves repeating the same move with each other, which is called "Sennichite".


Fig 5 Blue represents an undecided game, white represents a game won by the white player, and black represents a game won by the black player.

## 4. Research Methods

In order to reduce the number of games to enumerate, we reuse the results of the reduced version of the game. The
reuse of the results is done by using the results of the inclusion groups when performing backtracking analysis on each of the games that produce irreversible moves. In this paper, the set relation is defined as $S_{k}^{\prime}=S k \backslash S_{k-1}$ ( $k=1,2,3, \ldots$ ) for $S_{0} \subset S_{1} \subset S_{2} \ldots . S_{0}$ is the part that includes the initial phase.

When the value of $\mathrm{S}_{\mathrm{k}}$ is unchanged, the entire analysis in $\mathrm{S}_{\mathrm{k}}$ can be shortened because it does not affect the final result. When the value of $S_{k}$ changes, it is updated until the phase information of the changed part is no longer propagated.

In addition, the search for all possible fronts is necessary for the regression analysis, so the regular 9 x 9 board size with a total of 20 fences is too large to be handled. Therefore, in this experiment, a reduced board with a smaller board size and fewer fences is used.
The size of the reduced board size is increased in each experiment, with $5 \times 5$ as the standard size. However, only odd numbers of horizontal lengths are used. This is to fix the rule that the initial placement starts from the center in front of the player. The set of games with zero fences is denoted by $S_{0}$, and the set of games with one fence is denoted by $S_{1}$. The fence is denoted by $S_{10}$ if it was placed by the first player and by $S_{01}$ if it was placed by the second player. The number of fences is based on each player having one fence. When two fences are placed, $S_{20}$, $S_{11}$, and $S_{02}$ exist, but only $S_{11}$ is used when each player has one fence available.

## 5. Results

The results of the experiment are shown in the Table 1.
Table 1 Number of games won or lost when the number of fences set up in the game decreased.

| Number of <br> fences <br> installed | Number <br> of all <br> phases | Number of phases in <br> which win/loss <br> information changed |
| :---: | ---: | ---: |
| 0 fence <br> 1 fence <br> 2 fence | 960 <br> 61440 | 764 |
|  | 436364 | 49273 |

When the game with two fences was not solved and the player moved from a game with one fence to a game with zero fences, the win/loss information for 764 games was swapped. When moving from a phase with two fences to a phase with one fence, the win/loss information for 49273 stations was swapped. When the number of fences held by both players is zero or one each, both players must win the game [6]. When there are zero fences $\left(\mathrm{S}_{0}\right)$, the late player has the advantage, but when the one fence is placed $\left(\mathrm{S}_{1}\right)$, the game changes to the first player's advantage in almost all situations, regardless of which player places the fence. Next, when the game transitions from a game with one fence $\left(\mathrm{S}_{1}\right)$ to a game with two
fences $\left(\mathrm{S}_{2}\right)$, the game changes from first move advantage to second move advantage. This means that when there are an odd number of fences, the game is biased in favor of the first player, and when there are an even number of fences, the game is biased in favor of the second player. This made it almost impossible to shorten the analysis. However, by using the results of the reduced version in enumerating the phases, we were able to analyze only the added phases. In addition, we were able to reduce the number of phases to be handled at one time by separating the phases with the same number of fences that did not interfere with each other.

## 6. Conclusion

The way the set of phases was divided in this case, the win/loss information was almost completely changed because of the large change in advantage/disadvantage. Therefore, in addition to irreversible transitions to the next phase, it is necessary to make the division of the phase set into segments where the advantage/disadvantage does not change significantly. In the Quoridor used in this study, the results for the combined set of $S_{2}$ and $S_{1}$ can be compared with $S_{0}$ to further reduce the portion that must be reanalyzed.
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