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Abstract: 

This article describes the peculiarities of writing libraries and the rapid development of augmented reality applications 

on the Unity platform and the OpenCV open-source library. The application of OpenCV functions to work with 

augmented reality objects is discussed in detail. On their basis, algorithms and methods were developed and an open 

library was created that implements the stable recognition of objects in various conditions by means of binding to the 

marker and their visualization on the augmented reality devices. On the basis of the developed library, a complete 

application was created to illustrate the possibility of applying virtual reality technologies for optical control of the 

assembly of radio electronic boards and for personnel training. 

Keywords: Augmented reality, Pattern recognition, Computer vision, Optical control, Industrial automation. 

1. Introduction 

Augmented reality is a good tool for implementation in 

various industries, but the prevalence of the use of 

augmented reality applications in industry is still low. 

The one article says [1], that the reasons for the non-

acceptance of new technologies are described: risk 

factors, which include time risks, financial and security 

risks, and the factor of psychological acceptance of the 

technology. 

The list of successful examples of the use of 

augmented reality in industrial processes could go on and 

on. But so far, every augmented reality application is a 

“one-off product”, so there is a need to streamline the 

development of augmented reality applications, easily 

using different glasses and relying on proven approaches 

to sustainably recognize dynamically changing 3D 

objects in different lighting conditions, expanding the 

range of applications in industrial processes – such as 

conveyor assembly.  

However, in order to solve all these problems a 

considerable amount of work needs to be done, so it was 

decided to start by narrowing down the scope of the tasks 

to be solved, with possible scaling up by adding more 

functions and algorithms. 

So, the task was to create an open library of sustainable 

object recognition in different light conditions, 

visualizing them and other related information on 

augmented reality devices based on freely distributed 

software. 

2. SDK analysis for AR 

ARKit [2] is an SDK for creating augmented reality 

applications for the IOS operating system. Available 

features include environmental depth estimation using 

the Depth API and LiDAR camera, capturing human 
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motion with the camera and identifying human bones, 

and creating topological space maps.  

ARCore [2] allows the development of Android and 

iOS applications. The depth of the environment can be 

measured with an RGB camera by creating a depth map. 

There is a light estimation function, marker recognition. 

The Vuforia augmented reality SDK [2], developed by 

Qualcomm, provides capabilities for creating Android 

and iOS applications. With Vuforia, you can recognize 

objects from a 3D model, scan objects in space, and 

recognize groups. 

Wikitude [2] is another SDK, object recognition from 

3D models, image recognition and tracking, point-to-

point mapping using location, video overlay, smartglass 

integration, integration with external plugins. 

3. Problem statement. Description of the basic 

functionality for an augmented reality library on the 

programmer and user side 

Let's describe the basic functionality with an 

example: you need to recognize an object in space. It was 

started by defining the user's actions: 

1. The user opens the application. 

2. The user points the camera of the glasses at the 

workspace. 

3. A frame appears around the object of interest, 

indicating that recognition is correct. You will be 

prompted for further action.  

4. Repeat steps 2-3 until the work is completed. Close 

the application when the work is completed. 

Let's describe the basic functionality on the developer 

side: 

1. Login to the app and initialize the augmented reality 

device. 

2. The algorithm recognizes key points in the image 

and in the frame. 

3. Finding correspondences between the key points. 

4. Drawing a frame around the object. 

5. Exit the app.  

3.1 Image recognition with OpenCV 

OpenCV is an Open-Source Computer Vision Library. 

The library is quite popular, currently having over 5 

million downloads, and is the baseline for the Khronos 

computer vision standard. The library is adapted to 

different platforms. Independence from closed code of 

various commercial frameworks and possibility to 

implement new algorithmic approaches are the main 

advantages of using OpenCV.  

The OpenCVSharp plus Unity resource kit [3] and 

Unity 2021.2.10f1 development environment [4] were 

used to implement this functionality.  

ORB is an algorithm for identifying key points in an 

image. According to [5], this algorithm is the best 

algorithm for low performance devices. FAST algorithm 

[6] is used to select the key points: a pixel with 16 pixels 

is compared, if there is more than half of the pixels 

darker or brighter than this one, it is selected as the key 

point. A binary feature vector is used to describe the key 

points using the BRIEF algorithm [7]. To begin with, 

smoothing is performed, then a pair of pixels is selected 

around the key point and the intensities are compared. 

Based on the result, a value of 0 or 1 is selected. 

The Flann Matcher algorithm [8] was used to match the 

points from the image and the camera frame. Unlike the 

Brute-Force Matcher algorithm [9], this algorithm is 

faster on large data sets because it is an implementation 

of the k-d-tree algorithm [10]. The complexity of the 

algorithm is at best 𝑂(ℎ), where h is the height of the 

tree. 

The Lowe's Ratio Test algorithm [11] was used to 

remove key points that are noise. In the next step, a frame 

was mapped around the recognized image. In order to 

map the corresponding points from the image to the 

frame, a homography, which is a 3×3 matrix, was used.  

The algorithm pseudocode shown in Fig. 1 and Fig. 2, 

shows the steps described earlier. 

 

Fig. 1. Pseudocode to recognize key points on a frame 
and display the frame 

 

Fig. 2. Pseudocode for deleting keypoints 

Recognition of key points in the image is performed 

only once, at the beginning of work, and recognition of 
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key points in the frame is performed on each frame from 

the camera. It should be said that the correctness of the 

frame display depends on environmental factors, so the 

frame is drawn only if more than 20 points are found 

when Lowe's Ratio Test is applied.  

The app was run on the Vuzix M400 Starter Kit 

augmented reality glasses.  

3.2 Improving the algorithm 

After running several tests, the weaknesses of the 

developed algorithm were revealed. Firstly, the frame 

was not always displayed correctly on the scene. 

Secondly, it required a certain amount of time and good 

lighting to recognize a sufficient number of key points. 

In addition, jitter, or camera shake led to the loss of an 

object followed by the initiation of a new search, 

resulting in a chaotic flicker on the screen. 

Thus, the following code improvements have been 

suggested: 

1. Stabilization of the frame display; 

2. Image pre-processing: 

2.1. bringing it into greyscale format,  

2.2. overlay filters to get rid of noise and sharpen the 

image; 

3. Experiment with different levels of light in the 

workplace and choose the most appropriate filters. 

In order to stabilize the frame display, it was decided 

to draw a single object, Cv2.Rectangle [12]. 

A conditional operator has also been added: if after 

Lowe's ratio test the matched points are less than the set 

threshold value, in this case 30, and at the same time 

greater than 20, the frame coordinates are not 

recalculated, but the previous ones are taken. In the other 

case, it is updated according to the code. If the 

homography is not counted, then the average value of the 

last 10 frames is searched using AccumulateWeighted 

[13]. 

3.3 Implementing the functionality in the application 

Following this research, the functionality has been 

implemented in an application to assist the technician in 

the lead assembly of radio components on a printed 

circuit board (Fig. 3) [14].  

The advantages of manual assembly are: 

● High flexibility when changing production sites. 

● The possibility of a permanent visual check, 

allowing defects in boards or components to be 

detected in good time. 

The disadvantages are: low productivity, high labour 

intensity of the technological process, use of sufficiently 

qualified operating personnel (3rd-4th categories) with 

the necessary practical and theoretical knowledge [15]. 

The use of automated optical inspection systems 

allows higher inspection confidence and minimizes 

defects at high assembly speeds.  

There are few companies in the Russian electronics 

market that produce products in large batches. This 

makes the development of low-cost optical inspection 

systems an urgent task. 

The basic requirements for budget optical inspection 

systems are [16]: 

● identifying the main types of defects – missing, 

misaligned, misaligned components, jumpering and 

lack of contact in solder joints, 

● a visual presentation of information on the locations 

of suspected defects, 

● low cost. 

Based on these requirements, it is possible to formulate 

a number of tasks that need to be solved when creating 

budget optical inspection systems [12]: 

● obtain an image of the reference object and obtain 

an image of the object under test, 

● perform an initial processing of the acquired images, 

● identify the presence of defects on the object under 

test and display a message on the type and location 

of the suspected defect. 

On the basis of the above, the application contains the 

following functionality: the recognition of the board and 

the radio components, the display of the name, the 

quantity, the position on the board and the polarity. Also, 

if you look at the example instructions [17], the 

resistance or capacitance of the radio component is also 

indicated. This is the basic information required for a 

correct assembly.  

Other article [18] says that the assembly procedure is 

covered. The main points that can be highlighted are 

checking the polarity of the part, fitting the part to the 

board, trimming the pins back and starting soldering, 

once all the parts have been fitted. 
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Fig. 3. Application flowchart 

A mask in computer vision is used to highlight pixels 

with specific values in an image [19]. The use of a mask 

for colour recognition of radio components is a solution 

to the problem as these radio components do not have a 

lot of inscriptions or drawings on the surface. Let's take 

the red diode as an example. 

The HSV colour extremes were first set to (155, 25, 

111) and (180, 255, 255). Each frame was then converted 

to HSV format. To filter specific colours, the InRange 

function [20] was used to feed the boundary colour 

values to form a mask. Function Dilate [21] was used to 

expand mask – increase white area of the mask and get 

rid of possible noise. The mask was overlaid on the 

frame using BitwiseAnd [22].  

The Cv2.FindContours method [23] was used in 

OpenCV to select object contours on the frame. The 

method takes an image on which you want to find 

contours. To save memory, we used the method 

CHAIN_APPROX_SIMPLE, which returns only the 

outermost points at the outline. These reference points 

were used to draw a rectangle in the outline area. 

Different radio components have their own polarity 

characteristics. If the polarity is not correct, the radio 

element may fail. To avoid this, the user is prompted in 

the top panel to check the polarity [24]. There can be 

several identical radio components, so the number is also 

displayed. 

As all code was implemented in C# in Unity, the 

interface was also created in the same environment. Due 

to the fact that the screen size for a single eye and its 

resolution is quite small, the interface should be as 

simple as possible, with simplified UI elements and no 

complex hierarchy. At the same time, only the 

information that the user needs at a given step should be 

displayed [25]. The interface is controlled by the 

touchpad using the Key Codes function [26].  

4. Image pre-processing 

The introduction of filters and lighting 

experiments was decided to be carried out in the last 

phase of the implementation, in order to obtain the most 

representative experimental results. 

Using different filters for image processing 

allows you to extract additional information needed to 

correctly identify key points. Consider the following 

image processing methods: grayscale conversion, 

Gaussian blur, and histogram alignment.  

The image in OpenCV is converted to greyscale 

format [27] using a formula: 

 

𝑅𝐺𝐵 𝑡𝑜 𝐺𝑟𝑎𝑦:  
𝑌 ← 0,299 ∗ 𝑅 + 0,587 ∗ 𝐺 + 0,114 ∗ 𝐵, 

(1) 

 

 

where Y – is the result of the conversion, R is the red 

channel, G – green channel, B – blue channel. 

A conversion is made from a three-channel image to a 

single-channel image with values in the range 0 to 255. 

Smoothing by mean value is one of the simplest 

smoothing methods. This method takes an area of pixels 

of a certain size and finds the average value for the pixel 

value you are looking for [21]. 

To determine what size the counting area of the mean 

will be, a kernel is used, which is a matrix with 

dimensions M×N, where M and N - are odd numbers [28]. 

Also, the larger the dimensionality of the kernel, the 

stronger the smoothing. Example of kernel (Eq. 2): 

 

𝐾 =
1

𝐾ℎ𝑒𝑖𝑔ℎ𝑡 ∗ 𝐾𝑤𝑖𝑑𝑡ℎ

(
1 1 1
1 1 1
1 1 1

), (2) 

 

where K – 3×3 core. 

Gaussian antialiasing is used to smooth out sharp 

corners and get rid of noise. This smoothing is based on 
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the Gaussian function formula in two-dimensional space. 

It is applied to each pixel, after which a convolution 

matrix is formed. The pixel value is updated using a 

weighted average formula based on the kernel dimension. 

Impulse noise, or randomly occurring black and white 

pixels, is a type of noise in images. For this case, a 

median filter is used and a kernel is also used, but the 

median in a given vicinity rather than the mean value is 

considered [21].  

Histogram alignment is a method of increasing the 

intensity range of an image. This operation is performed 

by overriding the pixel value using a cumulative 

distribution function [29]. If, however, there are heavily 

overexposed parts of the image, conventional histogram 

equalization will lose information in these areas due to 

the relatively large range of variation. Adaptive 

histogram equalization helps to solve this problem by 

applying the histogram equalization operation to parts of 

the image separately [30]. 

5. Introducing image preprocessing 

The recognized image and the camera image were 

processed in the following order: conversion to grayscale, 

Gaussian smoothing and adaptive histogram 

equalization. There are corresponding methods in 

OpenCV: Cv2.CvtColor(), Cv2.GaussianBlur(), 

Cv2.Blur(), Cv2.MedianBlur, CLAHE.Apply(). 

A comparison was made between the recognition times 

before and after filter processing. This experiment was 

due to the fact that the developed application runs in real 

time. Experiments were conducted with different 

degrees of light, the time of correct recognition was 

considered the moment when the dialog prompt 

appeared in the upper panel. The time was measured 

using the StopWatch class functions: Start() and Stop.  

The degree of illumination was measured using a Testo 

540 luxmeter. To determine the mean, medians were 

chosen as the most resistant to experimental emissions 

values [31]. 

The graph (Fig. 4) shows that the recognition is much 

faster when image preprocessing is used, and the lower 

the illumination, the higher the effect of preprocessing 

on the object recognition time. 

 

Fig. 4: Graphs without processing and processing by 

low-pass filters with a kernel 

6. Conclusion 

The algorithms of the OpenCV library allow the 

creation of basic functionality for augmented reality 

applications. Various combinations of image 

preprocessing, keypoint recognition and matching 

methods produce results that can be used for a variety of 

purposes. The algorithms considered combine to provide 

image recognition functionality in space. 

The application also revealed weaknesses such as the 

dependence on lighting quality and on the speed of the 

software to display the frame on each frame. Applying 

pre-filtering and remembering previous values has 

greatly improved the display. Thus, proper use of 

OpenCV provides the opportunity to design a variety of 

functionality. 
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