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Abstract 

This paper reports on modifications to our previously proposed music recommendation system to include a method 

by which users interact with the system via facial expressions. More specifically, by presenting either happy or neutral 

facial expressions to a personified agent, the user informs the system of his or her opinion regarding the song being 

played. A happy facial expression means that he or she would enjoy listening to the song again, while a neutral facial 

expression means the opposite. 
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1. Introduction

Recently, music therapy has been used to improve the 

recognition ability of people, particularly older people. 

Music therapy may be more effective if music that is liked 

by an individual is adopted. 

In the system proposed in our previous study,1 it is 

necessary for subjects to enter subjective information into the 

computer using a keyboard to report their evaluations to the 

system, which would then propose music recommendations. 

However, keyboard user input is often a daunting task for 

physically disabled or elderly persons (especially those with 

dementia), which means that support from nurses, caregivers 

such as family or facility staff, etc., is required.  

With that point in mind, this paper reports on 

improvements to that system made by including an 

interface through which users interact with the system via 

a personified agent. More specifically, our improved 

system recognizes and analyses facial expressions and 

uses synthesized voice/expression output when producing 

recommendations. We also report on a performance 

evaluation of our improved system. 

2. Face API

In our newly proposed system, facial expressions in the 

input image are detected using the Face application program 

interface (API),2 which has already been used in several 

previous studies.3,4 Face, which is a Web API provided by 

Microsoft as part of its artificial intelligence (AI) related 

Cognitive Services, is designed to identify eight emotional 

states: anger, contempt, disgust, fear, happiness, a neutral 

state, sadness, and surprise. An example result obtained 

using the Face API is shown in Fig. 1. 

Fig. 1. Facial expression recognition using Face 

API (smile). 
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3. Music recommendation system based on 

facial expression recognition results 

3.1. Improvements over the previously proposed 

system 

Our previously proposed system1 required keyboard 

inputs in order to play music, select the genre of the 

recommended music, input the user's subjective 

evaluation of the recommended music, or to play the next 

piece of music.  

In contrast, we implemented two improvements in 

our proposed music recommendation system to 

accommodate subjects who have difficulty in inputting 

information via keyboards so they can use it unassisted: 

(i) We prepared video footage of a personified agent5 

giving music recommendations by the method 

outlined in the previous study6 and implemented it 

in the new system.  

(ii) We modified the system's genre recommendation 

method by using facial expressions as system input 

for obtaining users’ subjective evaluations. More 

specifically, user facial expressions are obtained in 

response to each piece of music presented by the 

system and are analyzed using the Face API to 

produce recommendations. 

With these improvements, system users can operate 

the improved music recommendation system 

independently without having to manipulate a keyboard. 

3.2. System overview 

Initially, the subjects are asked to select one of the 

recommended song genres, either children's songs or 

popular music, by consciously making facial expressions 

to display feelings such as "happy" for the children's 

songs or "neutral" for the popular selections. Then, songs 

from the selected music genre are played by the music 

recommendation system as described in our previous 

report.1  The subjects are instructed to consciously 

present "happy" or "neutral" facial expressions when they 

felt enjoyment (would want to listen to that piece again) 

or when they felt no enjoyment (would not want to listen 

to that piece anymore), respectively.  

The music recommendation system then selects and 

plays the next recommended song while considering the 

answer expressed by the user's facial expression as a 

subjective evaluation value. If the total number of 

recommended songs reaches the system’s upper limit for 

the recommendations, or if there are no more songs 

available to evaluate, the music recommendation process 

is finished, as shown in Fig. 2. 

3.3. Input using facial expression recognition 

As discussed above, in our previous system1, the 

subjective evaluation value of the user was input using 

the keyboard to determine the next recommended song. 

In this study, the system was modified so that the "I 

would enjoy listening to this again (1)" is input when the 

happiness value obtained from Face API exceeds the 

threshold value, while in other cases, "I do not want to 

listen to this again (0)" is obtained.  

4. Experiment 

4.1. Preliminary experiment 

4.1.1. Setting the threshold 

In order to determine the best way to use facial expressions 

as evaluation inputs for our music recommendation system, 

it was first necessary to conduct a preliminary experiment 

to define the threshold value. 

4.1.2. Conditions 

The music recommendation system developed in this 

study was used on 5 male subjects in their 20s. The 

experiment was performed using two databases: one 

 

Fig. 2. Processing flow of the proposed system. 
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consisting of 52 children's songs and another consisting of 

58 popular songs. 

4.1.3. Results 

The threshold was determined to be 0.5, which is the 

average of the maximum and minimum values of 

"happiness" for the five subjects, obtained from the 

preliminary experiment. 

4.2. Evaluation experiment 

4.2.1. Conditions 

In this experiment, 10 test subjects (7 men and 3 women in 

their 20s) were first asked to obtain music 

recommendations using the previously reported music 

recommendation system1. Next, the subjects were asked to 

obtain music recommendations using the improved system 

proposed in this study, after which they answered a 

questionnaire consisting of five-grade evaluations for three 

questions. In addition, the subjects were tasked with 

submitting their individual subjective evaluation values for 

the recommended music. This experiment was performed 

using the same two databases mentioned in Section 4.1.2. 

above. 

4.2.2. Results and discussion 

Table 1 shows the contents of the questionnaire items, 

while Table 2 shows the evaluation values on each 

question item for all subjects, and Table 3 shows the 

average value of the items in each question. Question items 

1 and 2 addressed the operability and usability of the music 

recommendation system developed by our method, while 

Question item 3 was answered by comparing the previous 

version of our system1 with the newly proposed version. 

Table 4 shows the concordance rate of facial 

expression recognition and subjective evaluation, and 

recommendation accuracy for each subject, while Table 5 

shows the concordance rate of facial expression 

recognition and subjective evaluation, and 

recommendation accuracy. 

These results show that our proposed system has a 

good level of usability and a high concordance rate of 

facial expression recognition and subjective evaluation, 

which means that it is possible to input user evaluations 

into the music recommendation system using facial 

expressions rather than keyboards. 

However, since there were two subjects who answered 

that "the music playback time was too long" in the free 

description, it will be necessary to include a feature that 

will allow the subject to interrupt the music playback and 

advance to the next music selection at will. 

 

Table 1. Questionnaire used to evaluate the proposed system. 

No. Question 

1 

How easy was it to express your subjective evaluation 

via facial expressions? 
 
[5] Very easy, [4] Easy, [3] Neither easy nor difficult, 

 [2] Difficult, [1] Very difficult 

2 

Was the agent's description easy to understand? 
 
[5] Very easy, [4] Easy, [3] Neither easy nor difficult, 

[2] Difficult, [1] Very difficult 

3 

Did you find the proposed music recommendation 

process to be more fun to use than the previous system? 
 
[5] Extremely fun, [4] Fun, [3] Neither, [2] Not too 

fun, [1] Not fun at all 

 

Table 2. Evaluation of the proposed system 

Question no.  
Subjects 

F G H I J K L M N O 

.1 3 5 5 5 5 5 5 5 5 5 

.2 4 4 4 5 5 5 5 4 5 5 

.3 5 4 5 4 4 5 5 4 5 5 

 

Table 3. Average value of evaluation of the proposed system 

Question no. 1 2 3 

Average 4.8 4.6 4.6 

Table 4. Concordance rate of ①facial expression 

recognition and ②subjective evaluation, and 

recommendation accuracy for each subject 

Subjects F G H I J 

Genre 
Children's 

song 
Popular 

song 
Children's 

song 
Children's 

song 
Children's 

song 

Concordance rate 

of  and  (%) 
100 100 100 100 100 

Recommendation 

accuracy (%) 57.1 66.7 64.3 50.0 50.0 

 
Subjects K L M N O 

Genre 
Children's 

song 

Children's 

song 

Popular 

song 

Popular 

song 

Popular 

song 

Concordance rate 

of  and  (%) 
93.3 100 100 100 100 

Recommendation 

accuracy (%) 78.6 50.0 55.6 50.0 77.8 

Table 5. Concordance rate of facial expression recognition 

and subjective evaluation, and recommendation accuracy 

Concordance rate (%) 99.2 

Recommendation accuracy (%) 59.7 

 

862



Taro Asada, Motoki Kawamura, Yasunari Yoshitomi, Masayoshi Tabuse 
 

© The 2022 International Conference on Artificial Life and Robotics (ICAROB2022), January 20 to 23, 2022 

Also, in the free comments, one subject noted, "If I am 

not looking at the camera when the system makes a 

determination as to whether 'I don't want to listen to it 

again,' my expression is judged to be neutral even if I am 

showing a different expression."  

This situation occurs because our system only makes 

an "I would enjoy listening to this again (1)" determination 

when the happiness value obtained from the Face API 

exceeds the threshold value and makes an "I do not want 

to listen to this again (0)" determination in all other cases. 

Therefore, it will be necessary to use a more precise 

method for neutral facial expression determinations.  

5. Conclusion 

In this study, we demonstrated the effectiveness of using 

conscious facial expressions as music evaluation inputs in 

a music recommendation system. However, to achieve 

further usability, improvements such as allowing the user 

to interrupt the playback of a song and start the playback 

of the next song selection at will should be considered.  
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