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Abstract 

We are studying data expansion methods in automatic summarization systems. In our research, the method of 

expanding the input article with unnecessary sentences deleted is the most effective of the extended methods. In the 

previous research, we have tried a method of adding most important sentences. In this research, we propose a 

method that combines the deletion of unnecessary sentences and the addition of most important sentences. We 

propose a hybrid method with two methods, one is to add important sentences first and the other is to add important 

sentences last. 
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1. Introduction

Currently, the amount of information on the Internet 

is expected to increase at an average annual rate of 29% 

from 2010 to 2024, reaching 143 ZB by 2024 [1]. In 

terms of text data, the number of websites worldwide in 

2018 was about 1.6 billion, however, it was about 1.8 

billion in 2021 [2]. Since it has increased by about 200 

million in three years, it is expected that text data will 

increase steadily in the future. Under such 

circumstances, the issue of selecting information is an 

urgent problem. Automatic summarization struggles that 

issue. However, it can be said that extractive 

summarization that only made up with sentences is not 

sufficient. Since the sentence-to-sentence connection is 

not taken into consideration, readability is lacking. 

Therefore, it is needed generative summarization as a 

technology that looks ahead. A generative 

summarization basically uses the Encoder-Decoder 

model, which learns the relationship between input and 

output and generates one word at a time in the output 

when a new input comes in during the test. Various 

models have been proposed [3,4]. In this study, the 

Pointer-Generator model [3] uses as the baseline model. 

One of the issues with the generative summarization 

model is that data maintenance is costly. We have to 

attach a manual summary to each article in order to 

make the generative summarization model. Therefore, 

we focused on data augmentation as a method that can 

be applied to any model. This is to create extended data 

from existing data. As a result, it was confirmed that the 

accuracy of the evaluation metric ROUGE [5] of 

Pointer-Generator model applied by the data 

augmentation method is improved by about 1% 

compared to baseline model. 

Next, we explain the method of data augmentation 

simply. We decide the importance of each sentence in 

each article. To decide the importance of sentences, we 

used the topic model. In the existing research [6], the 

sentence with the lowest importance is removed to 

obtain extended data. Furthermore, a previous study [7] 

examined the effect of expansion by adding the most 

important sentences. This method is further divided into 

two methods depending on the position of addition. The 

method of adding to the beginning of existing data is 

called “add-s”, and the method of adding to the end of 

existing data is called “add-e”. Also, the method by 

removing the lowest important sentence is called 

“remove”. This method was proposed method in [7].  
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And in this research, we propose a new method. It's a 

combination of “remove” and “add”. It is called a 

“hybrid”. The method that combines “remove” and 

“add-e” is called “hybrid-e”. The method that combines 

“remove” and “add-s” is called “hybrid-s”. These five 

techniques (“remove”, “add-e”, “add-s”, “hybrid-e”, and 

“hybrid-s”) are described in Section 2. Experiments and 

results are described in Section 3. And discussions are 

given in Section 4. 

2. Data Augmentation Method 

This section describes the five models used in the 

data augmentation method. In each method, each 

sentence is scored in an article, and create the extended 

data using this score. 

2.1. Topic Model 

The topic model is used in the existing method and 

the new method. For how to determine the importance 

of sentences using the topic model, we referred to 

existing research [8]. The topic model is one of the 

language models that assumes that one document 

consists of multiple topics. In addition, each topic has 

an appearance word distribution. The method of 

determining the importance of a sentence is as follows. 

 

1. Calculate the frequency of occurrence in a topic 

with words that make up a sentence 

2. Sum of all the words that make up the sentence 

3. Divide by the square root of the sentence length 

4. Sum on all topics 

2.2.  Proposed method 

The five methods ("remove", "add-e", "add-s", 

"hybrid-e", "hybrid-s") use the topic model. First of all, 

we calculate the score of sentences importance in input 

one article using topic model. In the “remove” method, 

the lowest important sentence is removed to existing 

data. In the “add-e” method, the highest important 

sentence is added to end of existing data. In the “add-s” 

method, the highest important sentence is added to 

beginning of existing data. In the "hybrid" method, 

important sentences are added and then unnecessary 

sentences are deleted. Figure 1 shows the remove 

method processing procedure. 

 

 

 

 

 

 

 

3. Experiment and Results 

3.1. Parameter Setting 

The CNN / DailyMail dataset is used as the dataset 

for training, evaluating, and testing. The training data, 

evaluating data, and test data are 287,226 articles, 

13,768 articles, and 11,490 articles, respectively. The 

model used for the experiment is the Pointer-Generator 

model, which is composed of a copy mechanism and a 

coverage mechanism when learning. In the Copy 

mechanism we calculate the error of the evaluating data 

each time the epoch ends and we use the model of the 

epoch with the lowest error in Early Stopping. Early 

Stopping what we mean here, uses a model that waits 

twice as many epochs as the error seems to be the 

minimum, unless the minimum value is updated. Next, 

in the coverage mechanism, the same processing is 

performed in the coverage loss. We use ROUGE as 

using for evaluation on existing research. 

The program used in this research uses PyTorch. It 

has been confirmed that this program can achieve the 

same result as [3]. The hidden layer vector size was set 

to 256 and the embedded vector size was set to 128. The 

batch size was set to 8. In the original paper, the batch 

size is 16, so double learning is required to learn the 

same number of articles. The beam size was set to 4. 

The beam search will be described later. The number of 

vocabulary was set to 50,000. The learning rate was set 

to 0.15. 

In this program, the number of words used to encode 

an input article is limited to 400. This setting has no 

effect on learning an extended data. Specifically, an 

extended data is the same as an original data. This is 

because the extracted sentence may not be within 400 

words from the beginning. We must confirm that the 

extracted sentence is present in the input article. 

Therefore, I found the article with the most number of 

words among the articles used in the training data. The 

number of words with the most words was 2,380. And 

Figure 1 Proposed method(“remove”) processing procedure 
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the upper limit of the number of words used in encoding 

the input article was set to 2,380. Table 1 shows the 

values of ROUGE when the maximum number of words 

is 400 and 2,380. In the Table 1, f, r, and p represent the 

F value, recall, and precision, respectively. 

 

 

 

 

 
Table 1 shows when the upper limit of the number of 

words is increased from 400 to 2,380, the value of 

ROUGE increases slightly. In the following, the 

experiment is performed with the upper limit of the 

number of words set to 2,380. 

In this experiment, we calculated the average 

ROUGE value of three experiments in order to 

eliminate the randomness of the parameters as much as 

possible. 

3.2. Beam search 

Greedy method contrasts with beam search. 

Specifically, in greedy method, when generating a word, 

one word with the highest generation probability is 

selected, while in beam search, processing is performed 

while holding the top K words. Then, we make the final 

summarizations by multiplying the probabilities of each 

word generation, and make the highest one the final 

summarization. In this experiment, this K value is set to 

4. The following Table 2 summarizes the parameter 

settings. 

 

 

 

 

3.3. Experimental Results 

The results are shown in Table 3, 4 and 5. 

 

 

 

 

 
 

 
 

 

 
 

 

Table 3 shows the results of the 6 methods (normal, 

remove, add-e, add-s, hybrid-e, hybrid-s) when 115,000 

articles were trained, Table 4 when 57,000 articles were 

trained, and Table 5 when 28,000 articles were trained. 

“normal” method is baseline model. 

3.4. Disccusion 

Among all the number of articles, “remove” showed 

the best effect of expansion. In training data 115,000 

articles, “remove” showed the best effect. Next, “add-e” 

had good effect. In training data 57,000 articles, 

“hybrid-s” and “remove” showed the best effect. In 

training data 28,000 articles, “add-s” showed the best 

effect. In training data 28,000 articles, “add-s” showed 

the best effect. Next, “remove” and “hybrid-e” had 

almost the same good effect. “add-e”, “add-s”, “hybrid-

e”, and “hybrid-s” were not found to be superior or 

inferior in this experiment. For “remove”, too few or too 

many articles seemed to reduce the effect. However, the 

number of articles in the middle seemed to be the most 

effective. In order to verify this, the following additional 

experiment was conducted. 

3.5. Additional Experiment 

The purpose of this experiment is to see at which 

number of articles the effect is most visible. For this 

purpose, we tried experiments with training data of 

10,000, 28,000, 45,000, 57,000, 90,000, 180,000, and 

287,226 articles. The methods used were “normal” and 

“remove”. The results are shown in Table 6 and 7. 

 

ROUGE-1-f ROUGE-1-r ROUGE-1-p ROUGE-2-f ROUGE-2-r ROUGE-2-p
400 0.3935 0.4372 0.3800 0.1709 0.1891 0.1662
2380 0.3958 0.4181 0.3994 0.1741 0.1832 0.1770

ROUGE-L-f ROUGE-L-rROUGE-L-p
400 0.3616 0.4014 0.3493
2380 0.3644 0.3846 0.3679

hidden vector size 256
embbed vector size 128

batch size 8
beam size 4

vocabulary size 50,000
lerning rate 0.15

input word size 2,380

normal remove add-e add-s hybrid-e hybrid-s
ROUGE-1 0.3137 0.3302 0.3231 0.3210 0.3256 0.3302
ROUGE-2 0.1145 0.1272 0.1239 0.1183 0.1264 0.1269
ROUGE-L 0.2676 0.2828 0.2773 0.2745 0.2806 0.2813

normal remove add-e add-s hybrid-e hybrid-s
ROUGE-1 0.3056 0.3188 0.3043 0.3265 0.3187 0.3052
ROUGE-2 0.1079 0.1201 0.1048 0.1252 0.1212 0.1050
ROUGE-L 0.2595 0.2711 0.2601 0.2790 0.2730 0.2573

Table 5 Results of learning 28,000 articles 

using 6 methods 

Table 4 Results of learning 57,000 articles 

using 6 methods 

Table 3 Results of learning 115,000 articles 

using 6 methods 

Table1 the values of ROUGE when the maximum 

number of words is 400 and 2,380 

Table 2 Parameter settings 

normal remove add-e add-s hybrid-e hybrid-s
ROUGE-1 0.3441 0.3519 0.3470 0.3436 0.3429 0.3462
ROUGE-2 0.1389 0.1426 0.1400 0.1382 0.1374 0.1394
ROUGE-L 0.2968 0.3025 0.2977 0.2963 0.2945 0.2970
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Thus, with 57,000 articles at the top, the expansion 

effect of remove is getting worse for both fewer and 

more articles than that. And we can also see that it gets 

better for fewer articles than for more. It is expected that 

the reason why it got worse with more articles is that it 

is not possible to generate a more varied input article 

vector. The reason why it was worse for fewer articles is 

that the input article vector was biased. Since the 

expansion is only a slight modification of the original 

article, if the vector is too biased, it will remain biased 

even after the expansion. 

 

4. Conclusion 

In this study, we proposed "hybrid-e" and "hybrid-s" 

in addition to the existing work [7]. Both methods 

showed the effect of expansion, but not better than 

"remove"." The reason why "add-e", "add-s", "hybrid-e", 

and "hybrid-s" had a certain effect was because the 

extended data was readable and understandable to 

humans. In the existing study [6], the EDA method was 

not so effective because the readability of the extended 

data was reduced. 

In this study, we also examined at what number of 

articles the effect of expansion is most apparent. As a 

result of the verification, it was found that the effect of 

the expansion was diminished for both too few and too 

many articles. 

As a future task, we would like to show the high 

applicability of the proposed method by verifying 

whether the effect of the expansion can be seen in a 

better model that is currently being devised [9], 

although in this study we only tested the Pointer-

Generator model. 
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10,000 28,000 45,000 57,000
normal 0.3226 0.3358 0.3398 0.3340
remove 0.3335 0.3473 0.3506 0.3591

difference 0.0109 0.0115 0.0108 0.0251

90,000 180,000 287,226
normal 0.3538 0.3758 0.3841
remove 0.3627 0.3827 0.3916

difference 0.0089 0.0069 0.0075

Table 6 Results of each the number of articles by 

“normal” and “remove” 
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