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Abstract 

Recent studies on visual physiology have suggested that fixational eye movements contribute to the information 

processing function of the retina. In this study, we built a robotic vision system that emulates the characteristics of 

fixational eye movements and retinal sampling as an assistant tool for clarifying information processing through the 

collaboration of eye movements and neural circuits. The proposed robotic vision system consists of two 

galvanometers, a field-programmable gate array (FPGA) board, and a high-speed, high-resolution camera. We 

measured the frequency response of this robotic vision system, and the results showed that the system satisfied the 

requirements for emulating the frequency characteristics of biological eye movements. In addition, we generated 

command signals in the FPGA to emulate biological eye movements and confirmed the satisfactory operation of the 

system. 
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1. Introduction

The visual nervous system contains a large number of 

neurons and synapses, and it is difficult to monitor each 

of them simultaneously with sufficient resolution in 

physiological experiments. Therefore, it is useful to 

develop a neural-circuit model that describes the 

characteristics of neurons and their interactions based on 

physiological knowledge, and to use a simulation 

approach to reproduce the activity of a group of neurons. 

In simulation experiments, we can systematically 

investigate the functions and properties of each element 

of the visual network by freely controlling the parameters 

that are difficult to control in physiological experiments. 

Eye movements, body movements, and adaptations 

that occur at all levels of the visual system can be viewed 

as active actions of the biological visual system that 

constantly seeks to acquire new information. If the 

biological visual system is considered as a system that 

performs visual computation while interacting with the 

external world, it is essential to perform the biological 

vision simulation in real time. 

A methodology that attempts to understand the 

intricate essence of a system that undergoes complex 
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interactions with the external environment by 

constructing an artificial system with a similar structure 

as the hardware and verifying its operation is called a 

constructivist methodology. Since Mead et al. 

demonstrated an analog circuit that mimics the structure 

of the retina [1], research has been extensively conducted 

to reproduce the structure of retinal neurons and their 

network circuits as faithfully as possible on silicon. 

These studies are significant from the standpoint of 

understanding biological vision and engineering 

applications (reviewed in [2]).  A real-time simulation of 

the visual system has also been realized [3]. 

Although there have been attempts at hardware 

emulation of the visual nervous system, there are few 

examples of hardware implementation of eye movements, 

which are the entry points for light input to the visual 

system, for simulation purposes. As mentioned earlier, if 

we consider the visual system as an active process, it is 

important to realize the hardware that can mimic eye 

movements using a bio-visual simulation method.  In 

addition, findings from visual physiology and visual 

psychology experiments suggest that fixational eye 

movement contributes to the realization of retinal neural 

circuit functions, such as high spatial resolution [4], 

foreground–background separation [5], and target 

prediction [6]. 

In this study, we developed a robotic vision system 

that can receive visual input considering eye movements, 

for simulation of biological vision and evaluated the 

frequency characteristics of the visual input during 

fidgety microtremors in the robotic vision system. 

2. Fixational eye movements and retinal 

sampling 

Human fixation eye movement is composed of three 

components: tremor, drift, and microsaccade. 

Tremor is an eye movement of small amplitude 

occurring at a frequency of 90 Hz or less, whereas 

microsaccade is an eye movement with a velocity of 

approximately 120 °/s occurring at a frequency of 2.0 Hz 

or less. Drift is a low-speed eye movement that occurs 

simultaneously with tremor and in between 

microsaccades [7]. To reproduce these movements using 

an engineering approach, it is necessary for a robot vision 

system to have a cutoff frequency of 90 Hz or higher and 

to move at a speed of 120 °/s or higher.  

The spatio-temporal characteristics of retinal 

sampling are used as a reference for selecting a camera 

module. The density of cone cells in the photoreceptor 

layer of the central fossa of the retina is approximately 

150000 cells/mm2 [8] and the relationship between the 

angle and length of the retina is approximately 300 µm/° 

[9]. Therefore, the spatial-resolution requirement of the 

robotic vision system is estimated to be 116 pixels/°. In 

this study, we assumed that one pixel of the image sensor 

corresponds to one cell of the retinal photoreceptor layer. 

Next, the temporal characteristics of retinal ganglion 

cells are considered to determine the frame rate of the 

camera module. Because the incidence of spike response 

of ganglion cells in the retina is once every 5 ms (200 Hz) 

on average, the frame rate requirement of the robotic 

vision system is 200 Hz or higher. 

3. System integration 

3.1. Hardware 

Fig. 1(a) and Fig.1 (b) show the hardware setup and 

block diagram of the proposed system, respectively. The 

proposed robotic vision system consists of an optical pan-

tilt mechanism with two rotating mirrors, its driver 

module, digital circuits for control signal generation, A/D 

and D/A converters, and a high-speed, high-resolution 

camera. 

In general, in a pan/tilt camera, the line of sight is 

mechanically controlled using a rotary actuator. However, 

the mechanical control of gaze direction using a rotary 

actuator does not provide sufficient high-speed 

performance. In this study, we optically controlled the 

line-of-sight direction at high speed using a rotating 

mirror with two axes (pan and tilt), based on the study 

presented in [10].  In [10], a pupil-transmission system 

was installed between the camera and the mirror to 

resolve the trade-off between light intensity and angle of 

view. Signals for pan-tilt control are generated by digital 

circuits in the field-programmable gate array (FPGA); 

these signals are then D/A converted and input to the 

driver module for the motor driving the mirror. Signals 

representing the rotation angle of the mirror are output 

from the encoders installed on each axis and input to the 

FPGA via A/D converters. The mirror speed  
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of the system, operating frequency, operating range, and 

lens diagonal angle of view of the pupil transfer system 

are set to 280 °/s, 200 Hz, ±20 °, and  38.6°, 

respectively. 

Fig. 2 depicts the measured frequency response of 

the optical pan-tilt system. Sinusoidal signals of various 

frequencies with an amplitude of 0.5 V (±1.26°) are input 

to the optical pan-tilt system, and the angle signal of the 

mirror is measured by the encoder. The gain and phase 

characteristics of the optical pan-tilt system are measured 

on the basis of the relationship between the input and 

output signals. The cutoff frequency is higher than the 

target value of 200 Hz, which meets the requirements of 

the system. 

The camera module used is a JAI SP-25000C-

CXP4A, which has a resolution of 5120 × 3832 pixels 

when operated at a resolution of 200 fps. The spatial 

resolution of this camera is 140 pixel/°, which satisfies 

the requirement (116 pixel/°) for the robotic vision 

systems described in Section 2. 

3.2. Control signals for drift motion 

In this study, we focused on the drift motion even 

during fixational eye movements. Considering the 

temporal characteristics of the drift motion, we Imple- 

 

mented a digital circuit to generate control signals for the 

optical pan-tilt system based on the study by Hasegawa 

et al. [11]. To reproduce the motion, the displacement 

vector from the gazing center position was used as the 

control signal for the mirror control motor. 

Fig. 3(a) shows a schematic of the circuit 

configuration used to generate the displacement vector. 

The circuit consists of a pulse generator (PG), a pair of 

63-bit linear feedback shift registers (LFSRx and LFSRy), 

and a pair of summing modules (Σ). The pulse generator 

sends a sequence of four pulses as a clock signal to the 

linear feedback shift registers; this shifts the information 

in the registers by four bits. LFSRx and LFSRy generate 

M-sequences that are independent of each other. The 

summing module outputs the number of bit 0's in each 

connected linear-feedback shift register. The 

displacement vectors Δx and Δy are obtained by rounding 

the number of bits to integer values. Figure 3(b) shows a 

typical eye position transition pattern, where one pixel 

corresponds to the size of a cone cell in the central part 

of the human retina (visual angle of 0.6 arcmin). The 

width and velocity distribution of the fixational eye 

movement are reasonable [12]. 

 

 
(a) 

 
(b) 

Fig. 1  (a) Hardware setup of the proposed system. (b) Block 

diagram of the proposed system. 

 
(a) 

 

 
(b) 

Fig. 2 Frequency response of optical pan-tilt system. (a) Gain 

characteristics. (b) Phase characteristics. 
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4. Experiments and Results 

Experiments and analyses were performed using the 

following procedure: First, the two images shown in 

Fig.4 were input to the robotic vision system in two cases 

viz. drifting motion of the mirror and stationary motion 

of the mirror. We applied a three-dimensional Fourier 

transform to each of the obtained movies to transform 

them into a spatio-temporal frequency space. Next, at 

each time frequency, the data was two-dimensionalized 

by averaging over each of the same spatial frequencies 

(center images of Fig. 4). Finally, by integrating in the 

time direction at each spatial frequency, a graph was 

created to represent the spatial frequency characteristics 

of the system. 

The results demonstrate that the spatial frequency 

response of the visual input with the mirror stationary is 

that of a natural image, with the amplitude spectrum 

decaying to 1/f. However, the low spatial frequency 

response of the visual input with the mirror in motion was 

flatter than that with the mirror stationary. This is similar 

to the effect of eye movement on the visual input of a 

biological vision system. 

 
(a) 

 
(b) 

Fig. 3 (a) Digital calculation circuit for displacement vector of 

fixational eye movements. (b) Variation of the displacement 

vector generated by the digital circuitry. 

 

Fig.4 Spatio-temporal frequency characteristics of visual stimuli when the system is presented with images of (a) a meadow and (b) 

mountain, as input images. The images in the center left and center right show the spatio-temporal frequency characteristics when 

the mirror is stationary and when the mirror is moving, respectively. The graphs on the right show the spatial frequency response 

when the amplitude component is integrated in the time frequency direction. 
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5. Conclusion 

We developed a robotic vision system that simulates 

the characteristics of human fixational eye movements 

and retinal sampling. To achieve fast response 

characteristics, such as those of fixational eye 

movements, we integrated an optical pan-tilt system 

using galvanometer mirrors and a digital circuit that 

generates control signals simulating eye movements and 

emulated dynamic characteristics similar to the drift 

component of actual human eye movements. In addition, 

we measured the spatio-temporal characteristics of the 

retinal input with and without fixational eye movement 

using the proposed system. From the results, we 

confirmed that the proposed system can simulate the 

spatio-temporal frequency characteristics of the visual 

input during human fixational eye movements. This 

system is expected to be a useful tool for understanding 

the relationship between eye movements and visual 

information processing in the biological visual system. 
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