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Abstract 

In image classification tasks, preprocessing of input images is one of the promising approaches for improving the 

performance. In this study, we investigated the effect of neuro-inspired preprocessing, such as Gabor filtering. We 

compared the averaged classification accuracy of multiple CNNs with the following three types of preprocessing: no 

preprocessing, Gabor filtering, and calculation of the difference between two Gabor filtered signals in the opposite 

color channels. The results showed that Gabor filtering increased the classification accuracy. 
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1. Introduction

Convolutional neural networks (CNNs) are one of the 

most useful components in the field of image 

classification. In the CNNs that receive RGB images, 

features required for classification are extracted in the 

hidden layers. For example, Krizhevsky et al. showed 

that some of the kernels of the first layer in their CNN 

were selective to a particular image feature, such as 

spatial frequency, orientation, and color.1 Using an input 

image in which features are extracted in advance could 

improve the accuracy and shorten the time required for 

learning. Actually, several models that combine CNNs 

and feature extraction with Gabor filters have been 

proposed.2,3 

On the other hand, in the mammalian visual nervous 

systems, by which CNNs were inspired, the spatial 

characteristics of a type of neurons found in the primary 

visual cortex are modeled as Gabor filters.4 Applying the 

processing in the early visual cortex to preprocessing of 

CNNs is expected to improve the performance of CNNs 

because the sophisticated visual functions in the brain, 

such as classification, are achieved by using the signals 

preprocessed by the primary visual cortex, which is the 

front end of the visual signal processing in the brain. 

The purpose of this study is to investigate the effects 

of neuro-inspired preprocessing, such as Gabor filtering 

and calculation of the difference between opposite color 

signals, on CNNs. We compared the classification 

performance of CNNs with the following three types 

preprocessing: no preprocessing, Gabor filtering, and 

calculation of the difference between two Gabor filtered 

signals in the opposite color channels. In addition, in 

order to remove the influence of the topology of a 

particular CNN, we evaluated the performance in terms 

of the average value of the results of 50 CNNs whose 

parameters were determined randomly. 
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2. Image classification algorithm 

2.1.  Processing flow of classification 

Fig.1 shows the processing flow diagrams with three 

different preprocessing: no preprocessing (Fig. 1(a)), 

Gabor filtering (Fig.1 (b)), and calculation of the 

difference between two Gabor filtered signals in the 

opposite color channels (Fig.1 (c)). The input images are 

composed of RGB three channels.  

The Gabor filters enhance edges with 0, 45, 90, and 

135 degree orientations of each color channel. The 

component labeled “opposite color contrast” calculates 

the difference between the red and the green channels and 

the difference between the blue and the yellow (the 

average of red and green) channels, and this processing 

is applied to the Gabor filtered signals of each orientation 

separately.  In addition, the outputs of Gabor filters and 

the outputs of the opposite color contrast processing are 

rectified as shown in Fig.1(b) and (c).  

The average of outputs from 50 CNNs whose 

parameters were chosen randomly were used for 

evaluation; the parameters are the number of layers and 

neurons, and the size of kernels for convolution. 

2.2. Preprocessing 

2.2.1.  Gabor filtering 

A Gabor filter is a two dimensional spatial filter that 

enhances edges with a particular orientation, and was 

used to simulate the spatial characteristics of a simple cell, 

which is a well-studied neuron in the primary visual 

cortex.4 In this study, we used Gabor filters that enhance 

edges with 0, 45, 90, and 135 degree orientations. The 

kernel of a Gabor filter that enhances edges with 𝜃 

degree orientation is expressed as: 

𝐺(𝑥, 𝑦) = 𝐴 ∙ exp (−
𝑥2 + 𝑦2

2𝜎2
) 

× cos (
2𝜋

𝜆
(𝑥 cos 𝜃 + 𝑦 sin 𝜃) + 𝜙) (1) 

where 𝑥  and 𝑦  represent the coordinates in the kernel. 

The parameters were set as follows: 𝐴 = 0.506, 𝜎 = 2.0, 

𝜆 = 4.0 , 𝜙 = 𝜋/2 . Fig. 2 shows the spatial 

characteristics at 𝑦 = 0 of the filter whose 𝜃 = 0.  

The Gabor filtered images of RGB channels are 

hereinafter referred to as (𝐺𝑅, 𝐺𝐺 , 𝐺𝐵), respectively. 

2.2.2.  Opposite color contrast 

Before calculating the difference between opposite color 

signals, the yellow channel is generated by  

𝐺𝑌(𝑥, 𝑦) =
𝐺𝑅(𝑥, 𝑦) + 𝐺𝐺(𝑥, 𝑦)

2
, (2) 
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Fig. 2.  Weights of the Gabor filter used in this study at 𝑦 = 0. 

The black dots represent the weights of the Gabor filter, and the 

dotted line plots the fitted curve of the Gabor function. 
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Fig. 1.  Processing flow of classification. (a) Processing flow 

without preprocessing. (b) Processing flow with Gabor filtering. 

Four types of Gabor filters that enhance the following 

orientations were used: 0, 45, 90, and 135 degrees. The 

rectangles above the normalization represents rectification. (c) 

Processing flow with the calculation of the difference between 

two Gabor filtered signals in the opposite color channels. The 

processing to achieve the opposite color contrast is applied to 

the Gabor filtered signals of each orientation separately.  
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where 𝑥 and 𝑦 represent the coordinates on the image.  

The output signals of the opposite color contrast 

processing are given by 𝐺𝑅−𝐺 = 𝐺𝑅 − 𝐺𝐺  and  𝐺𝐵−𝑌 =

𝐺𝐵 − 𝐺𝑌. This processing is applied separately to each 

output image of the Gabor filter with four orientations. 

2.3. Convolutional neural network 

CNNs are neural networks (NNs) mainly composed of 

convolutional layers, fully connected layers, and pooling 

layers.  

Fig.3 shows the architecture of the CNNs used in this 

study. The average of outputs from 50 CNNs whose 

parameters were chosen randomly were evaluated to 

remove the dependency on the topology of CNNs, and to 

investigate the effect of preprocessing alone. The 

following parameters were randomly selected: the 

number of layers and neurons, and the kernel size for 

convolution. Fig. 3(a) shows the entire network, whose 

components labeled “ a d  ly  ele  ed laye  ” were 

selected probabilistically from Fig. 3(b) and Fig. 3(c). 

The kernel size was randomly selected from {3, 5, 7}. 

The initial number of filters for convolutional layers was 

32, and each time a layer was added, the number was 

doubled with a probability of 0.3. The number of neurons 

of the component labeled a  “Fully connected layer” was 

chosen probabilistically from 2𝑛 (𝑛 ∈  {5, 6, … , 11}).   

The rectified linear unit (ReLU) function5 was used for 

the activation function of all layers except for the output 

layer, whose activation function was the softmax 

function. 

The backpropagation algorithm and Adam6 were used 

to train all weights. Adam is one of the most widely used 

optimization algorithms for NNs that changes the update 

amplitude of weights depending on the past updates of 

weights.  

3. Experiments and results 

3.1. Experimental environment 

We implemented the methods described in Chapter 2 

using python. The STL-10 dataset8 was used for the 

evaluation. The STL-10 dataset is an image dataset 

consisting of 10 classes of images whose resolution is 96 

× 96 pixels; each class has 500 training images and 800 

test images. In order to perform the opposite color 

contrast processing, we removed grayscale images from 

the STL-10 dataset in this experiment. 

The results were evaluated in terms of averaged 

accuracy obtained from the 50 CNNs described in 

Section 2.3. The number of epochs for learning was 50, 

and the size of the mini-batch was 128. 

3.2.  Results 

Table.1 shows the accuracy of the three methods with 

different preprocessing described in Section 2.1. The 

method using Gabor filtering obtained the highest 

accuracy, whereas no significant difference in accuracy 

was found between the method without preprocessing 

and that with both Gabor filtering and opposite color 

contrast processing.  

Fig. 3.  Network architecture whose parameters are randomly 

selected．(a) Entire network architecture. Layers (b) or (c) are 

randomly embedded in the rectangle labeled “ Randomly 

selected layers”. The number of neurons of the component 

labeled “Fully connected layer” is random. (b), (c) Candidate 

layers to be embedded in the network. Conv represents the 

convolutional layer and BN represents the batch normalization 

layer7. In the component labeled "Conv or Conv + BN", only the 

convolutional layer or the combination of the convolutional 

layer and the batch normalization layer is selected 

probabilistically. The parameters in the layers are also random 

(See body text for detail). 
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Table. 1.  Averaged accuracy (%) of the three methods for the 

test data. 
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Fig. 4 shows the accuracy for each class of the test data. 

As can be seen from Fig. 4, the method using Gabor 

filtering has the highest accuracy for all classes except for 

class 5.  

4. Conclusion 

In this study, we compared the classification accuracy of 

the average of multiple CNNs with the three types 

preprocessing to investigate the effect of neuro-inspired 

preprocessing. As a result, the highest accuracy was 

obtained by the method using Gabor filtering as a 

preprocessing, and no significant difference in accuracy 

was found between the method without preprocessing 

and that with both Gabor filtering and opposite color 

contrast processing. The results suggested that Gabor 

filtering used as a preprocessing for CNNs is an effective 

way to improve classification accuracy. 
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