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Abstract 

As the global aging intensifies, it is more convenient for a robot to go for buying things like fruits and vegetables 

instead of elderly, and it is more human-like to select items according to a user’s personal preferences such as 

maturity of fruits, sweetness, etc. However, Fruits and vegetables are generally displayed in a disorderly manner. 

Therefore, detection and recognition of fruits and vegetables is a difficult task for a robot. This paper proposes 

an improved YOLOv3 and also pre-training the networks   to detect fruits and vegetables，we then using 

Bilinear-CNN to classifyfruit’s maturity. The effectiveness of the proposed method is shown by experiments. 

Keywords: Deep learning, Neural Network, YOLOv3, detection, maturity classification. 

1. Introduction

With the development of robotics and the intensification 

of global aging, it has become a trend to use a robot to 

help elderly persons in shopping task. While doing 

shopping, a robot which can choose items based on 

personal preferences is thought to be more human-like. 

Under this approach, the detection, recognition and 

classification abilities have become an important task in 

the whole shopping process.  

About research on target detection algorithms, it 

began with some classic algorithms which are mainly 

divided into three stages: (1) Finding a candidate area on 

an image, (2) extracting features from the candidate area, 

and (3) using the features for training and then creating a 

classifier for recognition or classification. Zhang & Wu1 

investigated different multi-class Kernel SVMs with 

appearance descriptors for fruit classification. It used a 

combination of color, texture and shape features as 

descriptors to build model and got an accuracy of 88.2% 

on their dataset. Rocha et al2 proposed a unified approach 

that can combine many features and classifiers to achieve 

a 97% accuracy of classification to the supermarket fruit 

data set. The conventional algorithms, which is simple 

though, costs a lot of time for data processing. And, due 

to artificial feature, the model has a poor generalization  
With the development of computer equipment, the 

calculation of an algorithm employing a huge image 

database has greatly improved image detection 

technology not only in an accuracy but also in the terms 
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of process speed. In this way, deep learning was 

proposed. Series of R-CNN algorithms3-5 are classic 

methods for detection, and Faster-RCNN5 is the 

Upgraded version of R-CNN algorithm. YOLO6 was 

presented in 2016, it improved the speed of detection to 

45 f/s at the expense of accuracy. The employed method 

of combining classification and localization tasks is 

believed to have a profound impact on solving object 

detection problems. Owing to the shortcomings of YOLO, 

the authors6 have made a series of improvements to the 

algorithm and provided a 76.8% of mean average 

precision (mAP) in YOLOv37,8. For fruit classification 

tasks based on deep learning, Hossain et al9. proposed 

two models in which a light CNN model and a VGG-16 

fine-tuned model have achieved better performance than 

the previous studies 2,10. 

In this paper, we create a dataset of fruits and 

vegetables and modify a new network based on YOLOv3 

for detection. After that, we use Bilinear-CNN for 

classifying the maturity of fruits and vegetables, so that 

robot can choose those maturated fruit or vegetables 

according to a user’s preference.  

2. Methods  

2.1.  Creating datasets 

Currently, a public training dataset of fruit and vegetable 

is not available. In this paper, we created two kinds of 

dataset, i.e., fruit and vegetable dataset and their maturity 

dataset(banana) for detection and classification. As for 

detection task, we collected 15 kinds of fruits and 

vegetables pictures from Internet and got totally 1840 

pictures. As for classification task, we classified 300 

banana pictures into 5 different maturity levels. 

Examples of 15 classes of fruits and vegetables pictures 

are shown in Fig. 1. 

In addition, in order to optimize the generalization 

performance of detection process and an anti-interference 

ability in the real scene, we use gamma correction to 

change the brightness and saturation, and also add 

White Gaussian Noise to the pictures (dataset) for data 

augmentation. 

2.2. An improved network of feature extraction 

In YOLOv3, Darknet-53 is used for the feature extraction. 

There are a total of 5 blocks in darknet-53, and each block 

from top to bottom of the network has 1, 2, 8, 8, and 4 

units. Since there are certain differences in the detail of 

texture within and between fruits or vegetables categories, 

so we need more shallow feature information to improve 

the deep network for detection. Instead of 1- 2-8-8-4 

unit’s model in the original YOLOV3, the unit of each 

block of the proposed method is optimized to obtain a 

sequential unit number of 3-3-6-8-4-unit model.  On the 

other hand, for each unit, we use two 3*3 convolutions 

and one 1*1 convolution to form a residual block. In this 

way, the proposed method not only increases the depth of 

the network layer to a certain extent, but also strengthens 

the expression of detailed features. In order to test the 

performance of the proposed unit model, we also 

modified the units to a 4-5-6-8-4-unit model for 

comparison. Figure 2 shown the proposed improved 

network. 

2.3.  Maturity classification 

We use Bilinear-CNN to classify maturity of fruit. In the 

classification process, the maturity feature is extracted 

using two VGG-16 networks. After detection, in order to 

eliminate the background effect and to improve the 

classification accuracy, we trim the targets from the 

detected images and drop them to the maturity networks 

for classification. The process is shown in the Fig.3. 

Fig. 1. Fifteen classes of fruits and vegetables image 

examples 
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3.  Experiments 

3.1. The performance of different units blocks 

model 

In order to compare the performance of the proposed 

method with different kind of unit blocks, we used three 

kind of unit blocks network models in the experiment. 

Through comparative experiments, we evaluated the 

detection results of fruits and vegetables by the dataset 

mentioned in section 2.1. In the experiments, we used 

1440 images for training and 400 images for test. For 

each class, we calculate the Average Precision (AP) to 

judge the accuracy of different unit model. The 

experimental results are shown in Table 1. 

As shown in Table 1, the accuracy of the two 

proposed units has improved in many classes.  especially 

among small targets such as garlic, potatoes, strawberries 

and cherry tomato. We also found that the result of 3-3-

6-8-4 unit is superior then to 4-5-6-8-4 unit in the most 

classes.  

From the comparison of the results, we can get a more 

detailed effect difference, as shown in Fig.4, from which 

we can see that the network with a unit number of 4-5-6-

8-4 eliminated false detections and was able to detect one 

strawberry. However, the unit number of 3-3-6-8-4 

detected not only the banana and apple but also the two 

small strawberries correctly. 

The mAP of the original 1-2-8-8-4unit model, 4-5-6-

8-4-unit model come to be 79.04% and 81.41% 

respectively, the proposed 3-3-6-8-4-unit model gets a 

better result of 83.72%. 

  

Fig. 3. The process of classification 

Fig. 2.  The improved network of darknet-53 

 

(a) Original 1-2-8-8-4 

(b)  4-5-6-8-4 

      (c)   3-3-6-8-4 

Fig. 4. The detection result of three kinds of unit model: 

(a)Original network, (b) network with a unit number of 4-5-6-

8-4, (c) proposed network with a unit number of 3-3-6-8-4. 
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Table 1. The comparison of the detection result on our data set 

Number Classes 

YOLOV3 

1-2-8-8-4 

[%] 

YOLOV3 

4-5-6-8-4 

[%] 

YOLOV3 

3-3-6-8-4 

[%] 

01 apple 72.3 84.2 85.8 

02 banana 76.3 79.4 83.1 

03 corn 84.0 86.1 89.3 

04 dragon fruit 96.2 96.3 98.5 

05 eggplant 91.7 74.7 76.7 

06 garlic 77.0 86.1 87.3 

07 honeydew 93.0 96.6 96.6 

08 onion 65.7 68.8 71.5 

09 peach 78.6 65.5 79.3 

10 pear 69.7 66.8 67.6 

11 bell pepper 77.6 81.3 80.7 

12 potato 62.5 74.2 79.2 

13 strawberry 73.6 89.5 87.2 

14 cherry tomato 71.5 84.0 85.7 

15 watermelon 95.8 87.8 87.3 

3.2.  Result of maturity classification  

Table 2. The result of banana maturity classification  

Maturity 

label 

Number of 

pictures 

Correct number 

of pictures 

Accuracy

[%] 

0 47 47 100.0 

1 33 28 84.8 

2 40 25 62.5 

3 30 22 73.3 

4 55 53 96.4 

 

In the maturity classification, we only consider “banana 

maturity”. Totally 205 pictures of banana are used in the 

experiments. Table 2 shown the result of maturity 

classification.  

We trimmed the targets from the detected images to 

eliminate the influence of the background and achieved 

an accuracy of 85.37% with our test dataset. However, 

maturity label 2 did not get a good result. This is because 

some trimmed images have lower brightness, resulting in 

some misclassification images in the maturity label 2.  

4. Conclusion 

In this paper, we adopted an effectively improved YOLO 

algorithm to detect fruits and vegetables mainly by 

considering the balance of the units in network, and by 

adding another 3*3 convolution based on YOLOv3 to the 

residual block to improve the detection accuracy. As the 

result, we achieved the mAP of 83.72% of detection. For 

the classification task, we divided the bananas into five 

categories according to their maturity for training, and 

trimmed the detection result for classification, finally we 

obtained the average accuracy of 85.4%.  

Elimination of the background noises from the 

detected images needs to be done. Practical use of the 

proposed method in more complicated environments also 

remains for future works.  
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