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Abstract 

In Japan, the population of the working-age between 15 and 64 years old is peaked in 1995 at about 87 million and 

is expected to continue to decline in the future. Therefore, in order to solve the labor shortage, the introduction of 

industrial robots that can perform the same level of work as humans is strongly requested.especially in a food 

preparation industry. In order to prevent danger to workers there, it is necessary for industrial robots to recognize 

workers and avoid them when there is fear of collision. In this paper, we propose a method of extracting hand regions 

based on the color distributions of a hand and GrabCut in an experimental environment to recognize human hands 

and detect their directions of approach. The performance of the proposed method is shown experimentally. 
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1. Introduction

According to an announcement by the Small and Medium 

Enterprise Agency1, the working-age population (15-64 

years old) in Japan peaked in 1995 at about 87 million 

and has been declining ever since, reaching about 77 

million in 2015. This trend is expected to continue into 

the future, and it is estimated that the population will 

decline to about 60% of the 2015 level by 2060. The 

working population (the total of "employed" and "totally 

unemployed" among the population aged 15 and over) 

declined by only about 420,000 between 1995 and 2015, 

due to an increase in the labor participation rate of 

women and people aged 65 and over, but this decline is 

not as large as that of the working-age population. 

However, it is easy to imagine that the working 

population will decline in proportion to the decline in the 

working-age population. For this reason, the introduction 

of industrial robots, such as robot arms capable of 

performing tasks equivalent to those of humans, will be 

necessary to solve the labor shortage. 

According to the Industrial Safety and Health 

Regulations2 and the Ministry of Labor Notification No. 

51 of 1983 (machines specified by the Minister of Health, 

Labor and Welfare under the provisions of Article 36, 

Item 31 of the Industrial Safety and Health Regulations) 
3, except for those that meet certain standards, in order to 

use industrial robots, it is basically necessary to enclose 

them with fences and take other safety measures to 
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prevent humans from entering. However, according to 

the partial revision4 of the enforcement notice of Article 

150-4 of the Industrial Safety and Health Regulations 

concerning industrial robots, when it can be assessed that 

the risk of danger to workers due to contact with 

industrial robots has been eliminated by implementing 

measures based on the investigation of danger, etc., joint 

work between industrial robots and humans can be 

performed. In order to prevent danger to the worker, it is 

necessary for the industrial robot to recognize the worker 

and avoid the worker when necessary. 

In this study, as the first step for an industrial robot to 

avoid a worker, we propose a method to recognize a 

human hand and to detect the direction of its approach by 

extracting the hand region. 

One of the methods for hand region extraction is to 

use a distance image5, 6, 7 to capture and recognize the 

shape in 3D. However, the infrared camera used in this 

method has a drawback that it is easily affected by 

sunlight, which limits the locations where it is used. 

Other methods that use multiple sensors8,9 or expensive 

sensors10 have been proposed, but they are considered to 

be difficult to use because of the high price of the system. 

 

2. Summary of Research 

This section gives an overview of the system proposed in 

this paper. The proposed system for detecting the 

proximity of a human hand or a robot arm recognizes the 

proximity of a human hand in front of a head-mounted 

camera attached to the user as shown in Fig. 1. Before 

recognizing the approaching hand, the system obtains the 

color information of the hand area in the lighting 

environment where the system is used. Then, the system 

extracts the hand region from the fingerprint input frame, 

and identifies the hand from the region. 

2.1. Acquisition of hand area color information 

The proposed system obtains the color information of the 

hand area in the system environment before judging the 

proximity of a human hand, and creates the color 

distribution of the hand at that place and time. 

2.2. Judging the proximity of a human hand 

First, the hand region is extracted from the input image 

based on the hand region color distribution obtained in  

Fig.1. Head mounted camera 

 

the system's operating environment as described in 

Section 2.1, and noise is removed. After that, the system 

identifies whether proximity is occurring, and if so, it 

displays a rectangle on the image where the proximity is 

occurring as the result of the recognition. 

3. Acquisition of Hand Area Information 

In this section, we describe a method to acquire color 

information of the hand region from the captured video. 

The first frame of the video to acquire the hand area 

information is the background frame without a hand. 

After that, while keeping the orientation of the camera 

unchanged, frames containing several patterns of hand 

regions are input for a few seconds as shown in Fig.2, 

which are used as the frames for extracting color 

information. 

3.1. Extraction of candidate hand region 

candidates 

As shown in Fig. 3(a), most of the images acquired from 

the head-mounted camera used in this study are the 

background except for the hand region. Since these areas 

interfere with the acquisition of the color information of 

the hand area and are clearly background areas, we delete 

these areas. We detect the hand region candidates by 

extracting the difference region between each color 

information extraction frame and the background frame 

described above. For each pixel, a foreground region f is 

extracted to prevent false extraction due to changes in 

brightness. The L∗a∗b∗ color system is used for this 

process. After that, GrabCut and fine line segmentation  
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Fig.2. Color information extraction frame 

 

(a) 

(b) 

Fig. 3 Extraction of a hand region candidate: (a) Input 

frame, (b) hand region candidates. 

 

are applied to the hand region extraction image for 

possible improvement in detection accuracy. 

Since areas other than skin color are not considered 

to be hand areas, the skin color areas are extracted by 

using the HSV color system. 

3.2. Extraction of candidate hand regions 

The color information is extracted from the color 

information extraction frame using the hand region 

candidate extracted in Section 3.1 as a mask. To select 

the color distribution of the hand region, we use the 

difference between the color distribution of the color 

information extraction frame and the color distribution of 

the background frame. The color distribution histograms 

of the two frames are compared to select the hand region 

color distribution in the processing frame. Finally, the 

color distributions in the hand region obtained from the 

color information extraction frame are combined by 

logical OR, and the distribution with the largest area is 

selected to remove noise in the case of selecting a color 

distribution other than the hand region by mistake. In the 

proposed method, the above process is used to obtain the 

color distribution of the hand region according to the 

usage environment. 

4. Judging the Proximity of a Human Hand 

In this section, we describe a method for judging the 

proximity of a human hand from an input image. 

To judge the proximity of a human hand, the method 

identifies whether proximity is occurring, and if so, it 

displays a rectangle in the image where the proximity is 

occurring. 

4.1. Extraction of hand regions 

First, the hand region is extracted from the input video. 

The hand region color distributions of the camera wearer 

and his neighbors, which were created by acquiring hand 

region color information, are used to extract the fruits of 

𝑎∗  and 𝑏∗  values that are included in the color 

distribution. Then, by using a median filter as a denoiser, 

the hand region is first extracted from the input video. 

Using the color distributions of the hand regions of the 

camera wearer and his neighbors, which are created by 

acquiring the hand region color information, the real part 

is extracted, although the values of 𝑎∗  and 𝑏∗  are 

included in the color distribution. After that, a median 

filter is used for denoising to obtain the hand region 

extracted image. 

4.2. Judging the proximity of a human hand 

The proposed method judges the proximity of a human 

hand to the obtained hand region extracted image.  

First, labeling is performed, and among the labels 

obtained by labeling, judgment is made for the labels 

with an area of a certain area or more. 

If the area of the hand is more than a certain area in the 

left or right danger area, it is judged to be dangerous, 

because there is approach on the left or the right. The 

judgment results of the hand region extracted images are 

‘no approach’, ‘approach to the right side’, ‘approach to 

the left side’, ‘approach to both the right and the left side’, 
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‘approach to the right side’, ‘approach to the left side’. 

There are four patterns of judgments from the camera 

wearer's side: ‘no approach,’ ‘approach to the right side,’ 

‘approach to the left side,’ and ‘approach to both the right 

and the left sides’. method judges the proximity of a 

human hand to the obtained hand region extracted image.  

First, labeling is performed, and among the labels 

obtained by labeling, judgment is made for the labels 

with an area of a certain area or more. 

If the area of the hand is more than a certain area in 

the left or right danger area, it is judged to be dangerous 

because there is approach on the left or right. The 

judgment results of the hand region extracted images are 

"no approach", "approach to the right side", "approach to 

the left side", "approach to both the right and left side", 

"approach to the right side", "approach to the left side. 

There are four patterns of judgments from the camera 

wearer's side: "no approach," "approach to the right side," 

"approach to the left side," and "approach to both the 

right and left sides. 

5. Experimental Results 

The system recognizes the presence or absence of 

approach and the location of approach in images acquired 

by a head-mounted camera. The input images do not have 

a single background, and the recognition is performed on 

149 images extracted every 10 frames from the input 

images. The accuracy is calculated by creating a ground  

truth image and calculating the recall, precision and F-

measure. As the result of the experiment, recall was 

92.68%, precision was 80.85% and F-measure was 86.36% 

as shown in Table 1.  

6. Conclusion 

The causes of false positives are discussed here. First, 

there are cases where the correct image is not created 

when viewed in a single frame, but it is created in the  

previous frame. In this case, the approach detection of a 

person cannot be performed correctly in a single frame. 

Second, it is considered difficult to acquire the hand 

region information every time. Therefore, it is necessary 

to devise a system that can detect a person, even if the 

hand region information is acquired only by the person 

wearing the camera. 
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Accuracy evaluation 

frames[frame] 
149 
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𝐹𝑁 [frame] 9 

𝑟𝑒𝑐𝑎𝑙𝑙 [%] 92.68 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 [%] 80.85 

𝐹‐measure [%] 86.36 
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