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Abstract 

In this paper, we propose a human-robot cooperative system to support shopping refugees. In the system, a robot 

acquires an object specified by a person in a distant site. The normal vector is calculated from the depth image, and 

the region is segmented using GBS on an RGB image. The two obtained clues are used to accurately detect the 

position of the specified object. The effectiveness of the proposed method was verified by experiments. 
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1. Introduction

According to the report by Ministry of Internal Affairs 

and Communications in 2017, the number of shopping 

refugees in Japan has been increasing in recent years; 

as of 2014, the number of shopping refugees in Japan was 

about 7 million. It also increased by about 1 million 

people in the six years between 2008 and 2014.1 The term 

"shopping refugees" refers to "the people who have 

difficulty in making daily purchases such as groceries". 

The number of shopping refugees is on the rise, making 

it necessary to take countermeasures. 

According to a survey by the Ministry of Economy, 

Trade and Industry (METI) in 2012, the market size of 

the Japanese robotics industry is expected to expand 

more than tenfold between 2012 and 2035.2 Among them, 

robots in the service field are expected to account for 

about 51% of the total robot market in Japan by 2035. 

Looking at the world, the market for household and 

personal service robots is growing at a high rate of 16.3 

million units in 2018, a 59% increase over the previous 

year, and the service robot market is also expanding year 

by year, doubling in size.3 The current robot market is 

dominated by industrial and manufacturing robots used 

in limited locations, but service robots that help people in 

their daily lives are expected to increase in the future. In 

this paper, we propose an object grasping robot system 

for assisting shopping refugees among service robots. 

In previous researches, various robots have been 

proposed to take the place of humans for object grasping 
4-8. However, these methods do not deal with a large 

number of unknown objects, such as methods for 

grasping objects at specific locations4, methods limited to 

specific objects or environments5,6, or methods that 

require the robot to learn unknown objects7,8. The 

proposed method is an extension of the method of Sato et 

al9. 

This paper proposes a method of object grasping by a 

human-robot cooperative system using an RGB-D 

camera. The proposed method detects the position and 

pose of an object specified by a person from two pieces 

of information: the normal vector calculated from the 
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depth image and the result of region segmentation 

obtained using Graph Based Segmentation (GBS)10 for 

RGB images. In the proposed method, a person instructs 

a robot to go to a specified site. The person selects an 

object he/she wants on the images sent from the robot. 

Then the robot knows which object the person selected 

and it acquires the object. The proposed system is 

adaptable to unknown environments and objects. 

2. Outline of the Proposed System 

In this section, an outline of the proposed human-robot 

cooperative system is described. In the system, an 

instruction screen, as shown in Fig. 1, is displayed to the 

user from the image transmitted to the user from a robot 

in a remote location. The user instructs the robot to move 

by touching the instruction screen, and the robot moves 

around the site. Depending on the area touched by the 

user in the instruction screen, the robot's behavior is 

determined as follows; 

 

(i) Original image area: Move forward or object 

selection, 

(ii) Green area: Retreat, 

(iii) Blue area: Turn left, 

(iv) Red area: Turn right, 

(v) STOP button: Stop. 

 

When the original image area is touched, it judges 

whether to move forward or select an object based on the 

average distance from the surrounding area of the 

touched pixel. If the selected object is found, the object 

is separated into regions based on the coordinates 

touched by the user. The details of region segmentation 

are described in Section 3. 

3. Region segmentation of an object 

In this section, we describe a method of region 

segmentation of user-specified objects. The depth image 

used in this method is characterized by the fact that the 

distance of the object boundary is often not obtained. 

Therefore, if we perform region segmentation using only 

distance information, the estimated object region will be 

smaller than the actual object. The proposed method can 

accurately detect objects even in the area where it is 

difficult to obtain distance information, such as object 

boundaries, by using two types of information; normal 

vector information from depth images and region 

segmentation results from RGB images. 

3.1.  Normal vector 

In the proposed method, the normal vector is first 

calculated for each pixel in the entire depth image. Then, 

the object region is expanded by calculating the inner 

product of the normal vector of the pixel specified by the 

user and the normal vectors of its surroundings11. In this 

section, we describe a method of estimating the candidate 

region of an object using normal vectors. 

3.1.1.  Calculating normal vector 

To calculate the normal vector, we use the position 

vectors of the three neighboring points of the pixel of 

interest for all pixels in the depth image to calculate the 

normal vector as shown in the following equation. 

 𝒏 = (𝒃 − 𝒂) × (𝒄 − 𝒂) (1) 

Then, the length of the calculated normal vector is 

normalized to 1 by the following equation. 

 �̂� = 𝒏𝐺 ‖𝒏𝐺‖2⁄  (2) 

The result of calculating the normal vectors for all pixels 

in the depth image is shown in Fig. 2. 

3.1.2.  Region extension 

Using the normal vectors calculated in 3.1.1, we expand 

the candidate object region. In the region expansion, an 

 

Fig. 1.  Robot motion instruction screen 

     

  (a)                                             (b) 

Fig. 2.  The result of normal vector calculation: (a) An 

input image, (b) obtained normal vectors. 
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𝑛 × 𝑛 pixels region centered at the coordinates obtained 

from the user is set as the initial object region. Then, for 

each of the 8-neighbor pixels of the object region, it is 

determined whether the pixel is an object region or an 

edge region.  

For the judgement, the inner product of the normal 

of the center pixel and the normal of the pixel which is 𝑝 

pixels apart from the center pixel is calculated in each of 

the 8 directions. The inner product obtained in each 

direction is then used to perform thresholding as shown 

in the following; 

 

𝛿𝑚𝑖𝑛 = min{𝛿𝑁, 𝛿𝑁𝐸 , ⋯ , 𝛿𝑊, 𝛿𝑁𝑊 } 

𝐿 = {
1     𝛿𝑚𝑖𝑛 > 𝛿𝑡ℎ

0     𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
             

(3) 

The pixels with L=1 are judged as the pixels in the object 

region, whereas the pixels with L=0 are judged as those 

in the edge region. 

In the proposed method, the new pixel identified as 

the pixel in the object region is chosen as the next search 

point. The region expansion is iterated until all the object 

regions are surrounded by edge regions. 

3.2.  Region correction using color information 

The object candidate regions estimated using normal 

vectors in Section 3.1 are corrected using the color 

information of the image. In the proposed method, GBS 

is performed on RGB images and the obtained 

segmentation results are used for region correction. 

3.2.1.  Graph based segmentation (GBS) 

In the proposed method, GBS is used as a method for 

segmenting RGB images. GBS is a method of dividing 

an image into multiple regions by grouping the regions 

into pixels that have similar pixel values. In the method, 

GBS is used for the segmentation because it is fast and 

the parameters for the likelihood of region segmentation 

can be set. 

3.2.2.  Region correction 

The object candidate regions estimated in Section 3.1 are 

corrected using the segmentation results obtained by 

GBS described in Section 3.2.1. Since the RGB-D 

camera used in this method has the characteristic that it 

is difficult to obtain the distance information of the object 

boundary, GBS is performed on 𝑛  pixels around the 

object candidate region estimated in Section 3.1. By 

limiting the range of the GBS, the processing time can be 

reduced and the number of false estimates can also be 

reduced. Then, for each region created by GBS, we 

calculate the percentage of the region occupied by the 

candidate object region estimated in Section 3.1, and if 

the percentage is greater than a threshold, we estimate the 

region as the object region. 

4. Object Grasping 

In the proposed method, the object is grasped based on 

the estimated position and posture information of the 

object after the object is divided into regions specified by 

the user. To estimate the position of an object, an 𝑛 × 𝑛 

rectangle is placed at the center of gravity of the detection 

area, and the average of the 3D positions is calculated. 

The calculated 3D position is then converted from the 

camera coordinate system to the robot arm coordinate 

system to estimate the position of the object.  

For object pose estimation, the object pose is obtained 

from the normal vector of the center of gravity pixel in 

the detection area. From the estimated position and 

posture of the object, the joint angle of the robot arm is 

determined by solving the inverse kinematics problem 

using the Newton-Raphson method, and the object is 

grasped.  

5. Experiment 

Experiments were conducted to show the performance of 

the proposed method. The camera used in the experiment 

was an Intel RealSense D415. The camera was placed in 

front of the robot. 

5.1. Region segmentation experiment 

The first experiment was an object segmentation 

experiment. In the experiment, we performed region 

segmentation on the images taken from three different 

viewpoints for three types of objects with different 

arrangements and evaluated the accuracy. For objects A 

and C, the whole shape is visible in the image, but object 

B is partially hidden by other objects. The accuracy of 

region segmentation is evaluated using the F value. 

As a result, the F value was 90.9% for object A, 

77.7% for object B, and 77.5% for object C. 

An example of the experimental results is shown in 

Fig. 3. Figure 3(a) is an original image, Fig. 3(b) shows 
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the object candidate region estimated by the normal 

vector, Fig. 3(c) shows the result of correction using 

color information, and Fig. 3(d) shows the result on the 

object region detection. Note that the yellow frame shows 

the detected object. 

5.2. Object grasping 

The second experiment was object grasping. A user gave 

instruction to the robot to move and acquire the object 

specified by the user at two different locations. In the 

object grasping, the user controlled the robot from a 

remote location. The experiments were conducted five 

times for a total of ten object grasps, and the accuracy 

was evaluated. 

As a result of the experiment, the success rate of 

object grasping was 80% in five experiments. The 

experimental scene is shown in Fig. 4. 

6. Conclusion 

In this paper, we proposed a method of object acquisition 

by a human-robot cooperative system using an RGB-D 

camera. The effectiveness of the proposed method was 

verified by experiments. In the object region 

segmentation experiment, the F value was 82.0%, 

whereas, in the object grasping experiment, the success 

rate of object acquisition was 80%. In the future, we aim 

at developing a system that can handle complex 

environments with obstacles, such as an actual store. 
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                     (a)                                          (b)  

     

                     (c)                                          (d)  

Fig. 3.  An experimental result on region segmentation: (a) 

Input image, (b) normal vectors, (c) after correction, (d) the 

result. 

     

Fig. 4.  Scenes on object grasping experiment 
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