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- Slope detection using a multilayer perceptron classifier with point cloud as input- 
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Abstract 

In the Japanese forestry industry, automation of work to supplement labor is desired to achieve sustainable 
forest management. In this study, the field robot for the automation of forestry is developed. In the field 
robot, recognition of the surrounding situation is an important function for safe movement. In this paper, 
we focus on the recognition of terrain. The terrain in a mountainous area has various conditions such as 
slope, presence of weeds and trees, and unevenness. In this study, the classifier for ground and sloped 
surfaces using Multi Layered Perceptron (MLP) is developed. This classifier classifies each point of the 
3D point cloud acquired from the RGB-D camera into the ground plane of the robot and the slope plane 
where the robot cannot climb. The accuracy of the classification was verified by training the classifier on 
a dataset acquired in a real environment. 
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1. Introduction

In the Japanese forest industry, automation of the work 

to decline the labor is desired to realize sustainable 

forestry(1). In this study, the forestry field robot was 

developed. Recognition of the surrounding environment 

such as a terrain and objects are an essential function for 

autonomous moving. We focus on the recognition 

process of the terrain because the terrain in a 

mountainous has various conditions such as slope, 

presence of weeds and trees, and unevenness. To 

recognize and classify these conditions, Multi Layered 

Perceptron (MLP) was used 3D point cloud as input 

which acquired from the RGB-D camera. The accuracy 

of the classification was verified by training the classifier 

on a dataset acquired in a real environment. 

2. Overview of the robot

The developed robot is shown in Fig. 1, which built on 

an ATV (All-Terrain Vehicle) as its platform. RGB-D 

camera (D435, Intel Ltd. Co.) is equipped on the front of 

the robot. The total height of the robot is about 1.7 m, and 

the sensor is mounted at a height of 1.1 m. The 3D point 

cloud was obtained from the RGB image and Depth 

image obtained from this camera. 
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Fig. 1.  Overview of the robot 

3. Classification of ground plane and inclined 

plane by MLP 

MLP is a machine learning framework that connects 

multiple simple perceptron to determine nonlinear 

discriminative boundaries in feature space. In this study, 

the slope surface is detected by treating 3D point cloud 

as a class classification with input data. 

3.1.  MLP Design 

Fig. 2 shows the overview of designed MLP in this study. 

This MLP would be classify the ground plane and the 

inclined plane. In creating the classifier, the feature value 

of each point is a four-dimensional feature value shown 

in equation(1), which consists of the z-coordinate value 

(vertical direction) and each element 𝑛𝑥 , 𝑛𝑦 , and 𝑛𝑧  of 

the local normal vectors 𝑛𝑖. The local normal vector is 

the normal vector of the approximate plane obtained from 

the point group contained within the radius 𝑟[m] from 𝑝𝑖  

for any point 𝑝𝑖 = (𝑥𝑖 , 𝑦𝑖 , 𝑧𝑖) in the point group. By using 

such features, we can handle the relative height and angle 

difference between each observed point and the robot. 

The middle layer has only one layer with 16 nodes, and 

the activation function is the ReLU(2) function. The 

output layer has 1 node and the activation function is the 

Sigmoid function. The output 𝜌 of the output layer takes 

values from 0.0 to 1.0, where less than 0.5 indicates that 

it is classified as a ground plane, and more than 0.5 

indicates that it is classified as an inclined plane. 

Therefore, the teacher label for the ground plane was set 

to 0 and the teacher label for the slope plane was set to 1 

using equation(2). 

 

 

 
Fig. 2.  Overview of the MLP built 

 

𝑋 = [𝑧, 𝑛𝑥, 𝑛𝑦, 𝑛𝑧] (1) 

𝑌 = {
1 (𝜌 ≥ 0.5)
0 (𝜌 < 0.5)

 (2) 

 

3.2. Creating a Data Set 

To create the dataset, we collected point clouds of the 

ground surface covered with weeds, including the ground 

surface where the robot can run and the inclined surface 

where the robot cannot climb (inclination angle of more 

than 20 degrees) within the angle of view of the camera. 

As shown in Fig. 3, we prepared five sets of point cloud 

data each for MLP training, where the inclined surface 

was in front, right, and left of the robot. The z-coordinate 

values and local normal vectors of each point were 

divided into the ground plane and the inclined plane in 

advance, and 0 and 1 supervisory labels were given.  

Fig. 4 shows an example of the training data set. The 

evaluation data was also prepared in the same way as the 

training data, with five sets of each state. 

The numerical value of the local normal vector, the 

input to the MLP, depends on the radius of the 

neighborhood 𝑟[m]. Therefore, it is thought that small 

irregularities on the ground surface are less likely to be 

misidentified as slopes. Therefore, we prepared three 

different datasets with 𝑟 values of 0.05m, 0.1m, and 0.5m, 

and trained the MLP with each input vector X. The 

number of times the MLP was trained was determined by 

the number of input vectors. The number of times the 

MLP was trained was set to 10 in each case. 
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(a) An inclined plane exists in front of the robot 

(b) An inclined plane exists on the right side of the robot 

(c) An inclined plane exists on the left side of the robot 

Fig. 3. Examples of point clouds used to create the data set 

Fig. 4. Examples of created training 

(An inclined plane exists on the left) 

4. Classification results by MLP 

The classification accuracy was evaluated by IoU(3) 

(Intersection over Union), which takes a value from 0 to 

100%. The larger this value is, the more correctly the 

input data is classified by MLP. Fig. 5 shows the values 

of IoU for each neighborhood radius 𝑟. The inclination 

angle of the plane classified as an inclined plane by MLP 

was calculated by least-squares plane fitting. If the 

inclination angle is more than 20 degrees, the inclination 

is impossible for the robot to climb. The distribution of 

the estimated inclination angle with respect to the 

neighboring radius 𝑟  is shown in Figure 6. Figure 6 

shows the distribution of the estimated inclination angles 

with respect to the nearest neighbor radius 𝑟. Figure 7 

shows an example of the results of classifying the 

evaluation data by MLP. 

5. Consideration 

The IoU values in Fig. 5 do not appear to change 

significantly for any of the neighborhood radius 𝑟.  

In this verification, however, a 1% increase in the IoU 

value indicates that about 1200 points were successfully 

classified. Fig. 7 shows that the number of points that 

were incorrectly classified as belonging to the ground 

plane decreased in the regions A and B in the 

classification results. The number of points incorrectly 

classified as belonging to the ground plane decreased. 

This suggests that the classification accuracy of the MLP 

created in this study may depend on the neighborhood 

radius r when the local normal vector is used as a feature 

of the 3D point cloud. 

As shown in Fig. 6, the inclination angles estimated by 

the point clouds classified as inclined surfaces were 

distributed in the range of 18 to 31 degrees. Of these, 32 

out of the 45 data for evaluation were estimated to be 

more than 20 degrees, suggesting that it is possible to 

detect unclimbable slopes with this classifier. 

Fig. 5.  IoU calculated from classification results 

Fig. 6.  Distribution of slope angle estimated  

 from point clouds classified as inclined planes 

Point cloud classified 
as inclined plane

Point cloud classified 
as a ground plane
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(a) 𝑟 = 0.05 m 

(b) 𝑟 = 0.1 m 

(c) 𝑟 = 0.5 m 

Fig. 7.  Classification Results 

6. summary 

In this study, we created a classifier using MLP with each 

point of the point cloud as input and attempted to detect 

inclined surfaces that cannot be traveled on. As a result, 

it was suggested that the radius of the neighborhood of 

the local normal vector, which is the input vector of the 

classifier, can reduce the false detection of unevenness of 

the ground surface and that MLP can detect slopes of 

more than 20 degrees. 

In the future, we will study the optimal feature values to 

further improve the classification accuracy. In addition, 

we will verify the real-time performance of the system, 

which is important when the robot moves autonomously 

in mountainous areas, and we will also study terrain 

recognition in other environments composed of sand, 

such as the coast. 
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