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Abstract 

In recent years, there has been an increasing demand for robot automation to improve productivity in the food layout 

of lunchboxes and prepared foods in the Japanese home replacement meal industry. In this research, we are 

developing autonomous work robots that can perform home replacement meal tasks and developing the technology 

for industrial food automation using Artificial Intelligence (AI) to improve productivity, security, and safety. In this 

paper, we perform weight estimation of the served object to identify the amount of spaghetti grasped. We created our 

dataset of spaghetti used for weight estimation. The spaghetti is in different types of containers, the various weight 

of spaghetti, and the random position of spaghetti in the robot workspace. We also propose a deep learning method 

using RGB-D cameras for weight estimation and describe its validation and evaluation. 

 Keywords: Factory Automation Robots, image processing, noodle products, Weight Estimation, Deep Learning, 

General Dataset 

1. Introduction

In recent years, there has been an increasing demand

for robot automation to improve productivity in the food 

layout of lunchboxes and prepared foods in the Japanese 

home replacement meal industry. In this research, we are 

developing autonomous work robots that can perform 

home replacement meal tasks 

 In a previous study, we developed a system that can 

adequately grasp and serve solidified foods such as fried 

chicken and rice balls. However, in addition to solid 

foods, noodle products such as spaghetti are used as 

ingredients for lunch boxes and prepared foods in the 

foodservice industry. In addition, it is necessary to 

consider the quantitative properties of noodle products 

when placing them in containers. To realize quantitative 

serving of noodle products, functions that apply previous 

studies are required. 

 In this research, we perform weight estimation of the 

served object to identify the amount of spaghetti grasped. 

We also propose a deep learning method using RGB-D  

cameras for weight estimation and describe its validation 

and evaluation. 
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2. System Overview 

2.1. System configuration 

The system configuration of this research is shown 

in Fig. 1. In this system, a robot grasps spaghetti, arranges 

it in a specific container, and estimates its weight. The 

system consists of a visualization processing unit and a 

robot control unit. First, PC1 receives the information 

from the RGB-D camera mounted on the robot and 

performs the visualization process. The visualization 

process includes real-time object recognition and 3D 

processing of food. Next, PC2 receives the information 

from PC1 and sends the motion planning signal to the 

controller, which enables the robot to grasp and serve the 

food. PC1 also performs weight estimation after the 

spaghetti is served. 

Fig. 1.  System configuration diagram 

2.2. Weight Estimation System in Spaghetti 

Fig. 2.  Weight estimation system configuration diagram 

 

The weight of the spaghetti is estimated by using the 

information from the RGB-D camera as well as the object 

recognition system. By using the three data as feature 

values, when spaghetti is placed in a container, the 

system can identify the object for weight estimation by 

RGB and Mask, and it can also specify the surface shape 

of the object in three dimensions by Depth. The goal of 

the neural network is to capture the surface shape of the 

object and estimate the density of the entire object, 

including the container. 

3. Robot configuration 

The appearance of the robot in this study is shown in 

Fig. 3. The robot is a 7-axis vertically articulated robot 

that has a shape like a human arm and can move with a 

high degree of freedom because it is required to perform 

the same work as a human in a food factory. The robot is 

equipped with an RGB-D camera, an end-effector, and a 

force torque sensor. The robot is equipped with two types 

of grippers to grasp the object. The tongue gripper is used 

for grasping foods with rough surfaces such as fried 

foods, rice balls, and spaghetti. Vacuum gripper is for 

gripping objects with a smooth surface, such as ham and 

containers. The gripper can be selected instantly by the 

servo motor according to the target food. 

Fig. 3.  Appearance of the robot 

4. Building Deep Learning Models 

Since the training data for our system are RGB, 

Mask, and Depth, we need to consider the complexity of 

the neural network and the reduction of computational 

complexity for a large amount of data. Therefore, we 

used the idea of ResNeXt1, a deep learning model, to 

build a model that enables weight estimation. ResNeXt is 

an extension of ResNet2 (Residual Network), which 

solves the problem of gradient loss due to too many 

layers in a neural network by using a residual block 

consisting of a convolutional layer input and a Shortcut 

Connection. The Shortcut Connection outputs residuals 

across layers to prevent gradient decay. In addition, 

ResNeXt extends the residual blocks of ResNet to branch 

out a new dimension of cardinality, which improves the 

expressive power. Fig. 4 shows the structure of the deep 

learning model we constructed. For each input RGB, 

Mask, and Depth, we designed a CNN convolutional 

layer, a maximum pooling layer, and a Basic Block 

(Cardinality=32) which is the basis of ResNeXt. The 

structure of the Basic Block is shown in Fig. 5. The Basic 

Block is designed again by fusing these three inputs, and 

then the weight of spaghetti is predicted by the average 

pooling layer and the total combination layer. 
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 Fig. 4.  Weight estimation system configuration diagram  

Fig. 5.  Configuration of Basic Block 

 

The activation function immediately after the 

convolutional layer is an ELU (Exponential Linear Unit), 

and the relationship between the output 𝑓(𝑥)  and the 

input 𝑥 of the ELU is shown in Eq. (1). in the ELU, if the 

input value is negative, the output value also returns a 

negative value. In ELU, if the input value is negative, the 

output value will also return a negative value, thus 

speeding up the convergence of the loss and improving 

the stability of the signal. 

𝑓(𝑥) = {
𝛼(𝑒𝑥 − 1),   𝑥 ≤ 0
𝑥,                    𝑥 > 0

 (𝛼 > 0) (1) 

5. Experiment 

5.1. Dataset 

We created a dataset with weight as the correct 

answer label to develop a weight estimation system. The 

dataset consisted of one pair as RGB, Mask, and Depth 

for objects whose weight was measured in 0.1g 

increments. Since spaghetti is irregularly shaped, we 

used six different containers of different shapes and 

depths to obtain the data. The weight of the containers 

ranged from 49.8g to 200.3g, considering the maximum 

grasping capacity of the robot and the spaghetti in a 

medium meal. The dataset consisted of 3,806 pairs with 

respect to weight and container. An example of the 

dataset is shown in Fig. 6. The dataset was randomly 

divided into 80% (3044 pairs) training data, and 10% 

(381 pairs) validation data, and 10% (381 pairs) test data. 

This dataset is a general-purpose dataset that considers 

each data set independent of the surrounding background, 

camera position, and height. 

Fig. 6. Example of the dataset for the spaghetti weight 

estimation, including the various types of containers. 

5.2. Result 

Weight estimation with test data was performed 

using data trained by a deep learning model. The number 

of training sessions was set to 3,000, the learning rate to 

0.001, and the batch size to 16. The results of the 

predictions against the actual measurements are shown in 

Fig. 7. Histogram of percent error and Frequency of 

percent error is shown in Fig. 8 and Table 1, respectively. 

The mean absolute error MAE[g], the mean absolute 

percent error MAPE[%], and the standard deviation, 

maximum error, and minimum error for each unit are 
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shown in Table 2. Eq. (2) and (3) are used to calculate 

MAE and MAPE, respectively. 
 Fig. 7.  Distribution of predicted values to actual measured 

values 

Fig. 8.  Histogram of percent error 

 

Table 1. Frequency of percent error 

Percent Error [%] Distribution 

-35 ~ -30 0 

-30 ~ -25 1 

-25 ~ -20 1 

-20 ~ -15 10 

-15 ~ -10 17 

-10 ~ -5 42 

-5 ~ 0 119 

0 ~ 5 105 

5 ~ 10 54 

10 ~ 15 25 

15 ~ 20 8 

20 ~ 25 0 

25 ~ 30 0 

30 ~ 35 0 

 

 𝑀𝐴𝐸 =
1

𝑁
∑|𝐴𝑡 − 𝐹𝑡| (2) 

 𝑀𝐴𝑃𝐸 =
1

𝑁
∑

|𝐴𝑡 − 𝐹𝑡|

𝐴𝑡

 (3) 

 

Table 2.  Evaluation index of predicted values 

Parameters Error [g] Percent Error [%] 

Mean Absolute 6.65 5.38 

Standard Deviation 6.02 4.52 

Maximum Error 29.7 26.1 

Minimum Error 0.00961 0.0112 

5.3. Discussion 

In this experiment, from Fig. 7 and Table 2, the 

MEPE and standard deviations are 5.38% and 4.52%, 

respectively, which means that the weight estimation can 

be done with an accuracy of ±10% percent error. The 

histogram in Fig.8 also shows that -5%~5% is the most 

significant percentage, and the percentage with large 

errors is small, which indicates that the learning and data 

are valid. As a comparison to the ResNeXt model, Table 

3 show the results of the ResNet (Cardinality=1 in Fig. 4) 

model, where the MAPE and standard deviations are 6.40% 

and 4.91%, respectively, indicating that the accuracy of 

the ResNeXt model is higher than that of the ResNeXt 

model. This shows the importance of the complexity of 

the neural network.  

Since there was no consistency in the data with relatively 

large errors in both models, it is expected that the 

accuracy can be improved by increasing the number of 

such data as training data and by reviewing the training 

model and parameter design. 

 
Table 3.  Evaluation index of predicted values (ResNet) 

Parameters Error [g] Percent Error [%] 

Mean Absolute 7.77 6.40 

Standard Deviation 6.15 4.91 

Maximum Error 33.4 31.3 

Minimum Error 0.0271 0.0194 

6. Conclusion 

In this study, we developed a system that can estimate 

the weight of noodle products. This system enables the 

identification of the grasping amount of noodle products. 

The versatility of the dataset and the balance between the 

complexity of the neural network and the amount of 

computation are examined theoretically, and as a result, 

it is possible to estimate the weight of spaghetti with an 

accuracy of generally less than 10% error. 
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