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Abstract 

The need to tackle intelligent tasks using advanced robotics multi-agent systems (MAS) actualize the use of 

artificial neural networks (ANNs) and multi-agent deep reinforcement learning technology. The article aims to 

solve the problem of exponential growth of ANN complexity with an increase in the number of agents in the MAS. 

To solve this problem, we propose an evaluation method for input data features importance. This method allows to 

optimize the input data feature set to reduce the computational complexity of the ANN inference while providing 

the same level of performance. 

Keywords: Multi-agent systems, artificial neural networks, multi-agent deep reinforcement learning, feature 

importance

1. Introduction

The specific problems of learning ANN to control MAS 

agents have led to the emergence of such an area of 

machine learning as multi-agent deep reinforcement 

learning (MDRL)1. In contrast to single-agent deep 

reinforcement learning (SDRL), in the case of a MDRL, 

the ANN receives both features of the state of the 

environment and features of the state of other MAS 

agents: 

𝐹 = {𝑋, 𝐹1, . . , 𝐹𝑁}, (1) 

where 𝐹  – set of features supplied to the input of the 

ANN; 𝑋 – set of features of the state of the environment; 

𝐹𝑖 – set of features of the state of the 𝑖-th agent, 𝑖 = 1, 𝑁̅̅ ̅̅ ̅;

𝑁 – number of MAS agents. Thus, in the transition from 

SDRL to MDRL, a component of variable dimension 

{𝐹𝑖|𝑖 = 1, 𝑁̅̅ ̅̅ ̅}  appears in the feature set 𝐹 , which

depends on the number of MAS agents 𝑁. To overcome 

this limitation, in work2 in relation to the problem of 

tasks allocation3, it was proposed to input the ANN with 

a set of features 𝐹′, which includes the features of the

state of not all agents, but only some of them: 

𝐹′ = {𝑋, 𝐹1, . . , 𝐹𝑁′}, 𝑁′ < 𝑁, 𝐹′ ⊂ 𝐹, (2) 
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where 𝑁′ – the number of agents whose features of the 

state are fed to the input of the ANN. This approach 

allows the use of MDRL for training MAS with a large 

number of agents, or MAS with a variable number of 

agents, for example, swarm robotic systems4. However, 

the problem of determining the optimal number of 

agents remains unsolved. To solve this problem, the in 

this article proposed a method for evaluation the 

importance of features in MDRL in problems of task 

allocation. 

2. Related work 

In work5 proposed a combinatorial method for 

evaluation the importance of features based on 

combining features into subgroups, rearranging them, 

and retraining. The paper6 raises the problem of 

combinatorial selection of the optimal composition of 

the used features. The authors proposed a method for 

evaluation the importance of features based on the use 

of the architecture of a double ANN – "operator" and 

"selector". The disadvantages of these methods are their 

high computational complexity. In work7 proposed 

effective from the point of view of computational 

complexity, methods for evaluation the importance and 

choice of used features. However, these methods are 

focused on application in learning with a teacher.  

The purpose of evaluation the importance of 

features in MDRL is to optimize their composition in 

order to achieve a compromise between computational 

complexity and the efficiency of MAS learning using 

some specific learning algorithm. 

3. The proposed method for evaluation the 

importance of features 

3.1. Method description 

The proposed method based on the following hypothesis: 

in the case of a spatially distributed problem of task 

allocation features with low importance on average will 

make a small contribution to the value generated at the 

output of the ANN. Let us re-designate the grouped set 

of features 𝐹  from Eq. (1) into an expanded set of 

features: 

 𝐹 = {𝑓𝑖|𝑖 = 1, 𝑛̅̅ ̅̅̅}, (3) 

where 𝑛 – the total number of features (environment and 

all agents). 

Let us denote the MDRL process as a function 𝑙 that 

returns some trained ANN 𝜋  that approximates the 

behavior of MAS agents. The MDRL process is a 

function of the set of features 𝐹 used: 

 𝑙(𝐹) → 𝜋. (4) 

Let us also introduce the function 𝑒(𝜋)  for 

evaluating the efficiency of the ANN 𝜋 from the point 

of view of the purpose of the MAS: 

 𝑒(𝜋)~𝑒. (5) 

The purpose of the estimates calculated using the 

proposed method is to determine such a subset of 

features 𝐹′ ⊂ 𝐹 , which can be excluded from the 

MDRL process 𝑙 . In this case, an ANN 𝜋′  should be 

obtained, the efficiency of which will be in a certain 

admissible neighborhood of the ANN efficiency 𝜋 , 

trained on the full set of features 𝐹. Mathematically, this 

statement can be described as follows: 

 𝑙(𝐹 ∖ 𝐹′) → 𝜋′, (6) 

 𝐹 ∖ 𝐹′ = {𝑓𝑖 ∈ 𝐹|𝑓𝑖 ∉ 𝐹′}, (7) 

 |𝑒( 𝜋′) − 𝑒(𝜋)| < 𝜀, (8) 

where 𝐹 ∖ 𝐹′  – the operation of subtracting the set 𝐹′ 

from the set 𝐹 , 𝜀  – given radius of the admissible 

neighborhood of the efficiency of the original ANN 𝜋. 

To solve this problem the proposed method includes 

the following steps: 

1. Training the ANN on the full set of features 𝐹 

using the training method 𝑙 . As a result, ANN 𝜋  is 

formed. 

2. Calculation the estimate 𝑒 of the efficiency of the 

ANN π. 
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3. Performing a test run of the ANN 𝜋 at a certain 

number of steps. In this case, each state 𝑠𝑗 supplied to 

the input of ANN 𝜋 at the 𝑗-th step is recorded. As a 

result, a sample of data 𝑆  is formed, supplied to the 

input of the ANN 𝜋: 

 𝑆 = {𝑠𝑗|𝑗 = 1, 𝑚̅̅ ̅̅ ̅̅ }, (9) 

where 𝑚 – number of test run steps. 

4. Further, for each feature 𝑖 = 1, 𝑛̅̅ ̅̅̅, its elimination 

is emulated and the change in the ANN output 𝜋  is 

evaluated based on the data of the test run 𝑆: 

 𝑑𝑖 = |𝜋(𝑆) − 𝜋(𝑆 ∙ 𝑀𝑖)|, 𝑖 = 1, 𝑛̅̅ ̅̅̅, (10) 

 𝑀𝑖 = {𝑚𝑗|𝑗 = 1, 𝑛̅̅ ̅̅̅}, (11) 

 𝑚𝑗 = {
0, если 𝑗 = 𝑖,
1, если 𝑗 ≠ 𝑖,

 (12) 

where 𝑀𝑖 – the vector of masking of the 𝑖-th feature. 

The obtained 𝑑𝑖  values can then be used to 

evaluation the importance of the 𝑖-th feature. 

Based on this method, the optimization of the set of 

used features 𝐹 can be performed according to a scheme 

that includes the following steps. 

1. The generated row 𝑑 is processed by normalizing 

to the range [0;  1] and ordering in descending order: 

 �̅� = sort {
𝑑𝑖

max 𝑑𝑖−min 𝑑𝑖
|𝑖 = 1, 𝑛̅̅ ̅̅̅}. (13) 

2. Some threshold value 𝑑𝑡 is selected. If the value 

of the feature 𝑑�̅� is less than the threshold value 𝑑𝑡, this 

feature is included in the set of insignificant features 𝐹′: 

 𝐹′ = {𝑓𝑖 ∈ 𝐹|𝑑�̅� < 𝑑𝑡}. (14) 

3. Based on the reduced set of features (𝐹 ∖ 𝐹′) the 

ANN 𝜋′ is retrained and the efficiency is evaluation. 

3.2.  Experimental results 

To test the efficiency of the proposed method, the 

simulated MAS was trained to solve the task allocation 

problem2 using the modified MADDPG2 method. The 

diagram of the series �̅�  obtained as a result of the 

application of the proposed method (Fig. 1). As follows 

from Fig. 1, starting with the features of the fourth 

agent's state, there is a sharp decrease in their 

importance.  

To test the validity of this assumption, an optimization 

was carried out by brute force and training was carried 

out for a different number of agents (Fig. 2). 

As follows from Fig. 2 the effectiveness of 

functioning with a different number of agents more than 

two changes insignificantly. This confirms the adequacy 

of the results shown in Fig. 1. Similar efficiency is 

likely to be observed in other spatially distributed tasks, 

such as collective movement, or covering a certain area8. 

4. Conclusions 

The article describes a proposed method for evaluation 

the importance of features. The essence of the proposed 

method is to evaluation the influence of the considered 

input feature on the change in the output signal 

generated at the ANN output. As follows from the 

results of experimental studies, the method can 

significantly reduce the number of used features without 

losing effectiveness. The advantage of the proposed 

method is its relatively low computational complexity. 
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