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Abstract 

With the continuous development of science and technology, the field of artificial intelligence has become a research 

hotspot, especially deep learning, which has attracted much attention from all walks of life. Starting with the 

automatic driving solution, this paper mainly expounds the important role and technical route of the application of 

deep learning, and finally looks forward to the development direction and application of automatic driving technology 

based on deep learning. 
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1. Introduction

Automatic driving is developing rapidly in the direction 

of intelligence. As a cutting-edge branch of artificial 

intelligence, deep learning has promoted the explosive 

growth in the field of artificial intelligence, and has been 

widely used in the perception, decision-making, control 

and other related fields of automatic driving. The current 

research focus is computer vision.The research hotspot 

is the application of convolutional neural network to 

robot objects.Deep learning is also used to assist 

decision-making. The integration of deep learning and 

autopilot has a good prospect, which will promote the 

development of autopilot to a higher level of intelligence. 

Deep learning is a kind of machine learning. Its 

algorithm is based on representation learning of data, 

which can discover the complex structure in big data, and 

use back propagation to guide the machine how to 

calculate the representation from the previous layer 

network, so as to change the internal parameters of each 

layer1. The purpose of deep learning is to make the 

unmanned vehicle have the same analysis and learning 

ability as people, because it can enhance the perception, 

decision-making and control ability of unmanned vehicle, 

it has a wide application prospect in image recognition, 

target recognition, path planning, human-computer 

interaction and so on. 

2. Development status of automatic driving

2.1. Automatic driving level division standard 

The automatic driving level division standard formulated 

by the SAE (Society of Automotive Engineers) is shown 

in Fig.1.  

Level 1: system is mainly used to improve driving safety. 

Such as ABS(antilock brake system). 

Level 2: partial automatic driving.The vehicle provides 

driving for multiple operations in steering wheel, 

acceleration and deceleration, and the human driver is 

responsible for other driving actions. 
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Level 3: conditional automatic driving. Most driving 

operations are completed by the vehicle, and human 

drivers need to pay attention in case of emergency. 

Level 4: highly automatic driving. cars can drive 

automatically in special scenes such as highways, but 

cars still need human intervention under complex road 

conditions. 

Level 5: fully automatic. human beings become 

passengers completely 

2.2. Key technologies of automatic driving 

2.2.1 Environmental perception 

Commonly people use sensors for vehicle environment 

sensing include lidar, millimeter wave radar, camera, etc.  

Cameras include monocular camera, binocular camera, 

and look around camera. Monocular camera has simple 

structure and mature algorithm, but its field of view 

depends on lens and ranging accuracy is low. The 

binocular camera has higher ranging accuracy. The look 

around camera can have a field of view of 360 degrees, 

but the sensing range is only 5 to 10 m, and the edge of 

the photo is seriously deformed. 

In order to solve the problem of inaccurate camera 

ranging, engineers introduced lidar sensors. The lidar 

sensor emits a laser beam externally. After the laser beam 

meets the object, it returns to the laser receiver through 

diffuse reflection. The computer calculates the distance 

between the transmitter and the object according to the 

time difference between sending and receiving signals. 

The fast-rotating laser sensor can provide millions of data 

points per second, which can create 3D maps of 

surrounding objects and environment. Lidar is not 

affected by lighting conditions, but it is vulnerable to 

smoke or bad weather, and the cost of lidar is very high. 

Millimeter wave radar is affordable, less affected by 

smoke, strong penetration and small volume. Its 

detection range can reach 200m. However, the data 

stability is poor and the algorithm is more complex. 

2.2.2 High precision position 

High precision position provides global path planning for 

autonomous vehicles, and obstacle avoidance planning 

based on perception results, also known as real-time 

navigation planning. At present, the two major 

challenges that positioning technology still faces are 

covering blind areas and high cost. 

2.2.3 Collaborative decision making 

The decision-making needs to integrate the current scene, 

path planning, user needs and other information, adapt to 

the real-time situation as much as possible, and make 

friendly and efficient decisions on the premise of 

ensuring driving safety2. 

3. Deep learning application on automatic 

driving 

3.1. Lane line detection 

Many scholars began to use the methods of deep learning 

to solve the problem of lane detection. 

In 2018, Davy Neven3 and others proposed a lane line 

detection neural network model LaneNet+H-Net, which 

can carry out end-to-end lane line detection. The model 

structure mainly including two network models LaneNet 

and H-Net,which is shown in Fig.2. LaneNet is a multi 

task model. One branch is used for binary semantic 

segmentation of lane lines to distinguish whether they are 

 

Fig. 1.  The automatic driving level division standard 

 

Fig. 2.  LaneNet + H-Net network structure3 
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lane lines or background. The other branch uses the lane 

line division output of the first branch as input. During 

training, the segmented lane line mask is clustered by 

learning the designed clustering loss function, and the 

two branches are combined. LaneNet + H-Net network 

realizes end-to-end lane line instance segmentation. 

3.2. Pedestrian detection 

RCNN(Region CNN) algorithm is a pioneering work for 

target detection using deep learning. It is designed by 

Ross Girshick, a famous fair programmer under 

Facebook. It is also a great milestone in applying the 

traditional CNN method to target detection. Based on 

CNN's excellent feature extraction and performance 

classification, the transformation of target detection 

problem is realized by region proposal method.  

However, RCNN has fatal shortcomings. Repeated 

feature extraction leads to a waste of computing 

resources. The later fast RCNN is improved on this basis 

to speed up the algorithm and no additional storage4. 

Faster RCNN  network structure is shown in Fig.3. It 

integrates feature extraction, target extraction, candidate 

box and classifier into a network, which is completed by 

deep neural network and runs on GPU, which greatly 

improves the operation efficiency. Compared with fast 

RCNN, the comprehensive performance of RCNN is 

greatly improved. It is one of the mainstream algorithms 

of target detection. The faster RCNN network framework 

is shown in the Fig.3. 

3.3. Multisensor fusion 

Automatic driving based on deep learning has higher 

requirements for sensor data acquisition. As the data 

source of unmanned vehicle, various sensors are of great 

importance. However, as the input of the deep learning 

model, any sensor has its own shortcomings. So the 

 

Fig. 4. MV3D object detection network structure8 

 

Fig. 3. Faster RCNN network structure5 
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multi-sensor fusion technology is of great significance 

for the accurate perception and cognition of autonomous 

vehicles. 

At present, the target recognition scheme of multi-sensor 

fusion mostly integrates the traditional camera image and 

laser point cloud 2D processing scheme into one network, 

such as VeloFCN6, Vote3D7, etc. X Chen et al. proposed 

MV3D (multi view 3D object detection network) to fuse 

LIDAR point cloud data with RGB image information8. 

MV3D is used as the perceptual fusion framework. The 

2D processing scheme of laser point cloud data 

represents the 3D point cloud information with the front 

view and aerial view of laser point cloud, and is fused 

with RGB image to predict the directional 3D boundary 

box9. The network structure is shown in Fig.4. 

4. Conclusions 

At present, deep learning shows a broad development 

prospect in the field of automatic driving. It can operate 

the original sensor data without manual assistance, infer 

the key features, and greatly shorten the preliminary 

engineering time. At the same time, it is also good at 

fusing multi-sensor data to capture the relationship 

between the original data, which is helpful for the 

autonomous vehicle to work in a complex environment. 

At present, the research focus of in-depth learning is 

computer vision, which will develop towards a higher 

level of cognition in the future. The purpose is to make 

autonomous vehicles reach the level of level 5 and realize 

real autonomous driving. 
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