
  © The 2022 International Conference on Artificial Life and Robotics (ICAROB2022), January 20 to 23, 2022 

Proposal of a Method to Generate Classes and Instance Variable Definitions in the VDM++ 

Specification from Natural Language Specification 

Kensuke Suga*, Tetsuro Katayama*, Yoshihiro Kita†, 

Hisaaki Yamaba*, Kentaro Aburada*, Naonobu Okazaki* 

* Department of Computer Science and Systems Engineering, Faculty of Engineering, University of Miyazaki,

 1-1 Gakuen-kibanadai nishi, Miyazaki, 889-2192 Japan 
†Department of Information Security, Faculty of Information Systems, Siebold Campus, University of Nagasaki 

 1-1-1 Manabino, Nagayo-cho, Nishi-Sonogi-gun, Nagasaki, 851-2195 Japan 

E-mail: suga@earth.cs.miyazaki-u.ac.jp, kat@cs.miyazaki-u.ac.jp, kita@sun.ac.jp,  

yamaba@cs.miyazaki-u.ac.jp, aburada@cs.miyazaki-u.ac.jp, oka@cs.miyazaki-u.ac.jp 

Abstract 

Writing VDM++ specifications is difficult. The existing method can automatically generate type and constant 

definitions in VDM++ specification from natural language specification using machine learning. This paper proposes 

a method to generate classes and instance variable definitions in the VDM++ specification from natural language 

specification to improve the usefulness of the existing method. From the evaluation experiment by using F-values, it 

has been confirmed that the proposed method can improve the usefulness of the existing method. 

Keywords: natural language specification, machine learning, VDM++ specification, automatic generation.

1. Introduction

The importance of software in society is increasing, and 

software bugs have a huge impact on our society. One of 

the causes of software bugs is the use of natural language 

in the upstream process of software development. Due to 

natural language containing ambiguity, the programmer 

might embed some bugs in the program. One way to 

solve this problem is to design software using formal 

methods in the upstream process. The development of 

software using formal methods is written by a formal 

specification description language based on 

mathematical logic. This allows writing specifications 

without the ambiguity of natural language. 

VDM (Vienna Development Method) ++1 is a formal 

specification language that can handle object-oriented 

modeling. A formal specification description language 

such as VDM++ is difficult to write because it has a strict 

syntax and requires writing data types and system 

invariant conditions. Traditionally, this task has 

depended on the experience of each programmer and has 

the problem of high dependency. For this reason, we 

proposed a method for automatically generating VDM++ 

specifications using machine learning by focusing on 

words in natural language specifications2,3. The existing 

method can classify words that are extracted from natural 

language specifications, into type definitions and 

constant definitions in VDM++ specifications. However, 

the existing method is unable to classify words into 

classes or other block definitions, so the generated 

VDM++ specification can only output type definitions 

and constant definitions. Therefore, the existing method 

is less useful.  

In this paper, we propose a method to generate classes 

and instance variable definitions and apply it to the 

existing method in order to improve their usefulness. 

Here, this study focuses on specifications written in 

Japanese language. 

2. Existing Method

Fig. 1 shows the flow of the method in this research. The 

existing method automatically generates a VDM++ 
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specification from a natural language specification. The 

steps of the existing method are shown below. 

1. The morphological analyzer morphologically 

analyzes each sentence of the natural language 

specification and generates a chained list that 

contains each sentence after analysis. 

2. The converter focuses on the words of the sentences 

in the chained list and adds the parameters 

necessary for machine learning to each word. In 

addition, it generates a word list that contains the 

words and a numeric list that contains the words that 

are numbers. 

3. The machine learning part classifies the words in 

the word list and generates a judgment list 

containing the results of the classification. 

4. VDM++ generator generates a VDM++ 

specification using the numerical list generated in 

Step 2 and the words classified in Step 3. 

The existing method uses morphological analysis of 

natural language and machine learning classification to 

extract the necessary words for the VDM++ specification 

and can automatically generate the VDM++ specification. 

However, there is a problem with the existing method. 

The existing method can only classify words extracted 

from natural language specifications into type definitions 

and constant definitions and cannot output class and other 

block definitions. Therefore, the existing method is less 

useful. In order to improve the usefulness of existing 

method, this paper proposes a method to generate classes 

and instance variable definitions in the VDM++ 

specification and apply it to existing method. First, we 

output a word list adding new parameters by extending 

the converter. Next, the machine learning part classifies 

the words in the word list into three categories. 

• Words that are not necessary for the VDM++ 

specification. 

• Words that are necessary for the VDM++ 

specification but are not candidates for classes. 

• Words that are necessary for the VDM++ 

specification and are candidates for classes.   

From now on, we will refer to the above words as Word 

A, Word B, and Word C, respectively. Finally, the 

machine learning part outputs a judgment list containing 

the classification results.  

3. Proposal Method 

The   proposed   method   improves   the   functions  and 

intermediate data shown in dark colors in Fig. 1. The 

proposed method supports not only type definitions and 

constant definitions, but also classes and instance 

variable definitions, and automatically generates the 

VDM++ specification. We adopt WordNet4 to extract 

candidate words for classes in the VDM++ specification 

from the natural language specification. WordNet is a 

dictionary created based on the semantic relationships 

between nouns, such as synonyms, superlatives, and 

subordinates. The steps of our proposed method are 

shown below. 

1. The converter uses WordNet to generate a tree 

structure of words that are semantically related to 

words. In addition, the number of nodes and the root 

depth of the tree structure are used to calculate the 

concept level, which is newly defined in this 

research, and added to each word as a parameter. 

2. The machine learning part extracts words and 

classifies them into Word A, Word B, and Word C. 

3. In the machine learning part, the words extracted in 

Step 2 that are Word B are classified into words that 

are necessary for the VDM++ specification and are 

candidates for classes. 

4. The machine learning part extracts words that are 

instance variables based on the relationship between 

the words classified in Step 3 and the words that are 

Word C in the natural language specification. 

In this paper, we focus on the above steps 1-2. The 

classification of each word into classes and the dealing 

with instance variable definitions in the VDM++ 

specification in the steps 3-4 are future works.  

3.1. Concept Level Calculation 

The existing method outputs word list after adding four 

parameters to each word in the converter: TFI-DF value, 

number of occurrences, priority value, and number of 

concatenations. We extend the word list by adding a 

concept level for each word as a new parameter. In 

calculating the concept level, we use WordNet to 

Fig. 1. Flow of the method in this research 
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generate a tree structure of words that are semantically 

related to the word. Fig 2 shows an example of a tree 

structure of words. Eq.1 shows the formula for 

calculating the concept level. 

𝑐𝑜𝑛𝑐𝑒𝑝𝐿𝑒𝑣𝑒𝑙 =  ∑ ∑
1

𝑛

𝑚
𝑗=1

𝑛
𝑖=1 (1)

(
𝑚: 𝑁𝑜𝑑𝑒𝑠 𝑤𝑖𝑡ℎ 𝑡ℎ𝑒 𝑠𝑎𝑚𝑒 𝑟𝑜𝑜𝑡 𝑑𝑒𝑝𝑡ℎ

𝑛: 𝐷𝑒𝑝𝑡ℎ 𝑜𝑓 𝑟𝑜𝑜𝑡𝑠
)

  

In order to classify each word into word A, word B, or 

word C, the proposed method adds a concept level value 

as a parameter to each word. 

It is found that the concept level value and words in 

the natural language specifications had the below 

characteristics. 

• Words with too large a concept level value (data, 

object, etc.) are likely to be words that are not 

necessary for the VDM++ specification. 

• Words with too small a concept level value 

('number', 'ID', etc.) are likely to be words that are 

not necessary for the VDM++ specification. 

However, if it is connected to a word that is a 

candidate for a class, it is most likely to be an 

instance variable that the class has. 

• Among the words that have a concept level value 

between too large and too small, words with a 

larger concept level value are more likely to be 

candidates for the class. 

• Otherwise, words are more likely not candidates 

for the class. 

Based on the above features, The proposed method 

classifies each word into word A, word B, or word C. 

3.2. Word Classification 

The existing method uses a logistic regression model for 

the machine learning part to classify words into two 

categories: words necessary for the VDM++ 

specification and words not necessary for the VDM++ 

specification, and to output a judgment list. In the 

proposed method, we improve the judgment list by 

performing multi-class classification, which includes the 

judgment of words that are necessary for the VDM++ 

specification and words that are candidates for classes. 

4. Application Example 

In this paper, we extend the converter and machine 

learning part of the existing method and improve the 

output word list and judgment list. The specifications 

Fig. 5. Judgement list  

 

 

Fig. 5. Judgement list  

 

Fig. 2. Example of a tree structure of a words 

 

Fig. 2. Example of a tree structure of a words 

Fig. 4. Word list  

 

 

Fig. 4. Word list  

 

Fig. 3. Japanese specification and its English translation 
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used in the application of the proposed method and its 

English translations are shown in Fig. 3, and part of the 

word list and judgment list output by the converter and 

machine learning part is shown in Fig. 4 and Fig. 5, 

respectively. 

We can see that we have been able to add the concept 

level as a new parameter to the word list in Fig. 4. The 

results shown in Fig. 5 show that the nouns in the 

specification of Fig. 3, such as “teacher”, “company”, 

and “student”, can be classified as necessary and 

candidate class words for the VDM++ specification.  

From Fig. 3 to Fig. 5, we can confirm that the 

proposed method is able to classify words in natural 

language specification properly into Word A, Word B, or 

Word C.  

5. Evaluation Experiment 

In order to evaluate the improvement of the usefulness of 

the proposed method, we experiment on the classification 

accuracy of words that are necessary for the VDM++ 

specification and are candidates for classes, using two 

specifications: the Internship Online Submission System 

Specification and the ET Robot Contest 2020 

competition Rules5. From now on, we will refer to the 

two specifications as Specification A and Specification B. 

In the evaluation experiment, the machine learning part 

builds a trained model using Specification A. We 

evaluate the model by using F-values for the judgment 

lists generated from each specification. The experimental 

results are shown in Table 1.  

Table 1 shows that the proposed method achieves a 

high F-value in classifying words that are necessary for 

the VDM++ specification and are candidates for classes, 

with an F-value of 0.8 for Specification A and an F-value 

of 0.71 for Specification B. Therefore, the proposed 

method can classify words that are necessary for the 

VDM++ specification and are candidates for classes, in 

addition to the existing method and achieve the 

improvement of the usefulness of the existing method.  

6. Conclusion 

In this paper, in order to improve the usefulness of the 

existing method for automatically generating VDM++ 

specifications from natural language specifications, we 

have proposed a method to generate classes in addition to 

type definitions and constant definitions and applied it to  

 

the existing method. This corresponds to steps 1-2 of the 

proposed method in chapter 3.  

As a result of evaluation experiments using natural 

language specifications, the proposed method can 

classify words that are necessary for the VDM++ 

specification and are candidates for classes with an 

accuracy of F-value 0.8 for Specification A and F-value 

0.71 for Specification B. Therefore, it can be said that the 

proposed method achieves the improvement of the 

usefulness of the existing method. 

Our future tasks are shown below. 

• Classification of words necessary for the 

VDM++ specification into extracted classes. 

• Dealing with instance variable definitions. 
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