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Abstract 

A non-photorealistic rendering method has been proposed for generating a striped image which is overlaid striped 
patterns in a photograph. The conventional method generates the striped image by an iterative process using an 
inverse line convergence index filter. When a striped animation is generated by converting each frame of a video by 
the conventional method, flickering occurs in the generated striped animation. In this paper, we propose a method for 
generating a striped animation that has characteristic with less flicker from the video. The effectiveness of the 
proposed method is investigated experimentally. As a result of the experiments, the proposed striped animation had 
less flicker than the conventional striped animation. 
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1. Introduction 

Various non-photorealistic rendering methods for a 
photograph have been proposed1,2,3,4,5,6. These methods 
are used in a wide range of applications, for examples, 
applications embedded in a personal computer and a 
portable terminal. Applying these methods to a video is 
to improve the visual appearance. A Study on non-
photorealistic rendering of the video has also been 
conducted7, but the conventional method was been 
known that flickering occurs in the non-photorealistic 
rendering animation. 

In this paper, we focus on the non-photorealistic 
rendering method for generating a striped image6 from 
the photograph. Also we apply the conventional method 
to the video. The striped image is overlaid the striped 
patterns in the photograph as shown in Fig. 1. The 
conventional method generates the striped image by an 
iterative process using an inverse line convergence index 

filter, and is characterized by the ability to automatically 
generate the striped patterns in accordance with the 
shading and the edge of the photograph. When a striped 
animation is generated by converting each frames of the 
video by the conventional method, flickering occurs in 
the generated striped animation. Therefore, we suppress 
flicker by using the forward and backward frames of the 

(a) Lena image                         (b) Striped image 
Fig. 1. Lena image and striped image 
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video. The effectiveness of the proposed method is 
investigated experimentally. By visually and 
quantitatively comparing the proposed striped animation 
to the conventional striped animation, we show that the 
proposed method can suppress flicker better than the 
conventional method. 

2. Method 

Let input pixel values of RGB on coordinates (𝑖𝑖, 𝑗𝑗) in 𝑜𝑜-
th frame of the video be 𝑓𝑓𝑅𝑅,𝑖𝑖,𝑗𝑗,𝑜𝑜 , 𝑓𝑓𝐺𝐺,𝑖𝑖,𝑗𝑗,𝑜𝑜  and 𝑓𝑓𝐵𝐵,𝑖𝑖,𝑗𝑗,𝑜𝑜  (𝑖𝑖 =
1,2, … , 𝐼𝐼; 𝑗𝑗 = 1,2, … , 𝐽𝐽; 𝑜𝑜 = 1,2, … ,𝑂𝑂) , and let output 
pixel values after processing with a line convergence 
index filter8 be 𝐿𝐿𝐿𝐿�𝑓𝑓𝑅𝑅,𝑖𝑖,𝑗𝑗,𝑜𝑜�, 𝐿𝐿𝐿𝐿�𝑓𝑓𝐺𝐺,𝑖𝑖,𝑗𝑗,𝑜𝑜� and 𝐿𝐿𝐿𝐿(𝑓𝑓𝐵𝐵,𝑖𝑖,𝑗𝑗,𝑜𝑜). 

The line convergence index filter is executed in the 
following manner. Consider the straight line 𝑙𝑙𝑚𝑚,𝑜𝑜(𝑚𝑚 =
1,2, … ,𝑀𝑀)  inclined 𝜃𝜃𝑚𝑚,𝑜𝑜(= 0,𝜋𝜋 𝑀𝑀⁄ , 2𝜋𝜋 𝑀𝑀⁄ , … , (𝑀𝑀 −
1)𝜋𝜋/𝑀𝑀) degrees from the 𝑥𝑥-direction of the target pixel 
(𝑖𝑖, 𝑗𝑗) . Let the length of the straight line 𝑙𝑙𝑚𝑚,𝑜𝑜  in each 
direction around the target pixel (𝑖𝑖, 𝑗𝑗)  be 𝑊𝑊1  pixels. 
Consider the inclined rectangle which has the center at 
(𝑖𝑖, 𝑗𝑗) and the length of sides are 𝑊𝑊1 , 𝑊𝑊2 . Let 𝑁𝑁 be the 
number of pixels (𝑘𝑘, 𝑙𝑙) inside the rectangle (Conceptual 
diagram for 𝑊𝑊1 , 𝑊𝑊2  and 𝑁𝑁  are shown in Fig. 2). 
Compute a cosine of the angle between a vector 
perpendicular to a straight line 𝑙𝑙𝑚𝑚,𝑜𝑜 from a neighboring 
pixel (𝑘𝑘, 𝑙𝑙)  and a vector (( 𝑠𝑠𝑘𝑘+2,𝑙𝑙+2,𝑜𝑜 + 𝑠𝑠𝑘𝑘+2,𝑙𝑙+1,𝑜𝑜 + 
𝑠𝑠𝑘𝑘+2,𝑙𝑙,𝑜𝑜+𝑠𝑠𝑘𝑘+2,𝑙𝑙−1,𝑜𝑜+𝑠𝑠𝑘𝑘+2,𝑙𝑙−2,𝑜𝑜)−(𝑠𝑠𝑘𝑘−2,𝑙𝑙+2,𝑜𝑜+𝑠𝑠𝑘𝑘−2,𝑙𝑙+1,𝑜𝑜+ 
𝑠𝑠𝑘𝑘−2,𝑙𝑙,𝑜𝑜+𝑠𝑠𝑘𝑘−2,𝑙𝑙−1,𝑜𝑜+𝑠𝑠𝑘𝑘−2,𝑙𝑙−2,𝑜𝑜),( 𝑠𝑠𝑘𝑘+2,𝑙𝑙+2,𝑜𝑜+𝑠𝑠𝑘𝑘+1,𝑙𝑙+2,𝑜𝑜+ 
𝑠𝑠𝑘𝑘,𝑙𝑙+2,𝑜𝑜+𝑠𝑠𝑘𝑘−1,𝑙𝑙+2,𝑜𝑜+𝑠𝑠𝑘𝑘−2,𝑙𝑙+2,𝑜𝑜) −(𝑠𝑠𝑘𝑘+2,𝑙𝑙−2,𝑜𝑜+𝑠𝑠𝑘𝑘+1,𝑙𝑙−2,𝑜𝑜+ 
𝑠𝑠𝑘𝑘,𝑙𝑙−2,𝑜𝑜 + 𝑠𝑠𝑘𝑘−1,𝑙𝑙−2,𝑜𝑜 + 𝑠𝑠𝑘𝑘−2,𝑙𝑙−2,𝑜𝑜))  calculated from the 
density variation. Let the cosine of the angle be 
𝑐𝑐𝑚𝑚,𝑛𝑛,𝑜𝑜(𝑛𝑛 = 1,2, … ,𝑁𝑁). The term 𝑠𝑠𝑖𝑖,𝑗𝑗,𝑜𝑜 is calculated as the 
following equation. 

 
𝑑𝑑𝑖𝑖,𝑗𝑗,𝑜𝑜 =

𝑓𝑓𝑅𝑅,𝑖𝑖,𝑗𝑗,𝑜𝑜+𝑓𝑓𝐺𝐺,𝑖𝑖,𝑗𝑗,𝑜𝑜+𝑓𝑓𝐵𝐵,𝑖𝑖,𝑗𝑗,𝑜𝑜

3
.              (1) 

𝑠𝑠𝑖𝑖,𝑗𝑗,𝑜𝑜 =
∑ 1

1+|𝑝𝑝|𝑑𝑑𝑖𝑖,𝑗𝑗,𝑜𝑜+𝑝𝑝
𝑃𝑃
𝑝𝑝=−𝑃𝑃

∑ 1
1+|𝑝𝑝|

𝑃𝑃
𝑝𝑝=−𝑃𝑃

.               (2) 

 
Where 𝑃𝑃 is a positive constant. Next, compute 𝐶𝐶𝑚𝑚,𝑜𝑜 that 
is the average of the absolute value of 𝑐𝑐𝑚𝑚,𝑛𝑛,𝑜𝑜  of 𝑁𝑁 
neighboring pixels (𝑘𝑘, 𝑙𝑙) in each straight line 𝑙𝑙𝑚𝑚,𝑜𝑜 as the 
following equation. 
 

𝐶𝐶𝑚𝑚,𝑜𝑜 = 1
𝑁𝑁
∑ �𝑐𝑐𝑚𝑚,𝑛𝑛,𝑜𝑜�𝑁𝑁
𝑛𝑛=1 .                (3) 

 
 
 

Fig. 2. Conceptual diagram for 𝑊𝑊1, 𝑊𝑊2 and 𝑁𝑁 
 

With the maximum value of 𝐶𝐶𝑚𝑚,𝑜𝑜 in all straight lines 𝑙𝑙𝑚𝑚,𝑜𝑜 
in each pixel (𝑖𝑖, 𝑗𝑗), denote as 𝑔𝑔𝑖𝑖,𝑗𝑗,𝑜𝑜. With the minimum 
and maximum values of 𝑔𝑔𝑖𝑖,𝑗𝑗  in all pixels, denoted as 
𝑔𝑔𝑚𝑚𝑚𝑚𝑚𝑚,𝑜𝑜 and 𝑔𝑔𝑚𝑚𝑚𝑚𝑚𝑚,𝑜𝑜, respectively. Transform 𝑔𝑔𝑖𝑖,𝑗𝑗,𝑜𝑜 to ℎ𝑖𝑖,𝑗𝑗,𝑜𝑜 
and thus to the pixel values had from 0  to 255  by 
thefollowing equation. 
 

ℎ𝑖𝑖,𝑗𝑗,𝑜𝑜 = 255
𝑔𝑔𝑖𝑖,𝑗𝑗,𝑜𝑜−𝑔𝑔𝑚𝑚𝑚𝑚𝑚𝑚,𝑜𝑜

𝑔𝑔𝑚𝑚𝑚𝑚𝑚𝑚,𝑜𝑜−𝑔𝑔𝑚𝑚𝑚𝑚𝑚𝑚,𝑜𝑜
.                (4) 

 
𝐿𝐿𝐿𝐿�𝑓𝑓𝑅𝑅,𝑖𝑖,𝑗𝑗,𝑜𝑜� , 𝐿𝐿𝐿𝐿�𝑓𝑓𝑅𝑅,𝑖𝑖,𝑗𝑗,𝑜𝑜�  and 𝐿𝐿𝐿𝐿(𝑓𝑓𝑅𝑅,𝑖𝑖,𝑗𝑗,𝑜𝑜)  are the same 
value as ℎ𝑖𝑖,𝑗𝑗,𝑜𝑜. 

Compute the pixel value 𝑓𝑓𝑅𝑅,𝑖𝑖,𝑗𝑗,𝑜𝑜
(𝑡𝑡) , 𝑓𝑓𝐺𝐺,𝑖𝑖,𝑗𝑗,𝑜𝑜

(𝑡𝑡)  and 𝑓𝑓𝐵𝐵,𝑖𝑖,𝑗𝑗,𝑜𝑜
(𝑡𝑡)  by 

using the inverse line convergence index filter as 
 

𝑓𝑓𝑅𝑅,𝑖𝑖,𝑗𝑗,𝑜𝑜
(𝑡𝑡) = 𝑎𝑎(𝑓𝑓𝑅𝑅,𝑖𝑖,𝑗𝑗,𝑜𝑜

(𝑡𝑡−1) − 𝐿𝐿𝐿𝐿(𝑓𝑓𝑅𝑅,𝑖𝑖,𝑗𝑗,𝑜𝑜
(𝑡𝑡−1))) + 𝑓𝑓𝑅𝑅,𝑖𝑖,𝑗𝑗,𝑜𝑜. (5) 

𝑓𝑓𝐺𝐺,𝑖𝑖,𝑗𝑗,𝑜𝑜
(𝑡𝑡) = 𝑎𝑎(𝑓𝑓𝐺𝐺,𝑖𝑖,𝑗𝑗,𝑜𝑜

(𝑡𝑡−1) − 𝐿𝐿𝐿𝐿(𝑓𝑓𝐺𝐺,𝑖𝑖,𝑗𝑗,𝑜𝑜
(𝑡𝑡−1))) + 𝑓𝑓𝐺𝐺,𝑖𝑖,𝑗𝑗,𝑜𝑜. (6) 

𝑓𝑓𝐵𝐵,𝑖𝑖,𝑗𝑗,𝑜𝑜
(𝑡𝑡) = 𝑎𝑎(𝑓𝑓𝐵𝐵,𝑖𝑖,𝑗𝑗,𝑜𝑜

(𝑡𝑡−1) − 𝐿𝐿𝐿𝐿(𝑓𝑓𝐵𝐵,𝑖𝑖,𝑗𝑗,𝑜𝑜
(𝑡𝑡−1))) + 𝑓𝑓𝐵𝐵,𝑖𝑖,𝑗𝑗,𝑜𝑜. (7) 

 
Where 𝑎𝑎  is a positive constant and 𝑡𝑡  is the number of 
iterations. Let the initial value 𝑓𝑓𝑅𝑅,𝑖𝑖,𝑗𝑗,𝑜𝑜

(0) , 𝑓𝑓𝐺𝐺,𝑖𝑖,𝑗𝑗,𝑜𝑜
(0)  and 𝑓𝑓𝐵𝐵,𝑖𝑖,𝑗𝑗,𝑜𝑜

(0)  
be 𝑓𝑓𝑅𝑅,𝑖𝑖,𝑗𝑗,𝑜𝑜 , 𝑓𝑓𝐺𝐺,𝑖𝑖,𝑗𝑗,𝑜𝑜  and 𝑓𝑓𝐵𝐵,𝑖𝑖,𝑗𝑗,𝑜𝑜 , respectively. 𝑓𝑓𝑅𝑅,𝑖𝑖,𝑗𝑗,𝑜𝑜

(𝑡𝑡) , 𝑓𝑓𝐺𝐺,𝑖𝑖,𝑗𝑗,𝑜𝑜
(𝑡𝑡)  

and 𝑓𝑓𝐵𝐵,𝑖𝑖,𝑗𝑗,𝑜𝑜
(𝑡𝑡)  set to 0 if their values are less than 0, and set 

to 255 if their values are greater than 255. 
Finally, the 𝑁𝑁  striped images are obtained after 

processing of the inverse line convergence index filter of 
𝑇𝑇 generated from these striped images. 
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3. Experiments 

We applied the proposed method to the Yuzenzome 
video9 which consists of 703 frames, 30 frames / second, 
352 ∗ 240 pixels and 256 tone. The 100, 101, 387 and 
388th frames of the Yuzenzome video are shown in Fig. 
3. The 387  and 388 th ftames are the scene change 
frames. In the following experiments, referring to the 
literature 6), we set the values of the parameters 𝑀𝑀, 𝑊𝑊1, 
𝑊𝑊2, 𝑎𝑎 and 𝑇𝑇 to 8, 4, 4, 0.4 and 30, respectively. 

First, we visually compared the proposed striped 
animation to the conventional striped animation. The 
100 , 101 , 387  and 388 th frames of the conventional 
striped animation and the proposed striped animation are 

 

(a) 100th                                (b) 101th 
 
 
 
 
 
 

(c) 387th                                (d) 388th 
Fig. 3. The frames of the Yuzenzome video 
 

(a) 100th                                (b) 101th  

(c) 387th                                (d) 388th 
Fig. 4. The frames of the conventional striped animation 

(a) 100th                                (b) 101th  

(c) 387th                                (d) 388th 
Fig. 5. The frames of the proposed animation 

 
shown in Fig. 4 and Fig. 5, respectively. We set the value 
of the parameter 𝑃𝑃 to 3. Observing these animations, the 
proposed striped animation were suppressed flicker more 
than the conventional striped animation. Observing Fig. 
4 and Fig. 5, the proposed striped animation had less 
changes in the striped patterns than the conventional 
striped animation. 

Next, we quantitatively compared the proposed 
striped animation to the conventional striped animation. 
We calculated the average of the absolute difference 
value of pixel values between front and rear frames of 
these animations. As the average become smaller, 
flickering is less. The average of the conventional striped 
animation is shown in Table 1. On the other hand, the 
average of the proposed striped animation is shown in 
Table 2, when we changed the values of parameter 𝑃𝑃 
from 1  to 10 . Observing Table 2, as the values of 
parameter 𝑃𝑃 became bigger, the average became small. 
Observing Table 1 and Table 2, the average of the 
proposed striped animation were smaller than the average 
of the conventional striped animation. Thus, the proposed 
method can suppress flicker better than the conventional 
method. 

Lastly, we compared the calculation time of the 
proposed method to that of the conventional method. The 
calculation time of the conventional method is shown in 
Table 3. On the other hand, the calculation time of the 
proposed method is shown in Table 4, when we changed 
the values of parameter 𝑃𝑃 from 1 to 10. The calculation 
time in Table 3 and Table 4 is one iteration calculation 
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Table 1. The average of the conventional striped animation  

Average 
23.856 

 
Table 2. The average of the proposed striped animation when 
the value of the parameter 𝑃𝑃 is changed 

𝑃𝑃 Average 
1 20.403 
2 20.264 
3 20.190 
4 20.151 
5 20.118 
6 20.100 
7 20.087 
8 20.075 
9 20.067 
10 20.062 

 
Table 3. The calculation time of the conventional method 
[second] 

Average 
4.377 

 
Table 4. The calculation time of the proposed method when the 
value of the parameter 𝑃𝑃 is changed [second] 

𝑃𝑃 Average 
1 4.381 
2 4.390 
3 4.394 
4 4.399 
5 4.401 
6 4.405 
7 4.410 
8 4.413 
9 4.420 
10 4.426 

 
[second]. Observing Table 4, the calculation time became 
big as the values of parameter 𝑃𝑃 became bigger, but there 
are no big differences in these calculation times. 
Observing Table 3 and Table 4, there was no big 
difference in the calculation time between the proposed 
method and the conventional method. Thus, the proposed 
method is considered to be an effective method compared 

with the conventional method on the calculation time. 
However, considering real-time use on portable terminals, 
it is necessary to speed up the proposed method. 
Thecomputing environment of the experiment is 
Windows 7 Professional for OS, 3.40  GHz for CPU, 
8.00 GB for RAM and C language. 

4. Conclusion 

We proposed a method for generating a striped 
animation that has characteristic with less flicker from 
the video. The effectiveness of the proposed method was 
investigated experimentally. As a result of the 
experiments, the proposed striped animation had less 
flicker than the conventional striped animation. The 
future tasks are to speed up the proposed method and to 
apply the proposed method to other videos. 
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