Unchiku Generation with Moving Illustration Using Kabuki Knowledge

Jumpei Ono
Faculty of Software and Information Technology, Aomori University,
2-10-1, Seishincho, Edogawa, 134-0087, Japan

Miku Kawai
Faculty of Software and Information Science, Iwate Prefectural University,
152-52, Sugo, Takizawa, 020-0693, Japan

Takashi Ogata
Faculty of Software and Information Science, Iwate Prefectural University,
152-52, Sugo, Takizawa, 020-0693, Japan
E-mail: j.ono@aomori-u.ac.jp, g031p035@s.iwate-pu.ac.jp
t-ogata@iwate-pu.ac.jp

Abstract

We developed an explanation-generation system based on narratology. We also developed an unchiku generation
system as an application. After creating a prototype, we then considered a new system that would combine the unchiku
generation system with an animation system. We implemented the animation system in our kabuki study. This paper
considers the possibilities of the unchiku generation system.

1. Introduction

Drawing on the foundations of narratology and literary
theory, systematized thought, and philosophy, we
developed a program that generates narratives.'> We then
designed a mechanism for unchiku generation®* for
integration into the narrative generation system.

We study explanation generation in the context of
narratology. Narrative means not just the progression of
a plot but also the surplus or excess exposition that can
interfere with its rapid progress. In Gérard Genette’s
theories on narrative discourse,*® such techniques—for
example, explanation and description—are seen as
halting the temporal progression of the narrative.
Explanation is the act of justifying various objects or
events in a story (e.g., characters, setting, physical
objects, abstract ideas, etc.) and their relationships; it
often clarifies but remains separate from the progress and

development of the storyline. The unchiku is a form of
explanation that uses deep content to share knowledge or
teach a lesson to a disinterested audience.

We also study kabuki narrative generation by
comprehensively examining the structure, methods, and
techniques of narrative in kabuki to refine our narrative
generation system.

In our research system of narrative generation,!? the
kabuki form is central to the method of narrative
generation. We have placed the “work performed on
stage” at the center and presented a list of its multiple
components,’ extracted representative kabuki methods
and techniques, and analyzed them in detail through
prototypes®? to further our narratological research in the
kabuki tradition.'®

We focused our analysis specifically on the kabuki

ioji,''"1* a later tale of the
legend of Dojoji that has been performed by many
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excellent onnagata (male actors playing female
characters) since ancient times with new content added
beyond the original legend. In our earlier work'>!'4 we
used a system we developed called KOSERUBE,! an
animation tool for a story generation system, to create
visual representations of the structure of the stage
performance.

Other researchers have also built narrative generation
systems based on the work of Pablo Gervas'® as part of
the broader computational creativity movement that
focuses on narrative applications in the field of
robotics—for example, developing socially assistive
robots with a narrative approach.!” Our particular
research proposes a method of combining moving
illustrations on the screen as a tool to inform users of
unchiku. In this paper, sfory means the combined
storyline and explanation, and the unchiku is the detailed
information within the explanation.

There are many possible ways of using moving
illustrations. We previously described our approach to
one of these methods.'>'* In this paper, we examine that
method’s opposite: using images as explanations of texts.
The overall concept of using pictures to explain the text
is not new—encyclopedias and dictionaries have done
this for centuries. However, this paper proposes the use
of an automated animation tool to explain Kyoganoko

In describing our prototype, we will clarify the concept
and examine the issues and usage for the future. Our final
goal is to integrate the explanation using video and the
explanation of the video and to treat each as a function.

2. Two Background Systems

This section describes the animation system of the
system. The modules of the prototype system use these
two systems.

2.1. The Animation System of the Kyoganoko

The first system is an animation system that depicts the
stage performance structure. The data on Kyoganoko
so far. First, we focused on three items in the stage
structure table—kokoro (core conceptual theme), furi
(performance), and lyrics—that are described in Musume

Tamotsu Watanabe, a contemporary kabuki researcher

and critic, we conducted a detailed analysis of the “stage
performance structure” (narrative outline) of the play.
The main components were the characters, background
(stage set), music (instruments, performers, and genres),
lyrics, dialogue, and the core spiritual themes of each
scene.

Anchin. In the legend, a young woman named Kiyohim
falls in love with Anchin, a Buddhist monk, who rejects
her. She turns into a snake and kills him. After more than
a thousand years of telling this story through oral
histories, picture scrolls, and other reading materials, the
story has transformed into the present-day Kyoganoko

an analysis table and created a storyboard to develop our
animation system.

We have previously written about our analysis of the
stage performance structure of Kyoganoko Musume
system to express it called KOSERUBE, a folktale-style
story generation system.'> With the system, users can
select folktales and characters, and it automatically
generates a story based on the selections. The system also
generates an animation for the generated story,
displaying the lyrics at the bottom of the screen; the
background and characters change from scene to scene.
Our animation system can also reproduce and generate
music'? based on the score of Syamisen Bunkahu
Nagauta Kyoganoko Musume Dgjoji'® and recorded
music stored in the system.?’ The prototype system uses

are given in Section 3.1.

2.2. The Unchiku Generation System

The second system is an unchiku generation system.
Unchiku means deeply preserved knowledge. Unchiku
wo tareru (to tilt one’s unchiku) means putting all your
energy into that knowledge. In recent years, unchiku is
often used to mean “trivia.” However, unchiku wo tareru
(to draw upon one’s unchiku) and unchiku wo hikerakasu
(to show off one’s unchiku) mean showing off knowledge
learned from undesirable situations. The story uses
unchiku as one of its rhetorical techniques. A story has a
rhetorical device that slow or stop the progress of the plot
in the story by, for example, pausing to describe
something in the story. For the characters in the story,
“tilting one’s unchiku” is the act of explaining something
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(e.g., an object, character, setting, or event, etc.) in detail.
We have developed the unchiku generation system with
the aim of establishing a “starting point and means for
systematically collecting, accumulating, and utilizing
kabuki knowledge.”>*

As mentioned earlier, unchiku is one rhetorical
discussed various aspects of narrative discourse,
including the “distance” between the storyteller and the
story,® based on the structuralist theories proposed by
Genette.> We position unchiku as an explanation for
excess quantities verbosity. Originally, we extracted
information from Wikipedia to develop our unchiku
generation module,>* but we have refined our unchiku
generation in the prototype system. Details are given in
Section 3.2.

3. Unchiku Generation with Moving Illustration

Combining the unchiku generation with the insertion
of moving illustrations tells the story as animation. Our
goals for the prototype system were (1) to clarify the
system image and (2) to analyze plans and issues for
future full-scale development. This section describes the
data structure and the system.

3.1. Knowledge Structure for the Proposed System

The prototype system limits the text and animation
For this reason, we have provided English supplements
to the actual data and generated examples for this paper.

Figures 1 and 2 show the knowledge for unchiku
generation: Figure 1 relates to elements in the story;
Figure 2 relates to the scene of Kyoganoko Musume

Figure 3 shows the story used in this paper.

G

MREFERE] ThHD, [HETFRIERST] &iTHs
B ORIBHRNEM TH D, BRIOANMRE A
REMRBEEREZM 2 E, REMRLWAEL H1FmE L
THOLNTND, H< Db DHEHN, LB, &2
BEOFRPW R T, BEEERO [HETFHRERS] (2
Shosagoto. It is a work played by representative onnagata such as
Nakamura Utaemon VI and Bandd Tamasaburd V from the Showa
period. An old legend leads to the kabuki dance Kyoganoko Musume

Unchiku Generation with Moving

(#fL$AF [Ranbydshi])

(A [Character] H#1-7-f£7 [Shirabydshi Hanako])

(:L> [Core mental theme] 42 [Young girl])

(#E Y [Performance] H 4117 % [Shirabydshi no mai])

(#%F [Music genre] HE[Noh])

(%% [Instrument] 44K [Hydshi])

(¥31Hi [Scene] #4DA (GERLSF) [Cherry blossoms (Ddjoji)])
(4% % [Costume] 77 [Red])

(/IME E [Prop] H17 [Chikei])

(R{RD R A > FFocus point in the dance] /& [Foot]))

Fig.2. The unchiku knowledge of the Kyoganoko Musume

BN E R PREEICBTHEAT, BEVTM LY
DHDHRICEET D, HENLBICR I, EENLBITR
hNo, RBIEHEZENS, X2 TRB LHENIFET
51 LnHEE-OL, BBEIHLIREWME D, HRIIEE
D, HRITHET 5, HIRTEERICES T 5, HETL

n
Do WBENLZBICE S, WENLBIIRND, ZBILIEIE
ZBND, BEE TRBLHEPHERT D) LW oke-o
o ZBITHIFEZME 5, WERITMEZI D, HEITHE
T2, BRITMEEICES T2, BIRILBEEBES, KB
JERRSFICEIZE T 5, [Anold monk and a young monk, Anchin, go
to visit Kumano. They arrive at a house. Kiyohime meets Anchin.
Kiyohime falls in love with Anchin. Anchin is afraid of Kiyohime.
Anchin tells a lie that “Anchin and Kiyohime will meet again.”
Anchin avoids the house. Kiyohime knows a lie. Kiyohime gets
angry. Kiyohime transforms into a snake. Kiyohime chases Anchin.

3.2. Prototype System

In the prototype system, the unchiku generation is
supplemented by inserting moving illustrations to
produce animation: the story and unchiku appear as text
with animation in the middle of the sentences associated
with the words. Figure 4 shows the process of the system
and its two modules. The first module creates a story with
the unchiku. The other generates animations keyed to
parts of the generated story. The system also contains a
textual knowledge base and an image knowledge base.
The system receives a story, then animates the story and
the knowledge contained in it.
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Narrative A story
generation system . . N
A story with unchiku Animation system anir\:qv;ttl;ons
generation

Fig. 4. The flow of a unchiku generation system with moving
illustrations

The knowledge generation module takes a story and
adds to it from the knowledge database. The unchiku
generation module, using a story as its input, compares
words in the story with information in the knowledge
base, then generates an unchiku based on what it finds.
Figure2 is an example of knowledge retrieval for
input example showing how the module inserts the
retrieved knowledge from Figure 2 into the Musume
system presented in Sect1on 2.1: one, the knowledge
generation module now adds a symbol to the output
sentence to clearly distinguish between events and
knowledge, and two, it explicitly states that an animation
will be inserted immediately after the pronouncement.

The following is the flow of unchiku generation:

1. The module receives a story from the user or story
generator.

2. The module searches the knowledge for elements
and keywords from the story to find relevant
knowledge.

3. The system generates text presenting the retrieved
knowledge.

4. The system inserts the generated knowledge into
the story.

5. The system generates knowledge related to the
generated knowledge.

6. The system inserts the generated knowledge into
the story.

7. The system specifies the animation associated with
the generated knowledge.

The knowledge retrieval and generation are repeated
until there is no more relevant knowledge available. After
that, the inserted animation will be related to the last
generated knowledge.

The animation module receives the story from the
unchiku generation module and generates a code for
animation appropriate to the story. The module expresses
the generated code and story as an animation as described
in Section 2.

In the text representation, events are shown in black
and insights in red. An animation is inserted at the end of
the inscription.

4. Discussion

Figure 4 depicts the unchiku with moving illustration
generated based on Figure 3 The unchiku is related to

Dojoji. Kyoganoko musume dojoji. It is a
representative work of Shosagoto. It is a work
played by representative onnagata such as
Nakamura Utaemon VI and Bandd Tamasaburd V
from the Showa period Anold legend leads to the

reading materials such as Buddhist narratives, Noh,
and picture scrolls. For example, the scene of
Ranbyoshi is as follows: hito: Shirabyoshi Hanako;
kokoro: daughter' huri' Shirabyéshi no mai; lyriCS'

zsho. red; kodougu. Chukez, nzkutaz no; point: The
legs. Figure 5 represents Ranbyoshi.

FEOLME BBHRBI BTG o ELULME RS1D
BRICHETD, ABARBISS . BEHNRBI- A
BiFlet enb, RV RBLERIEETS) s
* DREBES. ABIRE M. HIEILHE
5, MiEEZLE 8> . ZBAR
SEHRTD, AREE BAIL [ REFRARS] THD.

F R F RERR) & RO R s 8 C 5o
BAOAKEPHBEHEMACERBRRE=BGE . HKFNE
LBHCHEL HAEREL THSATNS, B 2B 55 Eeht

LR PRE. REFOBRAMEET. %ﬁﬁﬁﬁﬁmﬂ' E\E
?ﬂﬁiﬁﬁi#.ﬂ I=E%, HaL, T A7) oBmid,
BTEF. D R, &Y . BHTORH. . S lia?
R, Bl BOK( ERE) . KR K, NER GE. Ak
DAt : BTHE,  ROWEE. | AIAT) &Y.

[HEDEFL T IFARITE0

Fig. 5. Unchiku generation with moving illustration

In the future, we have two challenges for the system.
First, we need to expand the Yunnan information we have
in the knowledge base from our analysis of Kyoganoko
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animations. We have created animations for Doj6ji,'>!4

and our goal is to use those animations.

5. Conclusion

We have developed an advanced explanation-
generation system with two functions using Musume
unchiku explanation into a story. Second, it generates an
animation to explain the unchiku. These two functions
combine to deliver a more fully fleshed out explanation
of the narrative.
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