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Abstract 

With the development of deep learning, target detection has become one of the research directions of many scholars. 
As one of the more mature algorithms, the YOLO series of algorithms have been widely used in real life. 
Combining the development history of the YOLO algorithm, this article focuses on the main framework and main 
content of the current latest YOLOv5 algorithm, and uses the YOLOv5 model to identify and detect footballs. This 
article evaluates its detection effect. The test results show that YOLOv5 has a wider application meaning in real 
life.  
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1. Introduction 

Computer vision includes target detection, target 
segmentation, target tracking, image description, event 
detection, and activity recognition. Target detection is the 
cornerstone of other more complex vision tasks. Its main 
task is to use computers to predict: a given image and 
video Object, what is it or where it is. 

Currently, target recognition technology is widely used 
in the following fields: 
• Security field: fingerprint recognition, face 

recognition, etc. 
• Military field: terrain survey, flying object 

recognition, etc. 
• Traffic field: license plate number recognition, 

unmanned driving, traffic sign recognition, etc. 
• Medical field: electrocardiogram, B-ultrasound, 

health management, etc. 
• Life field: smart home, shopping, etc. 

2. Object detection algorithm 

With the rapid development of deep learning technology, 
since 2012 target detection algorithms have shifted from 
traditional target recognition algorithms based on manual 
features to target recognition technologies based on deep 
neural networks. A road map of object detection 1 is 
shown in the Fig.1. 

Fig.1 A road map of object detection 
 
There are currently two mainstream target detection 

algorithms based on deep neural networks: one is a 
single-stage algorithm represented by YOLO series 
algorithms and SSD series algorithms, and the other is a 
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two-stage algorithm represented by R-CNN series 
algorithms. 

The single-stage algorithm treats the target detection 
process as a regression problem, and uses a unified deep 
neural network for feature extraction, target classification 
and bounding box regression, achieving end-to-end 
reasoning. It has a faster detection speed, but its detection 
accuracy is lower than the two-stage algorithm.  

The two-stage target detection algorithm uses the 
region proposal network to extract the region of interest, 
that is, the region containing the target, and then uses a 
deep neural network to classify the region of interest and 
return the bounding box, which has higher detection 
accuracy. However, the detection speed of the two-stage 
target detection algorithm is too slow to meet the 
real-time requirements. 

Comparing these two methods, the single-stage target 
detection algorithm is usually simpler, faster than the 
two-stage target detection algorithm, and has more 
advantages in real-time detection. This article introduces 
the detection algorithm based on YOLO algorithm. 

3. YOLO algorithm 

The YOLO series algorithm is one of the representatives 
of the one-stage target detection algorithm. Since the first 
generation YOLOv1 algorithm was proposed in 2016, 
after recent years of development, there are now five 
main versions proposed. The main features of each 
version are introduced below. 

3.1. YOLO v1 

YOLOv1 proposes to detect the target through grid 
division, and detect the target through the position of the 
target center point on the grid, which significantly 
improves the detection speed.  

Before the YOLO algorithm was proposed, object 
detection methods were based on the method of first 
generating candidate regions and then detecting. 
Although there is a relatively high detection accuracy rate, 
the running speed is slow.  

YOLO creatively treats the object detection task 
directly as a regression problem, combining the candidate 
area and the detection phase into one. "You Only Look 
Once", YOLO really can let you know what objects are in 
each image and where the objects are at a glance 2. 

3.2. YOLO v2 

YOLOv2 uses multi-scale feature maps to detect objects 
based on SSD, and proposes pass through layer to link 
high-resolution feature maps with low-resolution feature 
maps to achieve multi-scale detection.  

YOLOv2 applies the anchor mechanism on the basis of 
grid constraints. By presetting a priori boxes of different 
scales, the detector focuses on detecting objects that are 
similar in shape to the a priori box. At the same time, the 
batch normalization method is used to accelerate 
convergence and avoid overfitting.  

3.3. YOLO v3 

YOLOv3 has made two improvements on the basis of 
YOLOv2. One is to use the residual model to further 
deepen the network structure; the other is to use the FPN 
architecture to achieve multi-scale detection.  

YOLOv3 uses the residual network idea in Res Net to 
design Darkent-53 as the backbone network for feature 
extraction 3. On the basis of YOLOv2, it draws on the 
multi-scale idea of FPN and designs 3 different scales. 
Three a priori boxes are allocated for each detection 
layer.  

YOLOv3 predicts the position of the object through the 
method of frame regression prediction, which solves the 
problem of instability of the linear regression of the prior 
frame mechanism. 

In YOLOv3, each box uses multiple label 
classifications to predict a bounding box might contain 
which classes 4. YOLOv3 architecture 5 is shown in the 
Fig.2. 

Fig.2 YOLOv3 architecture 
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3.4. YOLO v4 

The backbone network CSPDarknet53 of YOLOv4 is the 
core of the algorithm and is used to extract target features. 
Drawing lessons from the CSPNet's experience in 
maintaining accuracy, reducing computational 
bottlenecks and memory costs, YOLOv4 adds CSP to 
each large residual block of Darknet53, divides the 
feature map of the base layer into two parts, and merges 
them through a cross-stage hierarchy. This reduces the 
amount of calculation and ensures accuracy. The 
activation function of CSPDarknet53 uses the Mish 
activation function, and the following network uses the 
leaky_relu function, so that the setting is more accurate in 
target detection.  

Unlike the YOLOv3 algorithm that uses FPN for 
upsampling, YOLOv4 draws on the idea of information 
circulation in the PANet network. First, the semantic 
information of high-level features is propagated to the 
low-level network through up-sampling, and then it is 
fused with the high-resolution information of the 
underlying features to improve the detection effect of 
small targets. Then increase the information transmission 
path from the bottom to the top, and enhance the feature 
pyramid through downsampling. Finally, the feature 
maps of different layers are fused to make predictions. 

3.5. YOLO v5 

Compared with YOLOv4, YOLOv5 has a higher 
accuracy rate and better ability to recognize small objects 
6. YOLOv5 is more flexible and faster than YOLOv4, 
and has great advantages in the rapid deployment of 
models.  

The YOLOv5 detection network uses CSPDarknet as 
the feature extraction network to extract rich information 
features from the input image. CSPNet solves the 
gradient information duplication problem of network 
optimization in other large-scale convolutional neural 
network frameworks, and integrates the gradient changes 
from the beginning to the end into the feature map, thus 
reducing the amount of model parameters and FLOPS 
values. This not only ensures the speed and accuracy of 
inference, but also reduces the scale of the model.  

YOLOv5 proposes to use the Fcos algorithm to 
participate in the calculation of the frame selection area, 
which greatly improves the detection efficiency. And 
through image enhancement, new training samples are 

generated from the existing training data. Various 
advanced data enhancement techniques are used to 
maximize the use of data sets to achieve a breakthrough 
in the performance of the target detection framework. 
Through a series of image enhancement technology steps, 
the performance of the model can be improved without 
increasing the reasoning delay. 

YOLOv5 uses the CSPDarknet feature extraction 
network to effectively extract image features, and uses 
BottleneckCSP instead of shortcut residual connection to 
strengthen the description of image features. The Neck 
module is mainly used to generate feature pyramids. The 
feature pyramid can enhance the model's detection of 
objects of different scales, thereby being able to identify 
the same object of different sizes and scales. 

4. The test of YOLOv5 

There are four network models in YOLOv5: YOLOv5s, 
YOLOv5m, YOLOv5l and YOLOV5x. Based on the 
environment that is shown in Table 1, the YOLOv5s 
model was built.  

Table 1. Computer environment 

GPU NVIDIA GeForce MX150 
Video memory 2 GB 

operating system Windows 10 
CUDA architecture CUDA 10.2 

 
After training the neural network using YOLOv5s 

algorithm, actual tests were performed on football 
pictures and videos. As shown in the Fig.3, it is the result 
of detecting football. 

Fig.3 The result of detecting football 
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Experiments show that the algorithm can detect 
football in real time even in complex scenes.  

Due to the impact of insufficient training times and 
insufficient data sets, there are still some errors. But 
overall, this method has good results and can accurately 
identify footballs in many complicated scenes.  

5. Conclusion 

YOLOv5 is an excellent target detection algorithm. 
After years of development, the algorithm has been 
continuously improving the network structure to maintain 
the advantage of faster detection speed while maintaining 
high accuracy. YOLOv5 algorithm has very considerable 
prospects in future detection work. In theory, this method 
has a wide range of application value in real life. 
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