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   Abstract 

With the development of artificial intelligence, face recognition and tracking 
technology have been widely used in many fields such as target positioning, automatic 
driving, and human-computer interaction. Recently, a large number of face detection, 
recognition and tracking algorithms have emerged, but there are still many 
shortcomings in practical applications, such as slow face detection, low detection 
accuracy, and face recognition and tracking for ROS robots Algorithms are rare. This 
paper improves the traditional Haar-like algorithm and LK optical flow tracking 
algorithm, and designs a ROS robot platform based on the improved algorithm. By 
comparing the accuracy and timeliness of face detection and tracking between the 
improved algorithm and the traditional algorithm, the superiority of this design 
algorithm is obtained. 

Keyword: Face Tracking and recognition; ROS robots; LK optical flow; Haar-like 
algorithm

1.Introduction

Video tracking[1] is an important branch of 
computer vision. With the increasing impact of 
artificial intelligence on human production and 
life, video tracking is widely used in many fields 
such as target positioning, video tracking, 
automatic driving, and human-computer 
interaction. Recognition and tracking of mobile 
faces is an important technology to improve the 
intelligent level of mobile robots. Researchers 

have developed a variety of computer face 
recognition and tracking algorithms. The 
ultimate goal is to solve noise interference, target 
occlusion of rapid movement and the 
surrounding environment More complex issues 
and real-time tracking. With the continuous 
development of computer technology, a large 
number of algorithms for real-time video 
tracking have emerged, mainly including three 
types of algorithms based on target external 
characteristics, target contours, and target local 
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areas. Face detection and tracking is an 
extremely important research field in video 
tracking technology, and it is the basis of many 
face applications. Therefore, research, 
processing and tracking of faces is a very 
meaningful direction in face video surveillance. 
However, in practical applications, face 
detection technology still has some shortcomings, 
such as slow face detection speed, low accuracy 
of face detection, and face recognition and 
tracking systems for ROS robots are rare. This 
paper designs a set of face recognition and 
tracking system suitable for ROS mobile robots 
to improve the intelligence of ROS robots. 
Ebied [2] proposed the application of Principal 
Component Analysis (PCA) in face feature 
extraction and dimensionality reduction to solve 
the problem of reduced face recognition rate 
caused by the large dimension of face features. 
This method applies mirroring technology to the 
parity analysis of feature maps. The final 
simulation results show that this method 
effectively improves the accuracy of face 
detection and face recognition. But the algorithm 
runs slower and has higher requirements on the 
training set. TFCootes[3] and his research team 
proposed an Active Shape Model (ASM) based 
on statistical parameterization. This method 
builds a statistical parameterized model based on 
the statistical analysis results of the target 
contour feature vector, which can reflect Draw 
out the law of target shape change. Because of 
its simplicity and high efficiency, the algorithm 
has been well applied in face detection and 
tracking. Dejun Tang from the School of 
Computer Science and Technology of Dalian 
Maritime University[4] studied the image feature 
extraction and matching technology in face 
recognition, using the improved Singular Value 
Decomposition (SVD) method of class 
estimation space for feature extraction to solve 
face recognition In the process, the singular 
value vector is directly used as the face feature, 
which leads to the problem of low recognition 
rate. In addition, in order to reduce the instability 
of face recognition caused by changes in 
external factors such as illumination, expression, 
noise, posture and other factors, a face feature 
representation method that combines multi-scale 
global features and local features is proposed, 
and then rough integration is used. The 
simplified algorithm performs feature selection 
on the extracted features. Through the above 

overview and analysis of existing face detection 
and face recognition algorithms, the existing 
methods have achieved certain success in face 
recognition and detection in complex 
environments and occlusions, but there is still 
much room for improvement. It is very 
important to further improve the accuracy and 
robustness of face recognition and detection 
under complex conditions. 
In the process of realizing mobile face 
recognition and tracking, there are mainly three 
issues involved: 1) Recognizing the face, 2) 
Marking the key points of the face, 3) Detecting 
the key points before and after the face moves, 
and judging whether it is the same face. Achieve 
correct tracking. Therefore, after analyzing and 
comparing most face recognition algorithms, this 
design improves the Haar-like[5] face 
recognition algorithm to improve the accuracy 
and speed of face recognition. Then use the 
improved LK optical flow tracking algorithm[6] 
to track a specific moving face by detecting the 
key points before and after the face moves. 
Finally, the Camshift[7] color tracking algorithm 
is used for face tracking, and the improved 
algorithm is compared to realize the face 
recognition and tracking of the ROS robot. The 
main innovations of this article are as follows: 
(i) When marking the key points of the face, 

we have improved on the basis of the 
Harris algorithm for corner detection and 
adopted a more accurate marking method, 
which is called the better key point marking 
algorithm. 

(ii) This paper uses an improved LK optical 
flow tracking algorithm to detect the key 
points before and after the face moves, so 
as to realize the tracking of a specific 
moving face. Reduce the impact of the 
surrounding environment on face tracking. 

(iii) As a control, we also applied the Camshift 
color tracking algorithm to research and 
experiment, and compared and analyzed 
the experimental results of the LK optical 
flow tracking algorithm. 

(iv) This paper designs and implements the face 
recognition and tracking system of the ROS 
mobile robot platform, on the ROS robot 
platform, which can meet the accuracy and 
real-time performance of face recognition 
and tracking in complex environments 
through real environment tests. 
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2. Face recognition and tracking algorithm 
design 

Taking into account the recognition speed, 
accuracy and compatibility with the robot 
system, the face recognition and tracking design 
system is mainly composed of Haar-like feature 
recognition, better key point marking and adding, 
and LK optical flow tracking. We call it the LK 
optical flow tracking scheme. 

2.1 Face recognition based on Haar-like 
detector 

Haar-like classifier detection target is to use the 
features of known training samples to compare 
features with unknown images to achieve target 
detection. This article is mainly used in face 
detection, generally using two rectangular 
features, by making the difference between the 
white and black area pixels to meet the detection 
needs. The Haar-like detector is composed of 
Haar-like features, Haar integral map, and 
cascade classifier. 
Haar-like features can be roughly divided into 
three types: edge features, linear features, central 
features and diagonal features. According to the 
above-mentioned feature group, the Haar-like 
detector consists of black and white rectangles as 
feature templates, and its feature value is defined 
as the difference between the white rectangular 
pixels and the black rectangular pixels. The 
Haar-like detector uses the feature template to 
arbitrarily change its specifications in the image, 
process the image, and use the exhaustive 
method to calculate the feature value of the face 
area and the feature value of the non-face area, 
and judge the image gray by the feature value 
Degree changes and detect target recognition. 
The application effect is shown in Fig.1: 

 

Fig.1 Haar module face recognition application 

The Haar-like detector uses a sliding window to 

detect the area of the face. In order to calculate 
the pixel difference between the feature maps, 
OpenCV is used to grayscale the RGB feature 
maps detected by the Haar detector and 
normalize them. The pixel value of each sliding 
window is grayed out. For each pixel ( , )i x y , the 
average gray value of the pixel value mean and 
the square average gray value meansq  are 
calculated as follows: 
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Then the normalization factor (varNormFactor) 
and the normalized haar feature value 
(normValue) are obtained by normalizing the 
image. The calculation formula is as follows: 

2var meanNormFactor sq mean= −    (3)  

var
featureValuenormValue
NormaFactor

=     (4) 

Where featureValue is the feature value of 
each pixel in the feature map. In order to 
improve the effect of face detection, this paper 
adopts a cascade classifier called Adaboost , 
which is achieved by cascading multiple weak 
classifiers to form a strong classifier. The 
specific algorithm of the Adaboost cascade 
classifier is as follows: 
(a) The picture to be input is preprocessed to 

obtain the characteristic value 
corresponding to each pixel of the picture. 

(b) Use the Haar classifier to calculate the Haar 
feature value ( normValue ) corresponding 
to the feature value and compare it with the 
No. 1 face feature. If not, go to step(f), if 
yes, go to step(c). 

(c) Compare the Haar feature value 
( normValue ) with the No. 2 face feature, 
if it does not match, go to step(f), if it 
matches, go to step(d). 

(d) Compare the Haar feature value 
( normValue ) with the No. 3 face feature, 
if it does not match, go to step(f), if it 
matches, go to step(e). 

(e) Confirm that it is a human face. 
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(f) Confirm that it is not a human face. 
The specific algorithm flow chart is shown in 
Fig. 2: 

Haar classifier No. 1 
(compared with face 

feature No. 1)

Start

End

Haar classifier No. 2 
(compared with face 

feature No. 2)

Haar classifier No. 3 
(compared with face 

feature No. 3)

human face

Input the image to be tested 
(calculate the feature value of 

the image to be tested)

Not a human 
face

Meet the facial 
features

Meet the facial 
features

Meet the facial 
features

Does not match 
the facial features

Does not match 
the facial features

Does not match 
the facial features

 

Fig.2 Flow chart of cascade classifier judgment 

According to the results of face detection at each 
level, the image area similar to the face is 
screened to accurately locate the face. The 
scalefactor variable parameter is introduced to 
set the window size. The smaller the value of 
this parameter, the smaller the size of the sliding 
window and the more detailed the scan of the 
face, but it will take more time and memory to 
scan. 

2.2 Better key point marking algorithm 

The better key point marking algorithm mainly 
uses the gray-scale change relationship between 
the pixels between the marked corner points. The 
corner points are mainly the connecting points of 
the contour lines of the objects in the image, as 
shown in Fig.3. Use a fixed window to slide in 
any direction on the image to be tested, and 
compare the degree of pixel grayscale changes in 
the window before and after the slide. If there is 
a large gray scale change, then it is determined 
that the window has corners. 

 

Fig.3 Corner detection 

Use corner detection[9] scoring function for 
better key point marking algorithm, the specific 
scoring function is as follows 

1 2min( , )R λ λ=            (5) 
Manually set two feature values 1λ and 2λ . When 
the score of the picture to be detected exceeds 
the threshold values 1λ min and 2λ min, it will be 
judged as a corner point. The specific application 
of ST scoring function is shown in Fig.4. 

 

Fig.4 ST scoring function to judge corner points 

After multiple tests, the appropriate number of 
corner points is selected, and the selection of key 
points is determined by the number of corner 
points, so that the face can be more accurately 
recognized and detected. 

2.3 LK optical flow tracking algorithm 

After extracting the key point features, the LK 
optical flow tracking algorithm [11] is used for 
real-time face tracking. 
We assume:  

(1) The brightness is constant;  
(2) The time is continuous or the motion is 

"differential motion" and the space is consistent;  
(3) The adjacent pixels remain adjacent and 

have similar motions. 
According to the above three assumptions, there 
is a picture at time t, the internal coordinates of 
the picture are a point at the position (x, y), and 
the pixel gray level is I (x, y, t); according to the 
assumption (2) after differential motion , That is, 
after moving (dx, dy) distance after dt, its gray 
value is I (x+dx, y+dy, t+dt); finally, according 
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to assumption (1), the previous t time and t+dt 
The gray scale is the same at all times. The 
mathematical expression is as follows: 

I（x, y, t ）=I ( x+dx, y+dy, t +dt )    (6) 
After differential transformation and equation 
transformation, the following formula is 
obtained: 

1 1 1,

................ ......

, kk k

dI dI dI
dxdx dy dx
dt
dy

dIdI dI dt
dxdx dy

                  =                     

      (7) 

Among them, /dI dt represents the gray 
changes around t and t dt+ at the two moments,

/dx dt and /dy dt , represents the movement 
speed of the point in the axis x y、 direction, and

/dI dx and /dI dy represents the gray changes 
in the axis x y、 direction. 
Although the equation cannot be solved based on 
the position information of a single key point, 
the position of the key point in the picture after 
the elapse of time dt can be obtained by 
combining multiple key point information and 
hypothesis (3). 
In the algorithm design, this design takes LK 
optical flow tracking as an extension of the 
better key point. Therefore, the LK optical flow 
tracking node can be used to subscribe to the key 
points that have been obtained in the better key 
point node, and the algorithm can be used to 
pass the current key point. And two grayscale 
pictures to predict the next set of key points, and 
perform backward prediction. 

2.4. Optimal design of LK optical flow tracking 
algorithm 

In the process of key point tracking, since the 
key points of the tracking are judged by the ST 
scoring function to have low scores, these key 
points are automatically discarded by the optical 
flow tracker. This phenomenon leads to the loss 
of faces during the tracking process. And 
misjudgment. Therefore, the algorithm is 
improved and optimized for the above problems. 
In the process of tracking, use the tracked results 
to make a statistical set, search for each frame in 
the video tracking process, and count, delete the 
abnormal feature points, update the statistical set, 
and search for the next frame. The specific flow 

chart is as follows: 
(a) Make a data set based on the data points 

obtained by searching for the first k frames; 
(b) Search for k+1 frames, compare and 

distinguish the feature points. If it is 
determined to be an abnormal point, go to 
step(c). If it is not an abnormal point, go to 
step(d); 

(c) Remove anomalies; 
(d) Keep feature points; 
(e) Judge whether it is the last frame, if it is the 

end of the last frame, if it is not the last 
frame, go to step(f); 

(f) Update the statistics set. 
Based on the above algorithm, the detection 
accuracy of the LK optical flow algorithm can 
be improved, and the impact of this method on 
the complex environment can also be minimized. 
In order to improve the accuracy of the 
recognition and tracking algorithm, this 
algorithm is used to improve the LK optical flow 
algorithm. Although this algorithm has a certain 
increase in the amount of calculation, the 
accuracy and robustness have been improved a 
lot. The specific algorithm flow chart is shown 
in Fig. 5 below: 

Y

Are there any 
abnormalities in frame 

K+1

Start

Remove anomalies

End

N

Whether to end

N

Take the first k frames 
of statistical feature 
points as the data set

Update data set

Save feature points

Y

 

Fig.5 Optical flow statistics algorithm flow chart 
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3. Design of ROS robot platform based on 
face recognition and tracking algorithm 

The experimental environment is Ubuntu system, 
which is realized by programming under the 
terminal. The hardware platform is Turtlebot2 
robot, Kinect camera and host computer. After 
programming the upper computer loaded with 
the Ubuntu system and completing the basic face 
recognition and tracking algorithm design, the 
corresponding Python program was designed 
and tested on the ROS robot Turtlebot2. 

3.1 Feature point tracking test 

Process the video information received by 
Kinect, recognize the face and track the face in 
real time, and finally achieve the purpose of face 
recognition and tracking in a complex 
environment. Fig. 6 is the hardware platform 
built for this experiment. 

 

Fig.6 The mobile robot Turtlebot2 

The system uses the traditional Harr-like 
algorithm and LK optical flow algorithm to meet 
the basic requirements of face recognition and 
tracking, but there are some problems. As shown 
in Fig. 7, when the face recognition and tracking 
program runs for a certain period of time, some 
of the key points will drift from the ROI area 
(the face recognition area) to other non-target 
areas. And as the running time goes by, the 
number of key points in the recognition screen is 
significantly reduced, until a few key points are 
left in the face area, which cannot allow the 
robot to track well. 

  
Fig.7(a) 103th frame Fig.7(b) 107th frame 

Fig.7 Face tracking effect before optimization 

In response to the above problems, we modified 
and optimized the algorithm. Fig.8 uses the 
algorithm proposed in this article. It can be seen 
from Fig.8 that with the increase of time, the size 
and shape of the frame tracked by the face in the 
process of continuous movement remain 
unchanged, and the tracked feature points are 
also relatively increased and successfully 
completed the tracking. It can be seen that 
compared with the traditional algorithms, the 
algorithm proposed in this paper greatly reduces 
background information, makes full use of target 
information, and effectively reduces false feature 
points. Not only that, it also ensures that the 
number of feature points makes the tracking 
accuracy and robustness greatly improved. 

  
 Fig.8(a) 139th frame  Fig.8(b) 160th frame 

Fig.8 Face tracking effect after optimization 

As shown in Fig.8 above, the improved face 
recognition and tracking algorithm in the ROS 
robot platform has a greatly improved tracking 
effect compared with the previous one. 

3.2 Face recognition test 

The ROS robot platform designed this time can 
achieve the tracking test of the human face, that 
is, when the human face is moving, the robot 
also follows the human face to rotate and detect 
and recognize the human face. In order to verify 
the accuracy of the face recognition of the robot 
in the process of moving, the vertical upward is 
adopted, and the left and right swings at the 
same speed are used to measure the maximum 
detectable angle 0° of the robot. As shown in Fig. 
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9 below: 

  
Fig.9(a) 0°  Fig.9(b) 15°   

Fig.9 Swing tracking process 

From the above figure, it can be seen that when 
the human face rotates at a certain angle, the 

robot is also rotating with the human face. In 
order to obtain the tracking range of the robot, 
the human rotation angle is used as a reference 
for comparative analysis. In this experiment, the 
traditional Haar-like+optical flow tracking 
algorithm is compared with the improved 
Haar-like+optical flow tracking algorithm and 
the Camshift algorithm, and the superiority of 
this algorithm is obtained. The comparison is 
shown in Table 1: 

Table 1 Algorithm effect comparison table 

Algorithm name Face swing angle Recognition speed(Frames/sec) 

Traditional Haar-like + optical 
flow tracking 10 15± ° ± °  92 

Camshift tracking algorithm 24 26± ° ± °  72 
Ours 26 28± ° ± °  87 

From the above table, it can be found that the 
detection angle of the algorithm in this paper has 
been greatly improved compared with the 
traditional Haar-like+optical flow tracking 
algorithm, but the detection speed has been 
reduced due to the increase in calculation. But 
compared to the Camshift tracking algorithm, 
both the accuracy and the detection speed are 
improved. The algorithm in this paper has a 
good effect. 

4.Conclusion 

This paper improves the traditional Haar-like 
algorithm and optical flow tracking, and designs 
and optimizes a set of face recognition and 
tracking system based on ROS mobile robot. 
The superiority of the improved algorithm is 
obtained by comparing with the traditional 
algorithm. The specific work is summarized as 
follows: 
1. Implement and improve the traditional 
Haar-like algorithm and LK optical flow 
tracking algorithm. 
2. Designed a face tracking platform based on 
the ROS system, and compared the improved 
algorithm with the traditional algorithm, and got 
the following conclusions: 
A. The processing accuracy of the traditional 
Haar-like algorithm+optical flow tracking 
algorithm is very different from the algorithm in 
this paper, but the speed is faster, and the 
Camshift algorithm is not as good as the 

algorithm in both processing accuracy and 
speed. 
B. The algorithm in this paper is applied to the 
ROS robot platform, and the accuracy of robot 
face recognition is greatly improved compared 
with traditional algorithms. 
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