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Abstract 

In recent years, data-driven control has been proposed and extended to a non-linear system by using database. At this 
time, various data are required to obtain good control performance but the cost is required. In this paper, a new scheme 
that enables various data generation and control system design from a set of open-loop data is proposed. Besides, the 
filter is designed to keep the value of the reference signal constant. The effectiveness of the proposed scheme is 
numerically verified. 
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1. Introduction 

Recently, data-driven control schemes1,2,3 have been 
proposed, and it can calculate control parameters directly 
from a set of input/output data without system modeling. 
In addition, a Database-Driven control methods (DD)4,5 
have been proposed for nonlinear systems using 
databases. In a DD control system, various data need to 
be stored in a database to obtain good control 
performance, but collecting enough data requires 
multiple experiments, and it takes time and human cost. 

In order to avoid the costs associated with data 
acquisition, DD control using an Estimated Response 
Iterative Tuning (DD-ERIT)6 has been proposed. It 
generates estimated input/output data from a closed-loop 
data set. However, in the ERIT method, a two-degree-of-
freedom control system must be used to obtain the 

estimated data. Moreover, the estimation accuracy is 
degraded when constructing a one-degree-of-freedom 
control system. Therefore, in this paper, a new control 
scheme that can generate I/O data offline using a set of 
open-loop data. The proposed scheme is a simple method 
that requires only the replacement of blocks on the block 
diagram to generate data. It is also an effective method 
for the unknown high order systems. Since some 
prediction I/O data can be obtained offline with 
experimental data, the time and human costs for 
experiments can be reduced. Furthermore, the feature of 
the proposed scheme are as follows: 

(i) The frequency response of the system can be 
estimated. 

(ii) It can be extended to control system design.  

2. Basic idea of the proposed scheme 
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 In the proposed scheme, open-loop data 𝑈𝑈0(𝑠𝑠) and 𝑌𝑌0(𝑠𝑠) 
are obtained in Fig. 1. Next, consider applying an 
arbitrary input signal 𝑈𝑈(𝑠𝑠)  shown in Fig. 3. The 
experiment is required to obtain 𝑌𝑌(𝑠𝑠)  by applying an 
arbitrary 𝑈𝑈(𝑠𝑠) when the system is unknown. Therefore, 
in the proposed scheme, the following 𝑈𝑈(𝑠𝑠) is given by 
using the initial data 𝑈𝑈0(𝑠𝑠): 

𝑈𝑈(𝑠𝑠) = 𝑋𝑋(𝑠𝑠)𝑈𝑈0(𝑠𝑠), (1) 
where 𝑋𝑋(𝑠𝑠) denotes the transfer function given by the 
user to calculate 𝑈𝑈(𝑠𝑠) using 𝑈𝑈0(𝑠𝑠). Here, the output 𝑌𝑌(𝑠𝑠) 
in Fig. 2 is equivalent even if the front and back of the 
blocks are swapped because of the properties of the linear 
block diagram. Therefore, the output 𝑌𝑌(𝑠𝑠) is calculated 
by following equation: 

𝑌𝑌(𝑠𝑠) = 𝑋𝑋(𝑠𝑠)𝑌𝑌0(𝑠𝑠). (2) 
From equation (1) and (2), the output 𝑌𝑌(𝑠𝑠)  can be 
calculated offline by using the initial open-loop data 
𝑈𝑈0(𝑠𝑠), 𝑌𝑌0(𝑠𝑠). Also, in Fig. 2, various input/output data 
can be generated offline by changing 𝑋𝑋(𝑠𝑠) . The 
following sections describe the control system design 
using an open-loop data. 

3. Design of a data-driven PID controller using a 
set of open-loop I/O data 

  Fig. 3 and Fig. 4 show an overview of the controller 
design using the proposed scheme. First, a set of data is 
generated using the proposed scheme according to Fig. 3 
and then design the controller 𝐶𝐶(𝑠𝑠) to minimize 𝜖𝜖1(𝑠𝑠) 
shown in Fig. 4 based on the generated data. The details 

of Fig. 3 and Fig. 4 will be described later. First, the 
output of the reference model 𝑌𝑌𝑚𝑚(𝑠𝑠) is given by 

𝑌𝑌𝑚𝑚(𝑠𝑠) = 𝐺𝐺𝑚𝑚(𝑠𝑠)𝑅𝑅(𝑠𝑠)  

                             =
𝐺𝐺(𝑠𝑠)𝐶𝐶∗(𝑠𝑠)

1 + 𝐺𝐺(𝑠𝑠)𝐶𝐶∗(𝑠𝑠)𝑅𝑅
(𝑠𝑠), (3) 

where 𝐺𝐺𝑚𝑚(𝑠𝑠) denotes the reference model, 𝐺𝐺(𝑠𝑠) denotes 
the controlled system, 𝐶𝐶∗(𝑠𝑠)  shows the optimal 
controller and 𝑅𝑅(𝑠𝑠)  represents the reference signal. In 
this case, the desired error 𝐸𝐸∗(𝑠𝑠) is defined by 

𝐸𝐸∗(𝑠𝑠) = 𝑅𝑅(𝑠𝑠) − 𝑌𝑌𝑚𝑚(𝑠𝑠)  
                   = �1 − 𝐺𝐺𝑚𝑚(𝑠𝑠)�𝑅𝑅(𝑠𝑠). (4) 

The error 𝐸𝐸(𝑠𝑠) is expressed by 

𝐸𝐸(𝑠𝑠) =
1

1 + 𝐺𝐺(𝑠𝑠)𝐶𝐶(𝑠𝑠)𝑅𝑅
(𝑠𝑠). (5) 

From equation (5), 𝑅𝑅(𝑠𝑠) is expressed by 
𝑅𝑅(𝑠𝑠) = �1 + 𝐺𝐺(𝑠𝑠)𝐶𝐶(𝑠𝑠)�𝐸𝐸(𝑠𝑠). (6) 

Here, 𝑅𝑅�(𝑠𝑠)  which achieve the desired error 𝐸𝐸∗(𝑠𝑠) is 
introduced by following equation:  

               𝑅𝑅�(𝑠𝑠) ≔ �1 + 𝐺𝐺(𝑠𝑠)𝐶𝐶(𝑠𝑠)�𝐸𝐸∗(𝑠𝑠)  
     = 𝐻𝐻(𝑠𝑠)𝐸𝐸∗(𝑠𝑠) (7) 

𝐻𝐻(𝑠𝑠) ≔ 1 + 𝐺𝐺(𝑠𝑠)𝐶𝐶(𝑠𝑠). (8) 
𝑅𝑅�(𝑠𝑠) is a reference signal in a closed-loop system, but it 
is not computable because the parameters of the transfer 
function 𝐺𝐺(𝑠𝑠) in equation (7) are unknown. Here, 𝑅𝑅�(𝑠𝑠) 
is generated based on the proposed scheme, and its 
overview is shown in Fig. 3. Assuming that the reference 
signal 𝑅𝑅(𝑠𝑠)  and the initial input 𝑈𝑈0(𝑠𝑠)  are equivalent 
step signals, the 𝑅𝑅(𝑠𝑠) in equation (4) can be replaced by 

 

Fig. 1.  Block diagram of open-loop system. 

 

Fig. 2. Outline of the proposed scheme. 
 

Fig. 3.  Generate signal 𝐸𝐸∗(𝑠𝑠) and 𝑅𝑅�(𝑠𝑠) based on the 
proposed scheme. 
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𝑈𝑈0(𝑠𝑠) . 𝐸𝐸∗(𝑠𝑠)  in equation (4) can be computed offline 
because 𝑈𝑈0(𝑠𝑠) has already been obtained as initial input 
data. However, from equation (7), it is impossible to 
compute 𝑅𝑅(𝑠𝑠)  offline using the desired error 𝐸𝐸∗(𝑠𝑠) 
because the controlled system 𝐺𝐺(𝑠𝑠)  is unknown. 
Therefore, in the proposed scheme, 𝑅𝑅�(𝑠𝑠)  can be 
computed offline by replacing the order of the blocks, as 
shown in Fig. 3. Note that, the signal 𝑂𝑂(𝑠𝑠) in Fig. 3 can 
also be calculated according to the proposed scheme. 
From the above, 𝐸𝐸∗(𝑠𝑠)  and 𝑅𝑅�(𝑠𝑠)  can be computed 
offline for any 𝐶𝐶(𝑠𝑠)  using the initial data 𝑈𝑈0(𝑠𝑠)  and 
𝑌𝑌0(𝑠𝑠). 

However, the original goal of control is to design a 
controller 𝐶𝐶(𝑠𝑠)  in which output 𝑌𝑌(𝑠𝑠)  follows to the 
reference output 𝑌𝑌𝑚𝑚(𝑠𝑠) . The output 𝑌𝑌�(𝑠𝑠) , where the 
reference signal is 𝑅𝑅�(𝑠𝑠)  and the error is 𝐸𝐸∗(𝑠𝑠)  in a 
closed-loop system, can be expressed by the following 
equation using (4) and (7): 

𝑌𝑌�(𝑠𝑠) = 𝑅𝑅�(𝑠𝑠) − 𝐸𝐸∗(𝑠𝑠). (9) 
Fig. 4 shows the relationship between 𝑌𝑌�(𝑠𝑠) and 𝑌𝑌𝑚𝑚(𝑠𝑠) 
using the step signal. At this time, let 𝑌𝑌(𝑠𝑠) and 𝑌𝑌𝑚𝑚(𝑠𝑠) be 
Laplace inverse transformed signals 𝑦𝑦�(𝑡𝑡)  and 𝑦𝑦𝑚𝑚(𝑡𝑡) , 
respectively, and define the following equation as an 
evaluation function using the sum of the squares of the 
errors: 

𝐽𝐽1 = ��𝑦𝑦𝑚𝑚(𝑡𝑡) − 𝑦𝑦�(𝑡𝑡)�2𝑑𝑑𝑡𝑡. (10) 

The controller in a closed-loop system is designed by 
optimizing the control parameters using equation (10). 
However, the input response is unknown when designing 
a control system focusing on only the output signal. In 
this case, the system will be overloaded and cause failure 
if the input response is excessive. Therefore, the 
following criterion 𝐽𝐽2  with a weight coefficient 𝜆𝜆  is 
introduced to consider input signal: 
𝐽𝐽2 = ���𝑦𝑦𝑚𝑚(𝑡𝑡)− 𝑦𝑦�(𝑡𝑡)�

2
+ 𝜆𝜆�𝑢𝑢(𝑡𝑡)− 𝑢𝑢(𝑡𝑡 − 1)�2�𝑑𝑑𝑡𝑡, (11) 

where 𝑢𝑢�(𝑡𝑡) is an estimate of the input and the Laplace-
transformed value 𝑈𝑈�(𝑠𝑠)  can be calculated as follow 
equation: 

𝑈𝑈�(𝑠𝑠) = 𝐶𝐶(𝑠𝑠)𝐸𝐸∗(𝑠𝑠). (12) 

4. Simulation Examples 

4.1. Controlled system 

  The following controlled system is discussed: 

𝐺𝐺(𝑠𝑠) =
𝑠𝑠 + 6

𝑠𝑠3 + 6𝑠𝑠2 + 11𝑠𝑠 + 6
. (13) 

The step signal used in the initial experiments 𝑢𝑢0(𝑡𝑡) is 
equal to 1.0. The reference output 𝑦𝑦𝑚𝑚(𝑡𝑡) is given by 

𝑦𝑦𝑚𝑚(𝑡𝑡) =
𝑧𝑧−1𝑇𝑇(1)
𝑇𝑇(𝑧𝑧−1) 𝑟𝑟(𝑡𝑡). (14) 

Here, let 𝑇𝑇(𝑧𝑧−1) be the denominator of the discrete time 
is defined as follows7: 

𝑇𝑇(𝑧𝑧−1) = 1 + 𝑡𝑡1𝑧𝑧−1 + 𝑡𝑡2𝑧𝑧−2 (15) 

⎩
⎪
⎪
⎨

⎪
⎪
⎧𝑡𝑡1 = −2 exp �−

𝜌𝜌
2𝜇𝜇
� cos�

�4𝜇𝜇 − 1
2𝜇𝜇

𝜌𝜌�

𝑡𝑡2 = exp �−
𝜌𝜌
𝜇𝜇
�

𝜌𝜌 =
𝑇𝑇𝑠𝑠
𝜎𝜎

𝜇𝜇 = 0.25(1 − 𝛿𝛿) + 0.51𝛿𝛿

, (16) 

where 𝑇𝑇𝑆𝑆  denotes sampling time. 𝜎𝜎  and 𝛿𝛿  show the 
parameters related to the rise-time and the damping 
characteristic, respectively. Here, 𝑇𝑇(𝑧𝑧−1)  was set as 
follows: 

𝑇𝑇(𝑧𝑧−1) = 1 − 1.213𝑧𝑧−1 + 0.368𝑧𝑧−2, (17) 

where 𝑇𝑇(𝑧𝑧−1) was designed by setting 𝜎𝜎 as 0.5 and 𝛿𝛿 as 
0.0. Here, 𝑇𝑇𝑆𝑆  is equal to 0.001. In addition, the PID 
controller 𝐶𝐶(𝑠𝑠) is designed as follows: 

𝐶𝐶(𝑠𝑠) = 𝐾𝐾𝑃𝑃 +
1
𝑠𝑠
𝐾𝐾𝐼𝐼 + 𝑠𝑠𝐾𝐾𝐷𝐷 . (18) 

4.2. Design of data-driven PID controller 

First, the step response for equation (13) as a set of 
initial data 𝑢𝑢0(𝑡𝑡) and 𝑦𝑦0(𝑡𝑡) is obtained.  Next, Fig. 5 
shows the control results of applying the proposed 
scheme to minimize the evaluation function of equation 
(10)(9) using the initial data. In Fig. 5, 𝑦𝑦(𝑡𝑡) and 𝑢𝑢(𝑡𝑡) 
denote the output and input for a closed-loop system 
with a reference signal �̂�𝑟(𝑡𝑡). 𝑦𝑦�(𝑡𝑡) and 𝑢𝑢�(𝑡𝑡) represent the 
prediction output and input. Also, 𝑦𝑦𝑚𝑚(𝑡𝑡) denote the 
output of the reference model. In this case, the control 
parameters were tuned as follows: 

 

Fig. 4.  Block diagram of the minimization problem. 
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𝐾𝐾𝑃𝑃 = 0.261,𝐾𝐾𝐼𝐼 = 0.167,𝐾𝐾𝐷𝐷 = 0.091. (19) 

Fig. 5 shows that the accuracy of 𝑦𝑦�(𝑡𝑡) and 𝑢𝑢�(𝑡𝑡) are high. 
However, the input 𝑢𝑢(𝑡𝑡)  changes abruptly and the 
actuator is heavily loaded since evaluation function in 
equation (9) is considered only 𝑦𝑦(𝑡𝑡). 
  Next, the controller is designed by minimizing the 
evaluation function of equation (11). Fig. 6 shows the 
control results. In this case, the design the desired 
characteristic polynomial included in the reference model 
was set as equation (17), and the weight coefficient λ is 
set as 0.016. In addition, the control parameters were 
tuned as follows: 

𝐾𝐾𝑃𝑃 = 0.223,𝐾𝐾𝐼𝐼 = 0.143,𝐾𝐾𝐷𝐷 = 1.85 × 10−5. (20) 

Comparing Fig. 6 with Fig. 5, it can be confirmed that the 
input changes gently and the maximum value becomes 
smaller by changing the evaluation function. This 
indicates that the load on the actuator becomes smaller. 
In addition, Fig. 6 shows the prediction I/O data 𝑦𝑦�(𝑡𝑡) and 
𝑢𝑢�(𝑡𝑡) are consistent with the actual data 𝑦𝑦(𝑡𝑡) and 𝑢𝑢(𝑡𝑡), 
respectively. The prediction accuracy is well estimated 
without degradation.  

5. Conclusion 

In this paper, a new scheme that multiple data can be 
generated offline from a set of open-loop I/O data has 
been proposed. According to the proposed scheme, 
controller can be designed by generating data offline 
from a set of open-loop I/O data. The effectiveness of the 
proposed scheme has been verified by a numerical 
simulation. It is possible to design the controller to avoid 
overloads in actual machines by setting the evaluation 
functions appropriately. The future work for this study is 

planned to design a controller for nonlinear systems and 
verify the effectiveness of the proposed scheme by 
experiment. 
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Fig. 5.   Control results by the proposed scheme that 
minimizing equation (10). 

 

Fig. 6.   Control results by the proposed scheme that 
minimizing equation (11). 
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