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Abstract 

We propose a new data augmentation method in automatic summarization system, especially Pointer-Generator 
model. A large corpus is required to create an automatic summarization system using deep learning. However, in 
the field of natural language processing, especially in the field of automatic summarization, there are not many data 
sets that are sufficient to train automatic summarization system. Therefore, we propose a new method of data 
augmentation. We use Pointer-Generator model. First, we determine the importance of each sentence in an article 
using topic model. In order to extend the data, we remove the least important sentence from an input article and use 
it as a new article. We examine the effectiveness of our proposed data augmentation method in automatic 
summarization system. 
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1. Introduction 

In recent years, the amount of information on the net 
of the world has increased exponentially, and it is 
expected to become 44 ZB in 2020[1]. Under the 
circumstance, the technique of automatic summarization 
becomes indispensable for efficient selection of 
information. However, in the field of automatic 
summarization, there are not many data sets that are 
sufficient to train automatic summarization system.  
Therefore, we considered whether the technique of data 
augmentation commonly used in image processing can 
be applied to natural language processing. 

Several studies have applied data augmentation to 
natural language processing. A method of adding noise 
to an intermediate vector[2], and a method of  data 
augmentation by generating a dialect sentence 
correspond to each given standard sentence[3]. 
However, both methods are adapted to document 
classification, yet none have been adapted to automatic 
summarization. The nature of automatic summarization 

is that there is little influence on the generated summary  
whether there is redundant part or not. Further, in image 
processing, data may be expanded by changing the 
background. This assumes that the background has no 
direct impact on the target task. Therefore, we focused 
on change of background which is one of data 
expansion of image processing, and expanded data by 
deleting redundant sentences of original article in 
automatic summary. 

Automatic summarization is classified into two 
approaches. One is an extractive summarization in 
which words, phrases or sentences of input articles are 
directly extracted and combined to create a summary. 
The other is an abstractive summarization in which an 
input article is temporarily converted to an intermediate 
vector and then a summary is generated based on the 
intermediate vector. In extractive summarization, there 
is a problem of how to connect extracted words, phrases 
or sentences. And there is also the possibility that in 
extractive summarization it is unknown what the 
directive word is pointing at. On the other hand, in 
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abstractive summarization, since it is generated from an 
internal semantic representation, there is a possibility 
that it becomes one integrated summary. It also learns 
grammatical information, so it is easy to connect words 
and phrases in contrast to an extractive summarization. 
However, the abstract summarization needs to be 
learned with a large number of pairs of input articles 
and generation summaries, which takes time and effort 
to prepare the corpus. 

In the previous research[4], we showed data 
augmentation is effective in abstractive summary. But in 
that research, using model is only a union of Encoder-
Decoder model and attention mechanism. Therefore, in 
this study, we confirm the effect of data augmentation 
using the latest model, the Pointer-Generator model[5]. 
The method of data augmentation used in this research 
are described in Section 2. Experiment and evaluation 
are described in Section 3, discussion and summary are 
given in Section 4. 

2. Data augmentation Method 

We measure the importance for each sentence of the 
input article and use the article generated excluding the 
lowest important sentence as new data. 
Refer to [6] for how to determine importance for each 
sentence in the input article. First, a topic model is 
created from the CNN/Daily Mail data set, and the 
sentence weight is determined for each topic of the 
input article. Then, the sum of sentence weights for all 
topics is taken as the final weight of the sentence, and it 
was taken as the importance of the sentence. 
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Firstly the weight itb , of the sentence i with respect to 

the topic t is examined. In Equation (1), itb ,  multiplies 

the sum itW ,  of an importance of the words constituting 

the sentence i by the inverse of the square root of the 

total number iN  of words as a coefficient. This 

coefficient is for weighting sentences that are not 
influenced by the sentence length. In Equation (2), we 

let the sum of itb ,  be the final weight of sentence i.                            

3. Experiment and Evaluation 

In this section, we evaluate the effectiveness of the 
data augmentation proposed in Section 2. 

3.1. Dataset 

We used CNN/DailyMail dataset [7]. This dataset has 
287,226  training pairs, 13,368 validation pairs and 
11,490 test pairs.  In the experiment, 10,000 articles, 
45,000 articles, 90,000 articles, 180,000 articles, and 
287,226 articles are prepared as training data. 

3.2. Evaluation method 

ROUGE [7] is used as a general evaluation method of 
automatic summarization, which is evaluated by 
matching of reference summary and generated summary 
word. We used ROUGE-1, ROUGE-2, ROUGE-L. 
ROUGE-1 and ROUGE-2 evaluate unigram and bigram 
coincidence, respectively. ROUGE-L evaluates 
matching the longest common subsequence. Each 
ROUGE evaluation method has F value, recall, and 
precision. “Recall” means how many words of the 
generated summary are included in the reference 
summary, and “precision” means how many words of 
the reference summary are included in the generated 
summary. The F value is obtained by the following 
formula. 

RecallPrecision

RecallPrecision
F





2

             (3) 

3.3. Parameter settings 

The program used in this research uses PyTorch. It 
has been verified that this program can achieve the same 
result as [5]. In this program, the number of words used 
to encode an input article is limited to 400. However, in 
the case there is no sentence with the lowest importance 
within 400 words from the beginning when we use the 
data augmentation method, since the sentence is omitted  
there is no effect on learning. Therefore, I found the 
article with the most words among the articles used in 
the training data. The number of words with the most 
words was 2,380. And the upper limit of the number of 
words used in encoding the input article was set to 
2,380. Table 1 show the values of ROUGE when the 
maximum number of words is 400 and 2,380. In the 
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Table 1, f, r, and p represent the F value, recall, and 
precision, respectively. 
 

 
 
 

Table 1 shows when the upper limit of the number of 
words is increased from 400 to 2380, the value of 
ROUGE increases slightly. In the following, the 
experiment is performed with the upper limit of the 
number of words set to 2,380. 

In the research of [5], after learning with the copy 
mechanism, it learns with the coverage mechanism. 
Therefore, we use copy mechanism and coverage 
mechanism in this research. In this research, the batch 
size is set to 8. Table 2 shows how many times batch-
sized articles is learned. 

 
The Pointer-Generator program used in this research 

takes about 0.27 seconds to learn 1 batch using GeForce 
GTX 1080 Ti GPU. Therefore, it takes about an hour 
and a half to learn 10,000 articles. Similarly, it takes 
about 6 hours, 12 hours, 24 hours, 35 hours to learn 
45,000 articles, 90,000 articles, 180,000 articles, 
287,226 articles. While adding extended articles, the 
total epoch count is halved, therefore the learning time 
is almost the same. 

3.4. Result 

The ROUGE evaluation is shown below. 
 

 
 
 

 
 

  
 
 

 

 
 
 

 
  

 
 
 

 

 
 
 

3.5. Discussion 

Table 3~7 show that the data augmentation is 
effective in all articles. However, as the number of 
articles increases, the data augmentation effect fades. 
Table 8 shows the value obtained by subtracting the F 
value of ROUGE of ‘normal’ from that of ‘extended’. 

 
Since all the values in Table 8 are positive, it is better 

to extend in each the number of articles. Also, looking 
at ROUGE-1, it gradually decreases as the number of 
articles increases. Looking at ROUGE-2, it goes up to 
90,000 articles and decreases from there. Looking at 
ROUGE-L, it goes up to 45,000 articles and decreases 
from there.  

The reason why the expansion effect is less likely to 
appear as the number of articles increases is as follows.  

Table 3 Results on 10,000 articles. “original” is original 
data and “extended” is extended data. 

Table1 the values of ROUGE when the maximum number 
of words is 400 and 2,380 

Table2 the number of iteration times each articles was 
learned 

Table 4 Results on 45,000 articles 

Table 5 Results on 90,000 articles 

Table 6 Results on 180,000 articles 

Table 7 Results on 287,226 articles 

Table 8 the value obtained by subtracting the F value of 
Rouge of ‘normal’ from that of ‘extended’ 

iteration in copy mechanism iteration in coverage mechanism
10,000 articles 20,000 times 300 times
45,000 articles 80,000 times 1,000 times
90,000 articles 160,000 times 2,000 times
180,000 articles 320,000 times 4,000 times
287,226 articles 460,000 times 6,000 times

ROUGE-1-f ROUGE-1-r ROUGE-1-p ROUGE-2-f ROUGE-2-r ROUGE-2-p
400 0.3935 0.4372 0.3800 0.1709 0.1891 0.1662
2380 0.3958 0.4181 0.3994 0.1741 0.1832 0.1770

ROUGE-L-f ROUGE-L-r ROUGE-L-p
400 0.3616 0.4014 0.3493
2380 0.3644 0.3846 0.3679

ROUGE-1-f ROUGE-1-r ROUGE-1-p ROUGE-2-f ROUGE-2-r ROUGE-2-p

original 0.3226 0.3063 0.3665 0.1209 0.1142 0.1389
extended 0.3335 0.3181 0.3761 0.1275 0.1210 0.1452

ROUGE-L-f ROUGE-L-r ROUGE-L-p

original 0.2994 0.2841 0.3403

exended 0.3085 0.2940 0.3482

ROUGE-1-f ROUGE-1-r ROUGE-1-p ROUGE-2-f ROUGE-2-r ROUGE-2-p

original 0.3398 0.3322 0.3731 0.1304 0.1269 0.1446
extended 0.3506 0.3556 0.3698 0.1378 0.1393 0.1464

ROUGE-L-f ROUGE-L-r ROUGE-L-p

original 0.3155 0.3082 0.3468
extended 0.3249 0.3293 0.3428

ROUGE-1-f ROUGE-1-r ROUGE-1-p ROUGE-2-f ROUGE-2-r ROUGE-2-p

original 0.3538 0.3507 0.3830 0.1404 0.1387 0.1531
extended 0.3627 0.3565 0.3945 0.1495 0.1467 0.1636

ROUGE-L-f ROUGE-L-r ROUGE-L-p

original 0.3288 0.3258 0.3562

extended 0.3372 0.3313 0.3671

ROUGE-1-f ROUGE-1-r ROUGE-1-p ROUGE-2-f ROUGE-2-r ROUGE-2-p

original 0.3758 0.3884 0.3893 0.1587 0.1635 0.1655
extended 0.3827 0.4027 0.3874 0.1628 0.1711 0.1655

ROUGE-L-f ROUGE-L-r ROUGE-L-p

original 0.3475 0.3588 0.3604
extended 0.3515 0.3698 0.3561

ROUGE-1-f ROUGE-1-r ROUGE-1-p ROUGE-2-f ROUGE-2-r ROUGE-2-p
original 0.3918 0.4121 0.3958 0.1703 0.1784 0.1733

extended 0.3941 0.4288 0.3859 0.1721 0.1869 0.1693

ROUGE-L-f ROUGE-L-r ROUGE-L-p

original 0.3593 0.3776 0.3633
extended 0.3625 0.3941 0.3551

10,000articles 45,000articles 90,000articles 180,000articles 287,226articles
ROUGE-1-f 0.0109 0.0108 0.0089 0.0069 0.0023
ROUGE-2-f 0.0066 0.0074 0.0091 0.0041 0.0018
ROUGE-L-f 0.0091 0.0094 0.0084 0.0040 0.0032
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In a sufficient number of articles, learning became 
saturated and the expansion is not very effective. On the 
other hand, in the case where there were not many 
articles, the expansion is effective due to lack of 
learning. Therefore, it can be said that this method is 
more effective when the number of articles is small. 

4. Conclusion 

In this experiment, it is found that the value of 
ROUGE is improved by learning on adding an article 
from which the sentence with the least importance is 
extracted, rather than learning normally. Moreover, 
since this method has the same number of learning 
times as the case where it is not extended, it succeeded 
in improving the value of ROUGE without changing the 
learning time. In addition, compared to previous 
research [4], the overall value of ROUGE was much 
better, and  it turns out that it can also be applied to a 
more accurate automatic summarization system. 
Moreover, the experiment of this research shows that 
the effect of expansion was small under the same 
conditions as the previous research [5]. However, it has 
also been found that reducing the number of articles 
increases the effect of expansion. 

A future task is to increase the application range of 
this method. There are several models developed from 
the Pointer-Generator model[8,9]. I would like to 
examine whether proposed method is effective. Also, in 
this research, we used the topic model to determine the 
importance of sentences, therefore, I would also like to 
examine whether the data augmentation is more 
effective when we use ROUGE to determine the 
importance of sentences. Furthermore, in this research, 
the sentence with the lowest importance was extracted, 
therefore, it is possible to extract only the sentence with 
the highest importance and make it an extended article. I 
would like to consider such a new extension method as 
a future research subject. 
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