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Abstract 

This paper mainly focuses on the recognition of handwritten characters, especially handwritten Chinese 
characters. Using deep learning technology constructs a deep convolution neural network to identify the 
character set of handwritten Chinese characters, compares the performance differences of the same depth 
network, and finally gets the network structure which can be used for recognition, and realizes the 
recognition system of handwritten characters based on the network. By comparing with other hand writing 
characters, the engineering application value of the network structure used in this paper is proved, and 
finally the handwriting character recognition system based on this model also embodies the feasibility of 
the network structure in this paper. 

Keywords: Deep learning, Machine learning, Pattern recognition, Handwriting character recognition, Convolution 
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1. Introduction 

Deep Learning is a deep-seated network structure based on 
multiple hidden layers proposed in recent years, which is 
used to study and deal with some popular problems in the 
field of machine learning, such as image retrieval and 
image recognition1. 

At present, although there are more application of deep 
learning technology to solve the application of handwritten 
digital character recognition, but in the field of 
handwritten Chinese character recognition, it is more 
traditional method based on artificial feature extraction. 
Because Chinese character strokes are more complex than 
other common characters English letters or Arabic 
numerals, and handwritten Chinese characters are more 
varied because of the different styles and habits of personal 
writing, Therefore, the recognition of handwritten Chinese 

character characters has always been a hot research 
problem in the field of machine learning. 

2. Application of deep convolution neural network 
in handwritten Chinese character recognition 

2.1. Data preparation and preprocessing 

Because this paper is aimed at the recognition of 
handwritten Chinese characters, the sample data using 
handwritten Chinese characters set is also used from the 
HWDB1.1 database to obtain some of the data samples. In 
this experiment, the sample data HWDB1.1 divided into 4 
sub-datasets, that is, Ten classification, Hundred 
classification, Thousand classification, 3755 classification 
of the dataset will be named Set1, Set2, Set3 and Set4 
respectively. The composition of each dataset is as follows 
in table 1. 
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Table 1 Composition of the data sets 

 
 

In table 1, set name represents the data name of four 
child datasets, Writer1 that the number of people writing 
training samples, that is, the sampling source of the 
training sample, came from a different 240 persons, 
Writer2 represents the number of people who wrote the test 
sample, The training column represents the total number 
of training samples in the dataset, Testing column 
indicates the total number of samples used for testing in 
the dataset, and the last column represents the total number 
of samples used to experiment with the dataset.  

2.2. Model structure and its improvement method 

The network used in the design of this paper is improved 
on the basis of Alexnet deep convolution neural network. 
It contains five convolution layers, 3 of which are followed 
by a pool layer with a maximum sampling, followed by 3 
full-attached layers, and the last Oftma classifier with 1000 
output nodes, and if the input layer is not included, the total 
number of layers of the network reaches 8 layers, the 
network structure is shown in Fig.1.  
 

 
Fig.1. Alexnet Network structure diagram 

 
In this paper, the main improvement of the Alexnet 

network is to adjust the number of convolution nuclei in 
the convolution layer, reduce the number of convolution 
layer, and adjust the number of the full connection layer, 
according to the performance of their own computer to 
readjust the network training parameters, the specific 
improvement is as follows: 

1. Reduce the dimension of the input layer from 3 to 1, 
because for handwritten Chinese characters, the image can 

be grayscale to get a single-channel picture, it does not 
have the same as high-resolution natural images, in the 
RGB three channels have a wealth of information. 

2. Change the number of convolution cores in the first 
convolution layer from the original 96 to 60, and the 
corresponding pooling layer changes accordingly. 

3. Remove the first fully connected layer and connect 
the final output layer with only one full-connection layer. 

4. Change the number of output nodes of the final 
classifier to 10,100,1000 and 3755, respectively, that is, 
the datasets used are Set1, Set2, Set3, and Set4, 
respectively. The structure obtained by the network 
through the above 1,2,3 step is named CNNet, and because 
its final output node is slightly different, it is named 
CNNet1, CNNet2, CNNet3 and CNNet4 respectively. 

3. Experimental results and analysis 

3.1. The influence of calculating mean image on the 
result in preprocessing 

In this experiment, in order to verify whether the mean 
processing of images in preprocessing will have an impact 
on the training of the network, under the condition that the 
relevant parameters of the network are unchanged, the 
network CNNet3 obtained by the improvement of the 
Alexnet network are preprocessed by mean calculation 
Set3 Training and Training sample SeT3 without mean 
calculation preprocessing are trained, and the relevant 
results of the two training models are shown in Fig.2. 
 

 
Fig .2 Relationship between calculating mean value and 

network convergence in preprocessing 
 

The horizontal coordinates in the figure represent the 
number of iterations of the network, that is, the number of 
training times, the longitudinal coordinates represent the 
loss value of the network model. 
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3.2. network related training parameter settings 

Using the strategy of the relevant parameters in Le Net5, 
the learning rate is increased from 0.01 to 0.02, which is 
equivalent to increasing the step length, The decrease of 
the gradient descent method is increased, and the network 
oscillation is avoided, thus crossing the local minimum 
point and approaching the larger extremum point. Finally, 
it is proved by experiments that the value of batch_size is 
reduced to 64 o'clock, the network can converge at a faster 
speed, and the classification accuracy is high, which 
proves that the network also achieves the optimal solution, 
so this paper sets the Batch_size to 64 and the learning rate 
to 0.01. 

3.3. Experimental results and analysis of four data 
sets and mnist in Cnnet 

After adjusting the relevant parameters of the network so 
that the network can converge, the four sub-datasets Set1, 
set2, set3 and Set4 of HWDB1.1 handwriting characters 
are trained with four sub-networks of Cnnet respectively. 
For cnnet networks with higher complexity (more 
convolution nuclei and deeper network structures), the 
recognition rate of handwritten Chinese characters is 
higher, and their ability to express the sample features is 
much higher than that of the simpler convolution neural 
network Net2, that is, more sample categories can be 
classified. 

Although the convolution network with shallow 
accuracy has increased more, the complexity of cnnet 
network is higher on the network convergence, and the 
following table 2 is the comparison between Net2 and 
cnnet networks in convergence. 
 

Table 2 Comparison of convergence times between Net2 and 
Cnnet 

 
 

Under the same experimental conditions6 7, cnnet is 
much higher than the Net2 network in the number of 
iterations required to make the network converge. Taking 
the training of DataSet Set4 as an example, the number of 
samples used for training has reached more than 900,000, 
and each image size is larger, the network each training 

weight needs to be used in the sample batch that is 
batch_size also larger. Coupled with the need for all the 
test sample data after each 10,000 iterations to verify the 
classification accuracy of the network, it takes nearly 4 
days for the network cnnet to be fully trained on the 
training Set 4, so that the time spent on each parameter is 
enormous, This is also a major disadvantage for deep 
convolution neural networks compared to simple 
convolution neural networks. 

4. System design and implementation 

4.1. System structure and design  

1. System Framework and related modules 
This system architecture adopts BS structure as shown in 
Fig.3, that is, users only need to have simple interaction 
with the browser, most of the core business of the system 
is on the server side. The system of this paper uses Python-
based Tornado web framework: 
 

 
Fig.3. BS architecture diagram 

 
According to the different division of functions, the system 
can be divided into the following modules: input module, 
model information loading module, model classification 
module, result mapping module and the final output 
module, the system flow chart composed of these modules 
is shown in Fig.4. 
 

 
Fig 4 Overall module flow chart of the system 

 
2. Core class Design 
The main modules of this system are model loading, model 
classification and result mapping module, so each module 
corresponds to design a corresponding core class, 
complete the main functions of the module. 

(1) Load model module; (2) Model classification 
module; (3) Result mapping module. 

Input Module Model Information 
Loading Module

Model Classification 
Module

Result Mapping 
Module Output Module
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4.2. Data-related preprocessing operations 

The model used in this system is CNNet3, the input image 
is a single channel grayscale image, and the test picture 
which has been processed does not need to be grayscale, 
but if the color image of RGB is entered, it needs to be 
preprocessed by grayscale. 

There are many ways to grayscale, such as the 
component method, which uses the pixel value of one of 
the channels of RGB as the grayscale value; Mean method, 
the average of three channels is used as the grayscale 
value; Weighted average method, that is, according to a 
certain weight to the RGB three components weighted, this 
paper uses the third Way, which represents the grayscale 
image, respectively, the input image of three sub-vectors, 
the grayscale formula is as follows: 
 

),(11.0),(59.0),(30.0),( yxyxyxyxf  (1) 
 

The G component weight is set to the highest, the lowest 
part of B component is the human eye to green sensitivity 
is the highest, and the blue sensitivity is the lowest. The 
input of the system is a multi-formatted character picture, 
and the correct characters in the picture are obtained by 
entering the picture. However, in the network model, the 
initial result of the output is the corresponding character 
category in the training sample data, and the corresponding 
transformation is carried out in the mapping module. 
Therefore, the mapping relationship between characters 
and categories must be established first in the 
implementation of this system, as shown in Fig.5. 

 
Fig.5 Mapping relationships for datasets 

 
The CNNet3 network model is used in the system, that 

is, the output node is 1000. You need to establish the first 

1000 classes of the DataSet as shown in the map. As shown 
in the figure, class_000 represents the first classification of 
the sample set, in which the folder is the same character 
dataset, corresponds to the first character "丁 " in the 
mapping file and marks it as n1001. 
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