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Abstract: Methods of Evolutionary Robotics using the evolutionary computation has been applied to design of mobile robot
controllers. Genetic algorithms (GAs), ones of the typical methods in the evolutionary computation, have advantages that hardly
fall into local minima compared to the other optimization algorithms. However the GAs have a big problem of premature
convergence that the variety of the population is reduced, so the searching ability is degraded. In this study, through analysis of
a new individual generation in GAs, we propose two methods of Probabilistic Crossover and Fluctuant Mutation to inhibit the
premature convergence. We apply our proposal methods to benchmark problems in optimization and to controller design of the
peg pushing robot, and demonstrate the effectiveness of our proposed methods.
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1 INTRODUCTION

Many researchers have recently focused on methods of
Evolutionary Robotics (ER) using the evolutionary compu-
tation to design controllers for mobile robots [1]. In the ER,
teacher signal consisting of a hypothetical input and a desired
response is not required. So, the ER learns only evaluation
of robot’s behavior. A robot controller can be built to achieve
the desired operation adapting to a variety of environments
by the ER. However, the control performance depends highly
on the performance of evolutionary computation itself.

Genetic algorithms (GAs), ones of the typical methods
in the evolutionary computation, used for optimization have
been made to mimic the process of natural evolution [2].
In the GAs, the population is built from some solutions
called individuals, which are encoded binary like a genome.
The GAs search the optimal solution by alternating between
the evaluation of individuals and genetic operations such as
crossover and mutation.

The GAs have a highly global search ability, which have
a big problem of “premature convergence” . If an individ-
ual exists which has much higher fitness than others, genetic
information of this individual rapidly spreads throughout the
population, and the variety of the population is reduced. Be-
cause the searching ability of the GAs depends on the variety
of the population, the searching ability is degraded by the oc-
currence of premature convergence, and the population has a
possibility of converging to local solutions.

Although there are the methods to increase the number of
individuals so as to maintain the variety of the population, an
increase in the number of individuals causes to an increase in
the computational effort, so there is a risk that a robot con-

troller cannot be implemented in real time. In robot controller
design using the ER, the premature convergence tends to oc-
cur because of the difficulties in the fitness function design
and hardware restrictions such as robot sensors. Therefore
GAs approaches that enable to inhibit the premature conver-
gence are required.

In this study, we discuss about the changes in the vari-
ety of population by crossover and mutation in GAs using
uniform crossover. We divide the convergence of individu-
als into two parts; one is “learning convergence” that comes
from the difference between the fitness of individuals, and
the other is “nature convergence” that occurs independently
of the fitness of individuals. Next we propose two methods of
Probabilistic Crossover (PC) and Fluctuant Mutation (FM).
The PC is a crossover method for determining the probability
distribution of the allele, and to generate individuals of new
generation according to the probability distribution, so the
PC is a crossover method for putting forward learning con-
vergence. The FM is a method for tetermining the mutation
rate so as to complement the decrease of variance based on
the natural convergence from the variances of the individuals
after crossover.

We apply our proposal methods to benchmark problems
in optimization and to controller design of the peg pushing
robot, and demonstrate the effectiveness of the methods in
terms of the quality and robustness of solution and the con-
vergence speed of learning.

2 RELATED WORKS
The GAs introduced by J. H. Holland in the 1970s are op-

timization algorithms that mimic the evolution of life. The
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GAs have the following features: first, the GAs are iterative
calculation methods, which update concurrently multiple so-
lution candidates, secondly, the GAs use unique operations
called “crossover” that encode candidate solutions to binary
data called “genotype” and generate new candidate solutions
by combining genotype, finally the GAs are flexible algo-
rithms that can be applied to a wide variety of problems.

There are two methods for analysis of the GAs, one is
Schema theory and the other is for analysis using Markov
chain. The Schema theory determines the change of a sub-
set of genes (Schema) that are components of each individ-
ual in Simple Genetic Algorithms (SGAs) using one-point
crossover and mutation [3]. The Schema theory shows that
the SGAs can increase exponentially the schema which has
partially favorable information and get globally favorable so-
lutions. However the Schema theory cannot give the conver-
gence to the optimal solution.

The analysis of the Markov chain calculates the probabil-
ity of discovery of the optimal solution and shows the con-
vergence to the optimal solution in the GAs [4]. From the
Markov chain analysis, the probability of discovery of the
globally optimal solution converges to “1” after calculating
in an infinite time if keeping the storage of the best individ-
ual that has been found so far and having the positive mu-
tation rate. However the assumption is independent of the
main algorithms of the GAs such as crossover and selection.
It is synonymous with that the probability of discovery of the
optimal solution converges to 1 in random search.

The Schema theory and the Markov chain analysis show
that the GAs get the globally optimal solution after calculat-
ing in an infinite time, on the contrary, these cannot show the
quality of the solution obtained in a realistic time. So we do
not get exactly how to design many parameters used in the
GAs from the Schema theory and the Markov chain analysis.

Meanwhile, the GAs have improved its searching ability
of the optimal solution by absorbing the advantage of the
other optimization algorithms and creating a new method.

Thermodynamical Genetic Algorithms (TDGAs) select
the individual of the next generation based on Free Energy
Minimization at Simulated Annealing [5]. The TDGAs can
control explicitly the variety of individual by setting temper-
ature schedule and avoid the premature convergence. On the
other hand, the TDGAs have the following problems: the
TDGAs require more computational time than the SGAs, and
the TDGAs causes the TDGAs convergence that loses the va-
riety of the individual due to approximate calculation of the
entropy.

Distributed Genetic Algorithms (DGAs) are ones of the
GAs methods that make some islands that the population is
divided into, and the crossover and evaluation are performed
[6]. The DGAs provide the immigration that lets individuals

move between the islands once in several generations. Emi-
grated individuals are the candidates of the optimal solution
in other islands, so they have a higher fitness compared to
mutated individuals and are hardly lost by selection. Emi-
grated individuals are candidates of the solution optimized
the different situation, so they can contribute to the mainte-
nance of variety compared to mutated individuals changed
only a small part of the genome. As a result, the DGAs can
obtain a higher fitness than GAs that learn in a single popula-
tion. But at the same time, because the number of individuals
per island is reduced, the environment of each island makes
it easy to converge the local minimum. Therefore, the im-
provement of the searching ability in DGAs has never been
theoretically proven yet.

Diploid Genetic Algorithms (Diploid GAs) have two
genotypes and represent a phenotype through a new type
called “agency-type” [7]. Because the Diploid GAs have the
locus that does not appear in the phenotype, does not affect
the fitness and carry over low fitness genome to the next gen-
eration, it is possible to maintain the variety of individuals.

These methods are said to get a higher searching ability
than the GAs. However the parameters that should be set
up are increased, for example, temperature scheduling in the
TDGAs, the number of islands and the timing of immigra-
tion in the DGAs, and the methods for converting genotype
to phenotype in the Diploid GAs. In order to search the op-
timal solution efficiently, it is necessary to determine these
parameters appropriately.

3 PROBABILISTIC CROSSOVER AND FLUC-

TUANT MUTATION

3.1 Analyses of Genetic Algorithms

In this section, we discuss about the crossover and the mu-
tation of the GAs from the viewpoint of probability theory.
First, we derive an expression for the probability distribution
of the allele of a new individual generated by the crossover.
The analyzed GAs consist of the roulette selection and the
uniform crossover.

Selecting an individualsi as the parent, the probability
p(si) that thei-th individual becomes a factor for determin-
ing a new individual’s locus is described as

p(si) =
f(si)∑N

i=1 f(si).
(1)

whereN is thenumberof individuals, andf(si) is the fitness
for a givensi.

The probabilityp(x′j = 1) that thej-th locus of the gen-
erated individual is equal to 1 is described as
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p(x′j = 1) =
N−1∑

i=0

p(si|xij = 1)

=
∑N−1

i=0 f(si)xij∑N−1
i=0 f(si)

=
p(xij = 1)F

1 + p(xij = 1)(F − 1),
(2)

F =
ave(f(si)|xij=1)
ave(f(si)|xij=0).

(3)

where xij is the j-th locus of thei-th individual of par-
ent generation, andave(f(si)|xij=1) is the average value of
f(si) if xij is equal to 1.

Figure 1 shows some examples of the above equation.

Fig. 1. Changeof p(x) from crossover in GAs

Next, we discuss about a new population namedS to gen-
erate theN -th individual from the probability distribution
p(x′). Here,R[S|x′ = 1] is the rate that the locus is equal to
1 in S, andE[var[S]] represents the expectation of the vari-
ance ofS. These are represented as

R[S|x′ = 1] = p(x′ = 1), (4)

E[var[S]] =
N − 1

N
p(x′ = 1)p(x′ = 0). (5)

As shown by the above equation,E[var[S]] is smaller than
the variance ofp(x′) because of sample variance.

Finally, when the populationS is mutated with the prob-
ability Pm, we showE[var[S′]] as follows: the probability
that locusx∗ representing mutated locusx of S is equal to 1
is calculated by

p (x∗ = 1) = p (x = 1) + Pm (p (x = 0)− p (x = 1)) . (6)

Therefore,E[var[S′]] is described by

E[var[S′]] =
(
Pm − P 2

m

)(
N − 1

N
− 4var[x]

)

+ E[var[S]]. (7)

From the above equation, we find that the mutation acts in
a direction to increase the variance, and that this action works
strongly in the proportion to the variance in prior mutation.

3.2 Consideration from analyses of GAs

Figure 1 shows that the crossover changes the probability
of the locus in the direction of increasing the fitness. As a re-
sult, the individuals converge to the genome having a higher
fitness as the generation repeated. This is defined as “learn-
ing convergence”.

Furthermore, Eq. (5) shows that the generation of the in-
dividuals reduces the variance independently of the fitness.
It means that the individuals converge independent of the fit-
ness with the generation. This is defined as “natural conver-
gence”.

Figure 1 shows that the difference is small between the
probability distribution of the allele of generated individuals
and the rate of the genome in the parent generation. In other
words,p(x′ = 1) − p(x = 1) is very small. Thereby, in
the case of converging in a wrong direction, even ifF in Eq.
(3) is determined to correct the wrong convergence, there is
a risk that the natural convergence cancels a modification of
learning by the learning convergence. This causes the pre-
mature convergence of the GAs.

In our study, we propose a probabilistic crossover method
for determining the probability distribution of the allele of
generated individuals in crossover, and also do a fluctuant
mutation for changing the mutation rate according to the vari-
ance of the locus. We intend to solve this premature conver-
gence problem.

3.3 Probabilistic Crossover and Fluctuant Mutation

The probabilistic crossover of our first proposing method
is one of the crossover methods for calculating the probabil-
ity distribution of the allele of generated individuals:

p(x′ = 1) =

{
F ∗ p(x = 1) (F < 1)

1− (1−p(x=1))
F (F ≥ 1) ,

(8)

andgenerateindividuals according to this probability distri-
bution instead of selecting parent individuals and crossing
over the genome.

Equation (8) is designed so as to be a tangent line to the
point p(x = 1) = 0 or p(x = 1) = 1 in (2). Figure 2 shows
some examples of (8).

In F > 1 we designp(x) to increase an increment ofp(x)
at aroundp(x = 1) = 0, the learning convergence is likely to
occur even in the neighborhood ofp(x = 1) = 1 or 0 while
the premature convergence is less likely to occur.

The fluctuant mutation is our second method for estimat-
ing the reduction of the variance by the natural convergence
and for determining the mutation rate to complement the lost
variance.

Since the effects of the natural convergence are different
in each locus, the mutation rate uses different values in each
locus. Moreover, the mutation handles only the individuals
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generatedby thecrossover and does not effect the individuals
selected by the elite selection.

Fig. 2. Changeof p(x) from probabilistic crossover

Thus, the fluctuant mutation must complement the natu-
ral convergence that occurs in the entire population with the
mutation only for the individuals generated by the crossover.
So, the mutation ratepm(var[x′]) in the fluctuant mutation is
determined by

pm(var[x′]) = 1
Pc

(
1
2 −

√
1
4 − 1

N−1
var[x′]

N−1
N −4var[x′]

)
. (9)

In theabove equation, ifvar[x′] equals to 0,pm(var[x′])
will be 0. This does not fulfill the condition that the mu-
tation rate is a positive value in the Markov chain analysis,
and the convergence to the optimal solution is not guaran-
teed. Hence, by extending Eq. (9) to Eq. (10), the fluctuant
mutation avoids this problem.

pm(var[x′]) =



1
Pc

(
1
2 −

√
1
4 − 1

N−1
var[x′]

N−1
N −4var[x′]

)
(var[x′] ≥ ε)

Pm (var[x′] < ε)
(10)

The use of the fluctuant mutation inhibits the convergence
of the variance of the allele by the natural convergence as
well as the premature convergence.

4 SIMULATION RESULTS

4.1 Application to optimization problem
To investigate the performance of the proposed methods,

each optimization algorithm is evaluated through the typi-
cal benchmark problems in optimization. The optimization
algorithms to be compared are the GAs using the uniform
crossover and the constant mutation rate as the conventional
method. The GAs using the probabilistic crossover (PC-
GAs), the GAs using the fluctuant mutation (FMGAs), and
the GAs using both the probabilistic crossover and the fluc-
tuant mutation as the proposed methods. We examine the
learning processes for the cases that the number of elite indi-
viduals is given as 30, and the number of original individuals
is given as 50, 100 and 200.

4.1.1 Rastrigin function

The aim of each optimization algorithm is to find the min-
imum value of Rastrigin function:

F (x) = 10N +
N∑

i=0

(
x2

i − 10 cos(2πxi)
)

(11)

−5 ≤ xi < 5. (12)

The Rastrigin function has a global minimum atx = 0
whereF (x) = 0, and it has the suboptimal solutions in a
reticular pattern near the global minimum. The fitness func-
tion is defined by

fitness = 1− F (x)
(20 + 52)N

. (13)

Table 1 summarizes the maximum fitness values for the
100-dimensional Rastrigin function at the 1000-th generation
in each learning method. These values show the average of
100 trials, and within the parenthesis shows their standard
deviation.

Table 1. Fitness for Rastrigin function

Individuals 50 100 200
GAs 0.919(0.006) 0.941(0.005) 0.945(0.006)

PCGAs 0.957(0.004) 0.962(0.004) 0.963(0.004)
FMGAs 0.939(0.008) 0.951(0.005) 0.952(0.004)

PCFMGAs 0.778(0.063) 0.964(0.004) 0.968(0.003)

Figures3 and4 show the transitions of the maximum fit-
ness values and their variances in 100 individuals.

Fig. 3. Transition of fitness for Rastrigin function

Fig.4. Transition of variance of fitness for Rastrigin function
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4.1.2 Schwefelfunction

Theaim of each optimization algorithm is to find the min-
imum value of the Schwefel function:

F (x) = −
N∑

i=0

(
xi sin(

√
|xi|)

)
(14)

−500 ≤ xi < 500. (15)

TheSchwefelfunctionhas a global minimum atx = 420
whereF (x) = −418.98N , and it does not have the subopti-
mal solutions near the global minimum. The fitness function
is defined by

fitness = 1− (F (x) + 418.98N)/840N. (16)

Table 2 summarizes the maximum fitness values for the
100-dimensional Schwefel function at the 1000-th generation
in each learning method. These values show the average of
100 trials, and within the parenthesis shows their standard
deviation.

Table 2. Fitness for Schwefel function
Individual 50 100 200

GAs 0.83(0.011) 0.88(0.012) 0.89(0.011)
PCGAs 0.95(0.006) 0.93(0.005) 0.95(0.006)
FMGAs 0.91(0.009) 0.92(0.008) 0.92(0.008)

PCFMGAs 0.95(0.006) 0.96(0.006) 0.97(0.005)

4.1.3 Rosenbrockfunction

Theaim of each optimization algorithm is to find the min-
imum value of the Rosenbrock function:

F (x) = −
N−1∑

i=0

(
100(x2

i − xi+1)2 + (1− xi)2
)

(17)

−2 ≤ xi < 2. (18)

The Rosenbrock function has a global minimum atx = 1
whereF (x) = 0, and it has a high dependence between the
variables. The fitness function is defined by

fitness = 1−
√

F (x)/3609/(N − 1). (19)

Table3 summarizes the maximum fitness values for the
100-dimensional Rosenbrock function at the 1000-th genera-
tion in each learning method. These values show the average
of 100 trials, and within the parenthesis show their standard
deviation.

4.2 Controller design for peg pushing robot
We simulate the problem of peg pushing robot control as

an application task. The control task is to push the peg toward
the goal by a two-wheel robot. The feedforward neural net-
work (NN) having three layers is used as the robot controller.
The inputs of robot controller are the relative coordinates of

Table 3. Fitness for Rosenbrock function

Individual 50 100 200
GAs 0.941(0.005) 0.956(0.005) 0.961(0.005)

PCGAs 0.959(0.005) 0.963(0.005) 0.964(0.004)
FMGAs 0.943(0.005) 0.954(0.005) 0.956(0.005)

PCFMGAs 0.946(0.014) 0.961(0.004) 0.965(0.004)

thegoalandpeg, and the outputs are the rotational speed of
the wheel. The number of the hidden layer of the NN is 10.

In this simulation, each optimization algorithm optimizes
the synapse of the NN. The fitness function is defined by

fitness = exp
(
− dist(goal, pegend)

dist(goal, pegstart)

)
(20)

where,dist(goal,pegstart) is the initial distance between the
peg and goal, anddist(goal, pegend) is the final distance be-
tween the peg and goal.

We evaluate the fitness values of controllers obtained from
10 different initial positions of the peg.

The optimization algorithms used in this simulation are
the GAs, TDGAs, DGAs and Diploid GAs as the conven-
tional methods and the PCFMGAs as proposed method. The
number of individuals is 100 in each optimization algorithms,
and the number of elite selection is 30 other than the TDGAs,
and the mutation rate is 0.1% in the conventional methods,
andPm is 0.01% in the FMGAs. In the DGAs, the num-
ber of the island is 5, and the migration interval is 20. The
temperature schedule of TDGAs is defined by

T (t) = exp

(
− t

25

)
. (21)

Table 4summarizes the maximum fitness values and suc-
cess rate that the maximum fitness value is greater than 0.95
at the 1000-th generation in each learning method. The maxi-
mum fitness value shows the average of 100 trials, and within
the parenthesis shows their standard deviation.

Table 4. Maximum fitness and success rate for robot con-
troller

Alghrithm MaximumFitness SuccessRate
GAs 0.912(0.102) 0.48

TDGAs 0.675(0.160) 0.04
DGAs 0.889(0.079) 0.20

Diploid GAs 0.758(0.186) 0.30
PCFMGAs 0.952(0.076) 0.72

Figure5 shows the transition of the maximum fitness val-
ues.
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Fig. 5. Transition of fitness of peg pushing robot

5 CONSIDERATION OF PROPOSED METH-

ODS

5.1 Learning method for benchmark problems

Tables 1 - 3 show that the PCGAs gain higher fitness val-
ues than the GAs in all benchmark problems. In contrast, the
FMGAs cannot gain higher fitness values than the GAs in the
Rosenbrock function, and the fitness of the FMGAs tends to
be lower than that of the PCGAs in all the benchmark prob-
lem. While the PCFMGAs gain the highest fitness values
among the other algorithms in the case of many individuals,
the fitness values of the PCFMGAs are lower than the other
algorithms in the case of a few individuals.

Figure 4 proves the convergence of the individuals of the
GAs at around 100-th generation. For this reason, the learn-
ing convergence does not work well in the GAs, and only
the mutation. Exponentially increasing of the fitness value
in Fig. 3 shows that searching the optimal solution become
heuristic by the mutation.

Figures 3 and 4 show that the PCGAs and FMGAs slowly
reduce the variances of the individuals, and the learning pro-
cesses according to the convergence of the individuals. The
PCGAs maintain the variances to some extent even if the
learning progresses at the long generations. On the contrary,
the FMGAs lose the variances after the generation. There-
fore, the PCGAs gain a higher fitness than the FMGAs in the
final result of learning. Thus, a proper setting ofPm in the
FMGAs can gain a higher fitness.

The PCFMGAs make the convergence of the individuals
very slow, and aquire the high global search ability. As a re-
sult, the PCFMGAs gain the highest fitness values among
all the algorithms after the long generation. However the
PCFMGAs are not suitable in the case of a limited number
of generations because of slow convergence.

5.2 Learning method for robot controller design

Figure 5 shows that the TDGAs, DGAs and Diploid GAs
do not gain higher fitnesses than the GAs in design of the
mobile robot controller. Table 5 shows that the success rate

is low while the DGAs gain a high fitness. The fact demon-
strates that the DGAs do not have the local search ability
while it has the global search ability.

Moreover Fig. 5 shows the potential that the Diploid GAs
gain s higher fitness at more advanced generation. However,
it requires longer computational time than the other algo-
rithms. Hence, each algorithm is not suitable for optimiza-
tion of the robot controller design.

On the other hand, the PCFMGAs of the proposed meth-
ods gain the highest fitness and success rate among all the
optimization algorithms. The number of generations required
in the PCFMGAs nearly equals to that required in the GAs
and DGAs. Hence, the PCFMGAs are not suitable for opti-
mization of the robot controllerdesign.

6 CONCLUSION
To inhibit the premature convergence which is a problem

in the mobile robot controller design, we proposed the new
crossover method and the method for determining the muta-
tion rate, through the analysis of a new individual generation
in GAs. We applied our proposal methods to the benchmark
problems in optimization and to the controller design for the
peg pushing robot, and demonstrated the effectiveness of our
proposed methods.
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