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Abstract: Face identification in the crowded people with various facial expressions is one of the most difficult themes in the 
pattern recognition field. In addition, the recognition of facial expression after the identification is very important as an 
advanced pattern recognition problem in Kansei Engineering field. Currently, there have been developed some methods at the 
level of practical use such as personal authentication. However, neither the theory nor the method has been established yet for 
the partial recognition problem that means the identification of a specific person’s face from the crowd people scene. In this 
paper, we propose a novel face identification method insensitive to facial expressions using the notion of weighted vector field 
and weighted similarity. Also, we show the effectiveness by showing the experimental results.  
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1  INTRODUCTION 

Although research on identification of person by face has 
being widely done ([1]-[6]), the recognition for arbitrary 
plural people image under genaral background is still 
difficult problem.  

For such a problem, we have proposed a recognition 
method using a vector field ([7]-[12],[15]), that judges 
whether the face of acquaintance exists or not in the 
crowded people image, and also detects and extracts the face 
region from the image. In the method, there is an assumption 
that the pattern to be recognized is perturbed by some 
variation which is roughly equals to be an Affine transform 
(rotated, enlarged/reduced, and translated) from a registered 
original face pattern.  

However, since the recognition method using the vector 
field method is sensitive to the facial expression, when the 
expression is big, there occurs a case where the method  
does not work well.  

Then in this paper, we propose a region weighted vector 
field (RWVF) method insensitive to the facial expression. 
The RWVF itself is obtained by emphasizing some 
characteristic parts in the vector field that is constructed by 
making a normalized gradient vector field (NGVF) of grey 
level image ([13],[14]). This method is also aimed for the 
recognition of the kansei (feeling) information from the 

facial expression. That is, the method is proposed not only 
for the identification but also for the recognition of feeling 
after the identification processing.  

This paper also describes the effectiveness of this method, 
by showing the experimental results for people images that 
are naturally acquired indoor and outdoor. 
 

2  RECOGNITION METHOD 
This method is composed of 2 stages, one is Learning and 

Analysis stage as a preprocessing one and another is 
Recognition stage. The input images are monochrome 
grayscale (or gray level) images with a size of 256x256 
pixels. Color images are converted into grayscale images 
before input to recognition processing. 

Here, we use the following terminology. 
(a)Original registered pattern: the original face image to be 

recognized, also called original pattern. 
(b)Registered pattern: the variation of original pattern 

obtained by Affine transform. 
(c)Reference pattern: the eigenvector obtained from a set of 

several registered patterns by Karhunen-Loeve (KL) 
expansion. It will be used for similarity computation with 
input image. 
This method automatically generates reference patterns at 

the learning and analysis stage, and after that, it executes the 
recognition process as recognition stage. 
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2.1. Learning and analysis stage as preprocessing 
   The flow of this processing is as follows. 
STEP1：Make plural registered patterns from an original 

face pattern by Affine transform (enlarged or 
reduced, rotated). 

STEP2：Divide registered patterns into some groups, and 
construct the Normalized Gradient Vector Field 
(NGVF) expression. Then, apply the KL 
(Karhunen- Loeve) expansion to every group, and 
make the reference pattern that has common 
component. 

2.2. Generation of registered patterns 
Applying Affine transform to given original registered 

pattern, our method automatically makes some registered 
patterns by enlargement/reduction and rotation (Fig.1).  

As an experiment, this method totally generates 240 
registered patterns, changing original registered pattern by 
every 3% enlargement/reduction from 50% to 150%, and by 
every 3 degrees rotation from -10 degrees to +10 degrees. 
Then it can be divided them into 20 groups, where each 
group contains 12 registered patterns.  
 

Registered original face pattern

Enlarged Reduced Reduced and rotated

 
Fig.1. Example of registered patterns ([12],[15]). 

 
2.3. Normalized Vector Field（NGVF） 

Gradient vector is obtained at each point ( )yx，  by 
partial differentiation of the gray level image as Eq.(1). To 
obtain the NGVF, normalize the size (norm) of the gradient 
vector to 1.0 if the norm is greater than a threshold, else to 0.  

 
(1) 

 
where θ is the phase of the vector.  

2.4. Making reference patterns 
By using Karhunen-Loeve(KL) expansion for each 

group of registered patterns represented as NGVF, we can 
obtain the reference patterns (eigenvectors in KL expansion) 
which has the common feature among patterns in each group. 

These reference patterns are used in the subsequent spatial 
correlation and similarity computation. 

 
 
 
 
 
 

 
Fig.2. (a) Example of NGVF. (b) Example of reference 
pattern ([12],[15]). 

 
2.5. Recognition stage 
   The flow of this recognition processing is as follows. 
STEP1: Calculate the similarity which are based on spatial 

correlation between input image and the reference 
pattern (pattern matching), and find similarity 
distribution with the reference pattern in each point 
in an input image. 

STEP2: Based on similarity distribution, detect a candidate 
locations where the face pattern of interest may 
exist in the input image, and roughly estimate the 
scaling and rotation parameters.  

STEP3: Repeatedly calculating the similarity, perform the 
adjustment (fine estimation) of parameter values by 
means of correction formulas based on Taylor 
expansion of the affine transforms. 

STEP4: Recognize the biggest similarity using the corrected 
parameters, and extract the face patterns exhibiting 
the maximum similarity. 

2.6. Similarity computation 
In order to detect the existence of a target face pattern, 

our method computes the similarity between input image 
and reference pattern both of which are represented as 
NGVF, based on the spatial correlation as shown in Eq.(2). 
The input image g ( ),( yxg ) and the reference pattern ev 
( ),( yxev ) are defined as complex valued functions.  

The similarity between reference pattern ev and input g is 
given by Eq.(2). 

{ }
sgev

evg
Similarity

⋅
=

|Re|
                   (2) 

where evg  is the inner product between input image and 
reference pattern, and the inner product is defined as 

∫ ∫ ⋅= dxdyyxevyxgevg ),(),( .  The notations Re and | | 
stand for real number of complex number and absolute value, 
respectively. || || denotes norm of pattern, and it is defined as 

〉〈= evevev | . sg  represents the norm of  the 
subpattern gs in input image g, which is defined on the 
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overlapped region between g and ev. The spatial correlation 
can be considered as inner product evg  at every pixel 
when the reference pattern ev is shifted. 
 

 
(a) Original face. (b) Input image.(c) Recognition and 
extraction result. 

Fig.3. Recognition processing using NGVF ([12],[15]). 
 
2.7. Region Weighted Vector Field (RWVF) 

In RWVF, the absolute of the vector is normalized using 
some weights (e.g., 1.5, 2.0), depending on face regions. At 
the pixel other than the weighted region, the norm becomes 
1.0 (i.e. the same as the usual NGVF). The purpose of using 
this RWVF is to emphasize the characteristic part of the 
face (i.e. eyes, nose) and to reduce the lighting influence.  

In the similarity calculation, we use a spatial weight 
function ( )yxw ,  (real variable function). And so, the inner 
product between input image and reference pattern is shown 
as Eq.(3). Then, the similarity is defined as Eq.(4). 

 
 
 

                                            (3) 
 

 
                                           (4) 

 
 
 

 
        (a)              (b)             (c) 

Fig.4. (a)NGVF, (b)Weighted region, (c)RWVF. 
 

3  EXPERIMENTATION 

3.1. Environment  
Using the RWVF method, we perform some experiments. 

The experimental environment is in the following. 
OS: Microsoft Windows XP Professional. CPU: Intel(R) 
Core(TM)2. Drive frequency: 2.40GHz. Memory storage: 

1.85GB. Programming Language: Borland C++ 5.02J.  
3.2. Experimentation of comparison between the NGVF 
method and RWVF one 
(i) Outline of the experiment 

We compare the recognition rate and recognition time by 
the two methods, NGVF method and RWVF one by 
experimenting for 100 pieces of input images that are taken 
indoors and outdoors. There are 2-5 people in the images. 
The weight in RWVF is 2.0, that is, the vector norm on the 
weighted region is 2.0, otherwise the same as NGVF. 
(ii) Experimental results 

In this time experimentation, recognition rate has been 
almost same level. But the failed images are different (Fig. 5 
and 6). In Fig.5 and Fig.6, the persons in the red circle and 
blue circle are the target to be recognized and misrecognized 
person, respectively. From this result, the recognition failure 
by the usual NGVF method can be improved by RWVF 
method. The results are shown as in the following.  
[NGVF] 

Accurate recognition rate: 99/100 (99%). 
Average recognition time: 3.6 sec. 
(Rough estimation: 2.6 sec. Fine estimation: 1 sec.) 

[RWVF (weight:2.0)] 
Accurate recognition rate: 98/100 (98%). 
Average recognition time: 3.8 sec. 
(Rough estimation: 2.5 sec. Fine estimation: 1.3 sec.) 

 

 
Fig.5. Recognition failed image by NGVF. 

 

   
 
Fig.6. Recognition failed images by RWVF method in the 
case where the weight is 2.0. 
 
3.3. Relation between weight and recognition rate by 
RWVF method 

Based on the result of the comparative experiment, we 
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change the weight of the RWVF method and investigate the 
relation between the weight and the recognition rate for the 
same 100 pieces of images. We have changed the weight 
from 1.0 to 2.0. Fig.7 shows that the recognition rate 
becomes 100% when the weight lies in the range from 1.09 
to 1.46. Then we consider that RWVF with suitable weight 
is effective to the facial expression variations. 

 
 
 
 
 
 
 
 
 
 
 
 

Fig.7. Relationship between weight and recognition rate. 
 

4 CONCLUSION 

The aim of our study is not only the identification of the 
person by face but also to read the Kansei (or feeling) 
information from the facial expressions. However, because 
our previous method is sensitive to the facial expression, it 
does not work so well if the expression is big. This paper has 
proposed RWVF method insensitive to the facial expression. 
The experimental results for 100 images have shown that, if 
the weight value is in the range from 1.09 to 1.46, the face 
identification is very successful (100% recognition rate).  
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