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Abstract: Based on a particle swarm optimization (PSO) algorithm for time-optimal control problem of a two-wheeled 
mobile robot is addressed in this paper. The PSO algorithm is that it is easier to implement and there are fewer 
parameters to be adjusted. Different from usual cases, in which the Pontryagin’s Minimum Principle (PMP) is used, an 
iterative procedure is proposed to transform the time-optimal problem into a nonlinear programming (NLP) one. Motion 
planning of a mobile robot is a NLP problem. In the NLP problem, the count of control steps is fixed initially and the 
sampling period is treated as a variable in the optimization process. Because the NLP has a initial feasible solutions 
problem that is not easier to find. In this paper, The PSO algorithm and fitness function to solve initial feasible solutions 
problem and optimal problem. To show the feasibility of the proposed method, simulation results are included for 
illustration. 
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1. INTRODUCTION 

Motion planning is an important issue in mobile 
robotics. In recent years, many research works have 
been addressed the control problem associated with 
mobile robots [1,2]. Among these works, a typical 
mission for a mobile robot can be described as to move 
from one configuration (position and orientation) to 
another. This problem has been thoroughly studied by 
assuming that the motors control the wheel velocities 
[3]. On the other hand, one also can use the motor to 
control the accelerations of the wheels [4]. For mobile 
robots equipped with two independently driven wheels, 
the time-optimal motion planning problem is that of 
finding the time-optimal motion in an unobstructed 
environment between two configurations. Usually, this 
kind of time-optimal control problem leads to the 
utilization of the Pontryagin’s Maximum Principle 
(PMP) [5], in which the dynamical equations of the 
mobile robot are used and one needs to solve a set of 
differential equations. Since this set of equations is 
usually highly nonlinear and coupled, it is very difficult 

to obtain the closed-form solution for the time-optimal 
trajectory of any mobile robot. Because of the 
disadvantage in applying the PMP, a NLP method that 
does not utilize the PMP was developed by one of the 
authors of this paper to solve the time-optimal control 
problem of linear systems [6]. The basic idea of this 
method is that instead of considering a fixed sampling 
period, the count of control steps is fixed initially and 
the sampling period is treated as a variable in the 
optimization process. Extending the concept in [6] to 
nonlinear systems, this paper shows the generation of 
time-optimal motion between two configurations for a 
mobile robot with two independently driven individual 
wheels. In the beginning of this study, a mobile robot is 
introduced and its kinematic equations are derived. 
Then an iterative procedure is proposed to transform the 
time-optimal problem into a constrained NLP one. 
However, since the NLP has a initial feasible solutions 
problem that is not easier to find and two level time-
optimal process is very complex. In this paper, The PSO 
algorithm and fitness function to solve initial feasible 
solutions problem and time-optimal problem.  
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Particle Swarm Optimization (PSO) algorithm 
proposed by Kennedy and Eberhart [7] is another kind 
of evolutionary computation techniques. This method 
was based on the simulation of simplified animal social 
behaviors such fish schooling and bird flocking. In PSO 
searching space, each single solution acts as a flying 
bird, which we call it a particle. The PSO algorithm 
works on a social behavior of particles in the swarm. It 
finds the global best solution by simply adjusting the 
trajectory of each particle its own best particle and 
toward the best particle of the entire swarm at each 
generation. The PSO algorithm has been used in solving 
many optimization problems successfully. Compared 
with GA, the advantage of PSO is that it is easier to 
implement and there are fewer parameters to be 
adjusted. In this paper, The PSO algorithm is proposed 
to determine velocities of two wheels. The path of a 
mobile robot is time-optimal from a given initial 
configuration to a desired final configuration. 

 The remaining sections of this paper are organized 
as follows. Section 2 shows kinematics equations of a 
mobile robot. Section 3 presents time-optimal control 
between two configurations. Section 4 presents time-
optimal motion planning with PSO algorithm. 
Simulations are performed in Section 5 to confirm the 
feasibility of the proposed algorithm. Section 6 
concludes the paper. 

 

2. KINEMATICS EQUATIONS OF A 
MOBILE ROBOT 

In the section, the kinematics of a mobile robot with 
two independent driven wheels will be described. The 
configuration of the mobile robot will be denoted by 
( , , )x y   as shown in Fig. 1. Where x  and y  are the 
coordinates of the midpoint of the wheel axis, and   is 
the heading angle of the robot. L  is the distance 
between two wheels and r  is the radius of the wheel. 

 
 
 
 
 
 
 
 
 

Fig. 1. A diagram of a mobile robot 
 

By assuming that the wheels do not slip, the 
kinematics of the mobile robot as shown in (1). 
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where ( )r t  and ( )l t  represent the angular veloci
ties of the right and left wheels, respectively. ( )ru t
and ( )lu t  are the control inputs. 
 

3. TIME-OPTIMAL MOTION PLANNING  
PROBLEM BETWEEN TWO           
CONFIGURATIONS 
The time-optimal motion planning problem between 

two configurations is to find the control inputs that will 
move the initial configuration 0 0 0( , , )x y   to the final 
configuration ( , , )f f fx y   while minimizing the 
traveling time. The control inputs ( )ru t  and ( )lu t  
are assumed to meet the following constraints in (2) and 
(3). 

min max( )ru u t u                (2) 

min max( )lu u t u                (3) 
The mobile robot moves time [0, ]ft  is to divide 

into N equal time intervals as shown in (4). 
ft

t
N

                     (4) 

With (1) through (3), it is turned into (5) through (7). 
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for 1, 2, ,i N L                           (5) 
    min max( )        for 1, 2, ,ru u i t u i N      (6) 
    min max( )        for 1, 2, ,lu u i t u i N      (7) 
With (5) through (7), the time-optimal motion 

planning can be formulated. Assume the following 
conditions are given: 

        0 0 0( (0), (0), (0)) ( , , )x y x y          (8) 
        (0) 0r                          (9) 
        (0) 0l                         (10) 
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Determine the control inputs ( )ru t  and ( )lu t  for 
[0, ]ft  to minimize as shown in (11). 

        J N t                         (11) 
Subject to  

      ( ( ), ( ), ( )) ( , , )f f f f f fx t y t t x y       (12) 

      ( ) 0r ft                          (13) 

      ( ) 0l ft                          (14) 
and the constraints in (6) and (7). 
 

4. TIME-OPTIMAL MOTION PLANNING 
PROBLEM WITH PSO ALGORITHM 

The mathematic description of PSO is as the follow: 
Suppose the dimension of the searching space is D , 

the number of particle is n . Vector 
1 2( , , , )j j j jDx x x x


  represents the position of the  

i-th particle and 1 2( , , , )j j j jDP p p p   is the best 
position searched by now, and the whole particle 
swarm's best position is represented as 

1 2( , , , )g g g gDP p p p   Vector 1 2( , , , )j j j jDv v v v


  
is the position change rate of the i-th particle. Each 
particle updates its position according to the following 
formulas: 

1

2
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( 1) ( ) ( )jd jd jdx k x k v k                       (16) 

 Where 1c  and 2c are positive constant parameters 
called acceleration coefficients. The ( )rand  is a 
random function with the range [0,1]. w  is called the 
inertia weight and is less than 1. 
The fitness function of PSO algorithm is defined as 
shown in 

         1
+1Tfitness

ee
             (17) 

where e  is a error between the final states of the 
mobile robot and final configuration. The   is a 
penalty value that the error e  is convergence to zero 
fastly. In order to reach final configuration in optimal 
time, the paper is used PSO algorithm repeatedly. The 
method is used the optimal time of the last to replace the 
next initial time until the maximum iteration.  

The details of the determination of the attractive 
factor can be summarized as follows: 
Algorithm: 
Step 1: Define the problem space. 
Step 2: Initialize an array of particles with random 

positions and velocities. 
Step 3: Evaluate the desired fitness function of the 

particles using equation (17). 

Step 4: Determine the best personal position 
visited so far by each particle. 

Step 5: Determine the best global position visited 
so far by all the particles. 

Step 6: Update velocities using Eq. (15). 
Step 7:   Update particles’ positions using Eq. (16). 
Step 8:    Repeat the procedure in Step 3 through  
          Step 7 until all the particles have attained 
          their desired fitness. 
 

5. SIMULATION RESULTS 
Example 1: 

In this simulation example, the mobile robot will be 
moved from 0 0 0( , , ) (0,0,0)x y   to 
( , , ) (1m, 1m, )

3f f fx y   . The initial time of t , the 
initial value of N, the radius of the wheel r , and the 
distance between two wheels L are chosen to be 
5 (sec.) , 10, 5 cm , and 30 cm , respectively. 
Meanwhile, the bounds on the control inputs, minu  and 

maxu  are chosen to be 20.5 rad
s

 and 20.5 rad
s

. 
In applying PSO algorithm, the population size and 
maximal generation number are chosen to be 1000 and 
1000, respectively. The value 1c , 2c , the inertia weight, 
and   are chosen to be 2, 2, 0.8, and 10000, 
respectively. The error e  will be defined as in (18). 
     [    ( ) ( )]f f f rf f lf fe x y t t             (18) 

      ( )f f fx x t x                        (19) 

( )f f fy y t y                        (20) 

( )f f ft                          (21) 

( ) 0rf r ft                        (22) 

( ) 0lf l ft                         (23) 

 Applying PSO algorithm, the optimal time of 
t  is found to be 1.6073t  (sec.) and the plots of 
( )x t , ( )y t , ( )t , ( )r t , ( )l t , ( )ru t ,and ( )lu t are shown 

in Fig. 2 through 8, respectively. 
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Fig. 2. Plot of ( )x t  
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Fig. 3. Plot of ( )y t  
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Fig. 4. Plot of ( )t  
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Fig. 7. Plot of ( )ru t  
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Fig. 8. Plot of ( )lu t  

 
6. CONCLUSIONS 

The paper uses PSO algorithm to solve time-optimal 
motion planning problem of a mobile robot with two 
independently driven wheels. The PSO algorithm and 
fitness function to solve initial feasible solutions 
problem and optimal problem. Compared with GA, the 
advantage of PSO is that it is easier to implement and 
there are fewer parameters to be adjusted. The 
simulation results can show the feasibility of the 
proposed method. 
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