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Abstract : This paper presents a design scheme of a minimal order observer-based guaranteed cost controller
for uncertain linear systems. The perturbations are assumed to be described by structural uncertainties. An
iterative linear matrix inequality (ILMI) approach is used to design the observer-based controller since the
problems contain inverse relations. We modify the algorithm of Matsunaga et al by optimizing a sufficiently
large initial guaranteed cost. This method can be implemented by LMI control toolbox of Matlab. Finally,
a numerical example is given to illustrate the effectiveness of the proposed method.
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I. INTRODUCTION

Considerable attention to the problem in robust
stability analysis and robust stabilization of uncer-
tain systems has been attracting many authors for
several last decades. One approach to this prob-
lem is the guaranteed cost control method which
not only achieves the stability of the uncertain sys-
tem but also guarantees an adequate level of per-
formance via linear matrix inequality (LMI) tech-
niques (Lien [2], Won and Park [3]).

Although the controller is usually constructed
by using state variables, it may not be possible to
measure all the states of the system in many cases.
The observer-based control is probably well suited
and better than the state control feedback in such
situations.

Since inverse relations among variables appear,
this paper concerns a design method of a minimal
order observer-based guaranteed cost controller via
an iterative linear matrix inequality (ILMI) tech-
nique under an assumption that the statistical
properties of the initial state variables are known.

II. PROBLEM STATEMENT

Consider a continuous-time uncertain system

ẋ(t) = (A+∆A(t))x(t) + (B +∆B(t))u(t)(1)

y(t) = Cx(t) (2)

where x(t) ∈ ℜn is the state vector, u(t) ∈ ℜr is
the control input vector, y(t) ∈ ℜm is the mea-
sured output vector, A, B, C are known constant
real-valued matrices with appropriate dimensions,
and C is restricted to the form of C = [O Im].
Matrices ∆A(t) and ∆B(t) denote real-valued ma-
trix functions representing parameter uncertain-
ties. It is assumed that

∆A(t) = DAFA(t)EA, ∆B(t) = DBFB(t)EB (3)

with

FT
A (t)FA(t) ≤ I, FT

B (t)FB(t) ≤ I

where DA, DB, EA, EB are constant real-valued
known matrices with appropriate dimensions, and
FA(t) and FB(t) are real time-varying unknown
continuous and deterministic matrices.

We further assume that the initial state variable
x(0) is unknown, but their mean and covariance
are known

E [x(0)] = m0 (4)

E
[
(x(0)−m0)(x(0)−m0)

T
]
= Σ0 > O (5)

where E [·] denotes the expected value operator.
The problem considered here is to design a min-

imal order observer

ż(t) = Dz(t) + Ey(t) + Fu(t) (6)

x̂(t) = Pz(t) +Wy(t) (7)

and a controller

u(t) = Kx̂(t) (8)

with

D = A11 + LA21, PT +WC = In,

F = TB, TA−DT = EC, A =

[
A11 A12

A21 A22

]
,

P =
[
In−m 0

]T
, T =

[
In−m L

]
so as to achieve an upper bound on the following
quadratic performance index

E [J ] = E

[∫ ∞

0

(xT (t)Qx(t) + uT (t)Ru(t))dt

]
(9)

associated with the uncertain system (1) and (2)
where Q and R are given symmetric positive-
definite matrices.
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III. MAIN RESULTS

In this section, a sufficient condition is es-
tablished for the existence of a minimal order
observer-based guaranteed cost controller for the
uncertain system (1) and (2). Here, it is assumed
that the feedback gain matrix is

K = −R−1BTS1 (10)

where S1 is a symmetric positive-definite matrix.
The main result of this study is given by Theo-

rem 1.
Theorem 1. If the following matrix inequalities op-
timization problem; min {γ0 + γ1 + γ2 + γ3 + γ4}
subject to 

Λ0 XET
A XET

A XT

EAX −ζI 0 0
EAX 0 −θI 0
X 0 0 −Q−1

 < 0

(11)

Λ̄0 GT
1 GT

1 GT
2 GT

3 GT
3 GT

4

G1 −δI 0 0 0 0 0
G1 0 −µI 0 0 0 0
G2 0 0 −θinvI 0 0 0
G3 0 0 0 −νinvI 0 0
G3 0 0 0 0 −µinvI 0
G4 0 0 0 0 0 −R


< 0

(12)

n∑
k=1

eTnkΘ0enk < γ0,
m∑

k=1

eTmkΘ1emk < γ1

m∑
k=1

eTmkΘ2emk < γ2,

m∑
k=1

eTmkΘ3emk < γ3 (13)



−γ4 vT
1 Y

T vT
2 Y

T · · · vT
mY T

Y v1 −S2

...

Y v2
. . .

...
...

. . .
...

Y vm · · · · · · · · · −S2


< 0 (14)

where

Λ0 = AX +XAT −BR−1BT + ζDAD
T
A + ϵDBD

T
B

+ϵinvBR−1ET
BEBR

−1BT + δDBD
T
B

+νinvBR−1ET
BEBR

−1BT

Λ̄0 = S2A11 +AT
11S2 + Y A21 +AT

21Y
T

Y = S2L, Z = [S2 Y ] ,

G1 = EBR
−1BTS1P, G2 = DT

AZ
T

G3 = DT
BZ

T , G4 = BTS1P

Θ0 =
1

2
(S1(Σ0 +m0m

T
0 ) + (Σ0 +m0m

T
0 )

TS1)

Θ1 =
1

2
(S2Σ11 +Σ11S2), Θ2 =

1

2
(Y Σ21 +ΣT

21Y
T )

Θ3 =
1

2
(Y TΣ12 +ΣT

12Y ), Σ
1/2
22 = [v1,v2, · · · ,vm]

Σ0 =

[
Σ11 Σ12

Σ21 Σ22

]
, eik =

[
0T
k−1 1 0T

i−k

]T
has a solution S1 > 0, S2 > 0, X > 0, Y , Z, ζ > 0,
δ > 0, ϵ > 0, ϵinv > 0, θ > 0, θinv > 0, µ > 0,
µinv > 0, νinv > 0, γ0, γ1, γ2, γ3, γ4 which satisfy
the relation ϵ−1 = ϵinv, θ

−1 = θinv, µ
−1 = µinv

and S−1
1 = X, then the minimal order observer-

based control law (6)-(8) with (10) is a guaranteed
cost controller which gives the minimum expected
value of the guaranteed cost

E [J∗] = E
[
xT (0)S1x(0) + ξT (0)S2ξ(0)

]
(15)

where ξ(t) = z(t)−Tx(t) is the estimated error of
the minimal order observer.
Remark 1: Since (11) and (12) have a constraint
of the relationship of the inverse, ILMI approach
is introduced to solve (Ghaoui et al [4], Cao et al
[5]).

Before giving a proof of Theorem 1, a key lemma
is introduced (Mahmoud and Zribi [6]).
Lemma 1. Let D and E be matrices of appropriate
dimensions, and F be a matrix function satisfying
FTF ≤ I. Then for any positive scalar α, the
following inequality holds

DFE + ETFTET ≤ αDDT + α−1ETE. (16)

Proof of Theorem 1.
Equations (1) and (6)-(8) yield the closed-loop sys-
tem [

ẋ(t)

ξ̇(t)

]
=

[
Φ1 Φ2

Φ3 Φ4

] [
x(t)
ξ(t)

]
(17)

where

Φ1 = A+∆A(t) + (B +∆B(t))K

Φ2 = (B +∆B(t))KP

Φ3 = −T∆A(t)− T∆B(t)K

Φ4 = D − T∆B(t)KP

Define a candidate of Lyapunov function as

V (t) = xT (t)S1x(t) + ξT (t)S2ξ(t) (18)

then, the time derivative of (18) along to (17) is
calculated as

V̇ (t) = wT (t)Ωw(t)− (xT (t)Qx(t) + uT (t)Ru(t))

(19)

where

w(t) =

[
x(t)
ξ(t)

]
, Ω =

[
Λ1 Λ2

ΛT
2 Λ3

]
Λ1 = S1(A+∆A(t)) + (A+∆A(t))TS1

−S1BR−1BTS1 +Q− 2S1∆B(t)R−1BTS1

Λ2 = −S1∆B(t)R−1BTS1P −∆AT (t)TTS2

+S1BR−1∆BT (t)TTS2

Λ3 = S2D +DTS2 + PTS1BR−1BTS1P

+2S2T∆B(t)R−1BTS1P
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Under the condition

Ω < 0 (20)

equation (19) leads to

V̇ (t) < −(xT (t)Qx(t) + uT (t)Ru(t)) < 0 (21)

for any x(t) ̸= 0 and the closed-loop system is
asymptotically stable.

Applying lemma 1., pre- and post-multiplying
by diag(S−1

1 , I) on both sides, denoting X = S−1
1 ,

Y = S2L, ϵinv = ϵ−1, θinv = θ−1, µinv = µ−1,
νinv = ν−1, and using Schur Complement lead to
(11) and (12).

Then, integrating (21) from 0 to T and as T
tends to the infinity yields

J =

∫ ∞

0

(xT (t)Qx(t) + uT (t)Ru(t))dt

< xT (0)S1x(0) + ξT (0)S2ξ(0) = J∗ (22)

where J∗ denotes the guaranteed cost. Here, we
consider the optimal expected value of the guaran-
teed cost. It is calculated as

E [J∗] = trS1E
[
x(0)xT (0)

]
+ trS2E

[
ξ(0)ξT (0)

]
(23)

A relation between mean and covarience of x(0) is
given by

Σ0 = E
[
x(0)xT (0)

]
−m0m

T
0 (24)

Substituting (24) into (23) yields

E [J∗] = trS1(Σ0 +m0m
T
0 )

+trS2E
[
(z(0)− Tx(0))(z(0)− Tx(0))T

]
(25)

Here, it is readily seen that

E
[
(z(0)− Tx(0))(z(0)− Tx(0))T

]
= TΣ0T

T + (z(0)− Tm0)(z(0)− Tm0)
T(26)

Hence, (25) leads to

E [J∗] = trS1(Σ0 +m0m
T
0 ) + trS2(TΣ0T

T

+(z(0)− Tm0)(z(0)− Tm0)
T ) (27)

Here, it can be assumed that an initial value of a
minimal order observer z(0) satisfies the following
equation without loss of generality.

z(0)− Tm0 = 0 (28)

Substituting (28) into (27) yields

E [J∗] = trS1(Σ0 +m0m
T
0 )

+trS2(Σ11 + LΣ21 +Σ12L
T + LΣ22L

T )

(29)

where

Σ0 =

[
Σ11 Σ12

Σ21 Σ22

]
Here, we consider positive scalars γ0, γ1, γ2, γ3, γ4
satisfying the following inequalities

trS1(Σ0 +m0m
T
0 ) < γ0 (30)

trS2Σ11 < γ1 (31)

trS2LΣ21 < γ2 (32)

trS2Σ12L
T < γ3 (33)

trS2LΣ22L
T < γ4 (34)

Minimizing γ0 + γ1 + γ2 + γ3 + γ4 results in giv-
ing min E [J∗]. By recalling tr(AB) = tr(BA),

(30)-(33) lead to (13). Next, by denoting Σ
1/2
22 =

[v1,v2, · · · ,vm], (34) is calculated as

trS2LΣ22L
T

= vT
1 Y

TS−1
2 Y v1 + vT

2 Y
TS−1

2 Y v2

+ · · ·+ vT
mY TS−1

2 Y vm

=
[
vT
1 Y

T vT
1 Y

T · · · vT
1 Y

T
]
S−1
2


Y v1

Y v2

...
Y vm

 < γ4

(35)

Further, Schur complement derives (14) from (35).
Q.E.D.

It is noted that the inequalities (11) and (12)
cannot be solved directly by LMI because they con-
tain the scalars ϵ, ϵinv, θ, θinv, µ, µinv, and two
matrices S1,X which satisfy the relation S−1

1 = X,
ϵ−1 = ϵinv, θ

−1 = θinv, µ
−1 = µinv. There are a

number of algorithms available in literature, and
we apply the cone complementarity linearization
approach (Ghaoui et al [4]) to propose the algo-
rithm as follows.

Step 0: Set kmax, γmin and κ.

Step 1: Choose a sufficiently large initial γ such that
there exists a feasible solution to LMI condi-
tions[

S1 I
I X

]
> 0, γ0 + γ1 + γ2 + γ3 + γ4 < γ,

ϵϵinv > 1, θθinv > 1, µµinv > 1,

inequalities (11)-(14)

Step 2.1 : Set γ̄ = γ, k = 0, i = 1, set S1(k) = S1,
X(k) = X, ϵ(k) = ϵ,ϵinv(k) = ϵinv, θ(k) = θ,
θinv(k) = θinv, µ(k) = µ, µinv(k) = µinv.

Step 2.2 : Solve the following LMI problem
tk=Minimize(tr[S1(k)X + X(k)S1]) +
ϵ(k)ϵinv + ϵϵinv(k) + θ(k)θinv + θθinv(k) +
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µ(k)µinv + µµinv(k))
subject to[

S1 I
I X

]
> 0, γ0 + γ1 + γ2 + γ3 + γ4 < γ,

ϵϵinv > 1, θθinv > 1, µµinv > 1,

inequalities (11)-(14)

Step 3.1 : If k < kmax and tk > 2n + 6 + κ then set
k = k + 1 and go to 2.2.

Step 3.2 : If k ≤ kmax, tk≤2n + 6 + κ, LMI con-
ditions are satisfied, and γ(0.5)i>γmin then
γ̄=γ̄-γ(0.5)i. Else if γ(0.5)i≤γmin then exit
and γ̄ is an optimal value.

Step 3.3 : If k<kmax, tk≤2n + 6 + κ, LMI conditions
are not satisfied, i̸=1 and γ(0.5)i>γmin then
γ̄=γ̄+γ(0.5)i. Else if γ(0.5)i≤γmin then exit
and γ̄ is an optimal value. Else if i = 1 then
exit and no optimal solution is obtained.

Step 3.4 : If k=kmax, tk>2n + 6 + κ, i̸=1 and
γ(0.5)i>γmin then γ̄=γ̄+γ(0.5)i. Else if
γ(0.5)i≤γmin then exit and γ̄ is an optimal
value. Else if i = 1 then exit and no optimal
solution is obtained.

Step 4 : Set i = i+ 1 and return to 3.1.

This algorithm allows the optimal value γ̄ can be
reached faster than that of Matsunaga et al [1]
because the correction is not fixed but depending
on iteration i.

IV. AN ILLUSTRATIVE EXAMPLE

Consider a system with

A =


−3 0 −2 0
0 −2 0 −1
1 0 0 0
0 1 0 0

 , B =


3
2
−6
1

 ,

C =
[
O2 I2

]
, m0 = 04, Σ0 = I4, R = 9,

Q = diag(7, 15, 1, 3), DA =

[
0.1I2 O2

O2 O2

]
,

EA =

[
0.3I2 0.3I2
O2 O2

]
, DB = diag(0.3, 0.1, 0.3, 0.1),

EB =
[
1 −1 1 −1

]T
.

Applying Theorem 1, with kmax=200,
γmin=0.0001, κ=0.000001 and initial γ=100,
we obtain a solution

L =

[
−0.1844 −0.0440
−0.0074 −0.2493

]
,

K =
[
−0.3837 −0.4460 0.5278 −0.4720

]
,

γ̄ = E [J∗] = 16.8893.
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Fig. 1: Trajectory of optimal guaranteed cost γ.

V. CONCLUSION

A guaranteed cost observer-based control prob-
lem concerned on a minimal order observer has
been discussed. A sufficient condition for the exis-
tence of state feedback guaranteed cost controllers
is derived on the basis of the ILMI approach to
solve inverse relation. A numerical example is
given to illustrate the proposed method.
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