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Abstract: In this paper, we propose a method for finding the frequent occurrence patterns and the frequent occurrence
time-series change patterns from the observational data of a weather-monitoring satellite. The observational data of the
weather-monitoring satellite are temporal and spatial large-scale data. However, to analyze this large amount of data
incurs a high calculation cost. Therefore, we propose parallel computation when the frequent occurrence pattern and
the frequent occurrence time-series change pattern are extracted at the Artificial Life and Robotics conference (AROB)
2010. In this paper, we apply the proposed system to Moderate Resolution Imaging Spectroradiometer (MODIS) data and
discuss its results.
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I. INTRODUCTION

In our network society, the development of informa-
tion processing enables us to collect and utilize massive
amounts of data; and data mining has gained attention
as a technology to discover new knowledge and patterns.
But those data are changing continuous, and new types of
large-scale data have emerged. For example, records of
financial and distributional transactions, telecommunica-
tions records, and network access logs are typical data
streams. The term data stream suggests that the tem-
porally changing, massive amounts of data records that
are generated, accumulated, and consumed are looked on
as flow of data (stream). In the real world, the require-
ment has been growing to elicit information from those
large data streams whenever we need information. At
first glance, data mining seems to be effective; but a data
stream has the following dynamic properties:

1. massive amounts of data are
2. coming over a high-speed stream,
3. temporally changing, and
4. continue to arrive permanently;

and data mining is intended for static data, not a stream.
Therefore, data stream mining technology has been de-

veloped to deal efficiently with large-scale data streams [1,
2, 3, 4, 5, 6, 7].

An example of a data stream for this technology is
data from satellites. Satellite data are used for various
purposes, such as land-cover classification and forecasts
[8] and marine information analysis [9, 10, 11, 12, 13].
However, satellite data treated up to now as static data.
Therefore, much computing time was required to ana-
lyze a large amount of data. In this paper, we propose
a method to solve this problem by using distributed pro-
cessing.

At the Artificial Life and Robotics conference (AROB)
2010, we propose a method for finding the frequent oc-
currence patterns and the frequent occurrence time-series
change patterns from the observational data of a weather-
monitoring satellite [14]. The observational data of the
weather-monitoring satellites are temporal and spatial large-
scale data. Various uses are possible such as forecasting
marine resources by analyzing satellite data. However,
there is an issue with respect to the calculation cost to
analyze a large amount of data. Thus, we propose to use
parallel computation when the frequent occurrence pat-
tern and the frequent occurrence time-series change pat-
tern are extracted in this paper.
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Our proposed method is as follows. First, to extract
the frequent occurrence pattern from satellite data, the
necessary marine information is acquired by using the
filter from satellite data. Next, the extracted marine data
undergo clustering to merge similar data and are labeled.
As a result, similar data are brought together for data with
a spatial extension. The labeling data are re-clustered to
the data group and re-labeled according to the degree of
similarity between labels. As a result, similar data are
brought together for data with a time extension. Finally,
frequent events are extracted as the frequent occurrence
pattern from the labeling data. Moreover, the frequent
occurrence of the time-series pattern can be extracted as
rules by detecing the change in the labeling data group.
However, it takes computing time to analyze long-term
data. Therefore, by dividing data and integrating the re-
sults, we propose to shorten the computing time by paral-
lel computation of clustering and the frequent occurrence
of the time-series pattern rule extraction. As for cluster-
ing and the frequent occurrence of the time-series change
pattern extraction, parallel computation is possible by di-
viding data. The shorter computing time can be expected
by division degree because each algorithm never influ-
ences the parallel calculation. Each algorithm was exam-
ined with regard to whether it was possible to it make par-
allel. Because clustering and extracting change patterns
can be applied in parallel computing, we constructed the
system with clustering of marine information and the ex-
traction of the change pattern.

At AROB 2010, the frequent occurrence pattern and
the frequent occurrence of the time-series change pat-
tern of the sea surface temperature are extracted by us-
ing the sea surface temperature data, with the weather-
monitoring satellite providing verification. In this paper,
we use Moderate Resolution Imaging Spectroradiometer
(MODIS) data, which includes the sea surface tempera-
ture (SST) and the concentration of chlorophyll-a (chl-a)
to verify our proposed system and discuss its results.

II. THE PROPOSED METHOD

At AROB 2010, we propose a method for finding the
frequent occurrence patterns and the frequent occurrence
time-series change patterns from the observational data
of a weather-monitoring satellite [14].

Fig. 1 shows a flowchart of the proposed system.
The flow of the algorithm is shown below.

1. First, to extract the frequent occurrence pattern from
satellite data, necessary marine information is ac-
quired by using the filter from satellite data.

2. Next, the extracted marine data undergo clustering
to merge similar data and are labeled.

3. The labeling data are re-clustered to the data group
and re-labeled according to the degree of similarity
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Data

Clustering

Data

Clustering

Data

Pattern Extraction Pattern Extraction Pattern Extraction

Fig. 1: Flowchart of proposed system

between the labels.
4. Finally, the frequent events are extracted as the fre-

quent occurrence pattern from the data.
In the first clustering, similar data are brought to-

gether for data with a spatial extension. In the second
clustering, similar data are brought together for data with
a time extension. Moreover, the frequent occurrence of
the Time-series pattern can be extracted as rules by de-
tecting the change in the labeling data group. However, it
takes computing time to analyze long-term data. There-
fore, by dividing data and integrating the results, we pro-
pose to shorten the computing time by parallel compu-
tation of clustering and the frequent occurrence of the
time-series pattern rule extraction. As for clustering and
the frequent occurrence of the time-series change pattern
extraction, parallel computation is possible by dividing
data. The shorter computing time can be expected by
division degree because each algorithm never influences
the parallel calculation. Each algorithm is examined with
regard to whether it was possible to make parallel. Be-
cause clustering and extracting of change patterns can be
applied in parallel computing, we constructed the system
with clustering of marine information and the extraction
of the change pattern.

III. DETAILS OF SATELLITE DATA

At AROB 2010, we acquire the data of Meteorologi-
cal Satellite Center as satellite data. We use the observa-
tion monthly report of the Meteorological Satellite Cen-
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ter for the experiment [15]. The observation monthly
report can be obtained on CD-ROM. These CD-ROMs
contain the monthly report of observation data derived
from Multi-functional Transport Satellite (MTSAT-1R)
and the polar orbital meteorological satellite from Na-
tional Oceanic and Atmospheric Administration (NOAA).
For the problem of forecasting the hot spot of marine
products using satellite data, the sea surface temperature,
the chlorophyll, and the flow of the ocean are often tar-
geted. Because only the sea surface temperature data are
included in the observational data, sea surface tempera-
ture is used in the experiment. Ten-day mean sea surface
temperature consists of grid points arrayed every one de-
gree latitude and longitude covering the area from 50 de-
grees North to 50 degrees South and 90 degrees East to
170 degrees West. We use data from March 2009 to May
2009 because the regression equation for SST was up-
dated on March 1, 2009.

In this paper, we use MODIS data, which includes
Sea Surgace Temperature(SST) and the concentration of
Chlorophyl-a(Chl-a) to verify our proposed system. MODIS
is a key instrument aboard the Terra (Earth Observing
System (EOS) AM) and Aqua (EOS PM) satellites. Terra’
s orbit around the Earth is timed so that it passes from
north to south across the equator in the morning, while
Aqua passes south to north over the equator in the after-
noon. Terra MODIS and Aqua MODIS view the entire
Earth’s surface every 1 to 2 days, acquiring data in 36
spectral bands, or groups of wavelengths [16, 17, 18, 19].
We use MODIS data from the Academic Frontier Promo-
tion Center of Tokyo University of Information Sciences.

We used the publicly available data of SST and chl-a.
The public data contain 30 days composite data, 5 days
composite, and daily composite by PNG format, FLAT
format, and HDF format. We convert from HDF data to
CSV data by HDF utility commands. We use Hakodate-
era data from January 2005 to September 2010.

IV. EXPERIMENTS

In this paper, we try to extract the frequent occur-
rence pattern and the frequent occurrence of the time-
series change pattern using SST data and chl-a with the
weather-monitoring satellite for verification.

We use SST and chl-a data from MODIS data. We
use linear interpolation with the data at a time before and
after the missing value. The input data use nine attributes
in which the data of eight neighborhoods are added to the
data of a certain point. We already described the data in
detail in section III..

We use the InTrigger platform of the information ex-
plosion project [20]. InTrigger is a distributed platform
for information technology research for the Information
Explosion Era. It is a cluster of clusters distributed across

Japan. Weka is used for clustering [21].
The first step clusters data; and the effect of the dis-

tributed surrounding is examined. The result is being rea-
soned now.

V. CONCLUSIONS

We proposed a method for finding the frequent oc-
currence patterns and the frequent occurrence time-series
change patterns from the observational data of a weather-
monitoring satellite at AROB 2010. The observational
data of the weather-monitoring satellite are temporal and
spatial large-scale data. Various uses are possible such as
forecasting marine resources by analyzing satellite data.
However, there is a problem with respect to calculation
cost to analyze a large amount of data. Therefore, we pro-
posed parallel computation when the frequent occurrence
pattern and the frequent occurrence time-series change
pattern are extracted. In this paper, we applied the pro-
posed system to MODIS data, which includes the sea sur-
face temperature and the concentration of chlorophyl-a to
verify our proposed system.
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