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Abstract: A wireless sensor network has great potential as a key network to facilitate ubiquitous environments. A wireless sensor ne-
twork is generally made up of many sensor nodes limited resource. Therefore, a data gathering scheme saving and balancing energy 
consumption of each sensor node is needed to prolong the lifetime of a wireless sensor network. This paper proposes an autonomo-
us decentralized control scheme for a large scale and dense wireless sensor network, which is a new data gathering scheme with tra-
nsmission power control that adaptively reduces the load of load-concentrated nodes and facilitates the long-term operation of a lar-
ge scale and dense wireless sensor network. The proposed scheme is evaluated by computer simulations. 
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I. INTRODUCTION 
A wireless sensor network has great potential as a k-

ey network to facilitate ubiquitous environments [1]. In 

this study, a large scale and dense wireless sensor netw-

ork made up of static sensor nodes with GPS is assumed. 

In a large scale and dense wireless sensor network, gen-

erally, hundreds or thousands of static sensor nodes lim-

ited resource are placed in an observation area and sens-

ing data of each node is gathered to a sink node by inter-

node wireless communication. Therefore, a data gatheri-

ng scheme capable of meeting the following two requir-

ements is mainly needed to prolong the network lifetime. 

1) Efficiency of data gathering 

2) Balance on communication load among sensor nodes 

In a large scale and dense wireless sensor network, t-

he communication load is generally concentrated on se-

nsor nodes around a sink node during the operation pro-

cess. In case sensor nodes are not placed evenly in a lar-

ge scale observation area, the communication load is co-

ncentrated on sensor nodes placed in an area of low no-

de density. As the scheme that satisfy the above two req-

uirements, gradient-based routing protocol has attracted 

attention [2]. However, this does not ease the commun-

ication load concentration to sensor nodes around a sink 

node that is the source of problems on the long-term op-

eration of a wireless sensor network. Intensive data tran-

smission to specific nodes, such as sensor nodes around 

a sink node and sensor nodes placed in an area of low n-

ode density, brings on concentrated energy consumption 

of them and causes them to break away from the netwo-

rk early. This makes the long-term observation by a wir-

eless sensor network difficult. To solve this communica-

tion load concentration problem, a data gathering sche-

me for a wireless sensor network with multiple sinks h-

as been proposed [3]. Each sensor node, in this scheme, 

sends sensing data to the nearest sink node. In compari-

son with the case of a one sink wireless sensor network, 

the communication load of sensor nodes around a sink 

node is reduced. In each sensor node, however, the dest-

ination (sink) node cannot be selected autonomously a-

nd adaptively. In case original data transmission rate fr-

om each sensor node is not even, therefore, the load of 

load-concentrated nodes is not sufficiently balanced. An 

autonomous load-balancing data transmission scheme is 

required. 

This paper proposes an autonomous decentralized c-

ontrol scheme for a large scale and dense wireless sens-

or network, which is a new data gathering scheme with 

transmission power control that adaptively reduces the 

load of load-concentrated nodes and facilitates the long-

term operation of a large scale and dense wireless sens-

or network with multiple sinks. The proposed scheme is 

an autonomous load-balancing data transmission one d-

evised by considering the application environment of a 

wireless sensor network as a typical example of compl-

ex systems where the adaptive adjustment of the entire 

system is realized from the local interactions of compo-

nents of the system. 

II. PROPOSED SCHEME 
For facilitating the long-term operation of an actual 

sensor network service, recently, it has been considered 

to introduce multiple sinks in a wireless sensor network 
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[3]. In a wireless sensor network with multiple sinks, s-

ensing data of each node is generally allowed to gather 

at any of the available sinks. The proposed scheme is a 

new data gathering one based on this assumption, which 

can be expected to produce a remarkable effect in a mu-

ltiple sink wireless sensor network. In this study, it is as-

sumed that each sensor node can select either of high p-

ower and low power for packet transmission. In the pro-

posed scheme, high power corresponds to normal trans-

mission power and low power is newly introduced for 

moreover balancing the load of each sensor node. 

1. Routing Algorithm 

Each sink node has a connective value named a “va-

lue to self”, which is not updated by transmitting a cont-

rol packet and receiving data packets. In the initial state 

of a multiple sink wireless sensor network, each sink n-

ode broadcasts a control packet containing its own loca-

tion information, ID, hop counts(=0), and “value to self” 

by high power. This control packet is rebroadcast throu-

ghout the network with hop counts updated by high po-

wer. By receiving the control packet from each sink no-

de, each sensor node can grasp the “value to self” of ea-

ch sink node, the location information and IDs on its o-

wn neighbor nodes, and the hop counts from each sink 

node of neighbor nodes. 

Initial connective value of each sensor node, which 

is the connective one before starting data transmission, 

is generated by using the “value to self” of each sink no-

de and the hop counts from each sink node. The proced-

ure for computing initial connective value of a node (i) 

is as follows: 

1. The value [vij(0)] on each sink node (j = 1, … , S) of 

node (i) is first computed according to the following 

equation 

(1) 

where voj(j = 1, … , S) is the “value to self” of sink n-

ode (j), hopsij(j = 1, … , S) is the hop counts from si-

nk node (j) of node (i), and dr represents the value at-

tenuation factor accompanying hop determined with-

in the interval [0,1]. 

2. Then, initial connective value [vi(0)] of node (i) is ge-

nerated by the following equation 

(2) 

where this connective value [vi(0)] can be also condu-

cted from the following equation 

(3) 

In the above Eq.(3), vmi(0) represents the greatest co-

nnective value before starting data transmission in ne- 

ighbor nodes of node (i). 

Before data transmission is started, each sensor node 

computes initial connective value of each neighbor node 

based on Eq.(1) and Eq.(2) and stores the computed co-

nnective value, which is used as the only index to evalu-

ate the relay destination value of each neighbor node, in 

each neighbor node field of its own routing table. 

2. Data Transmission 

For a while from starting data transmission, each se-

nsor node selects the neighbor node with the greatest c-

onnective value from its own routing table as a relay no-

de and transmits the data packet to this selected node by 

high power. In case more than one node shares the grea-

test connective value, however, the relay node is deter-

mined from them at random. In each sensor node, the d-

ata packet is not sent to a specified sink node. By repeti-

tive data transmission to the neighbor node with the gre-

atest connective value, data gathering at any of the avai-

lable sinks is completed. In the proposed scheme, the c-

onnective value of each sensor node is updated by cons-

idering residual node energy. By repetitive data transmi-

ssion to the neighbor node with the greatest connective 

value, therefore, data transmission routes are not fixed. 

To realize autonomous load-balancing data transmis-

sion, in the proposed scheme, the data packet from each 

sensor node includes its own updated connective value. 

Let’s assume that a node (l) receives a data packet at ti-

me (t). Before node (l) relays the data packet, it replaces 

the value in the connective value field of the data packet 

by its own renewal connective value computed accordi-

ng to the following connective value update equation 

(4) 
where vml(t) is the greatest connective value at time (t) 

in the routing table of node (l), and el(t) and El represent 

the residual energy at time (t) of node (l) and the battery 

capacity of node (l), respectively. 

In the proposed scheme, the data packet addressed to 

the neighbor node with the greatest connective value is 

intercepted by all neighbor nodes. This data packet incl-

udes the updated connective value of the source node b-

ased on the above Eq.(4). Each neighbor node that has i-

ntercepted this packet stores the updated connective val-

ue in the source node field of its own routing table. The 

proposed scheme requires the construction of a data gat-

hering environment in the initial state of a wireless sens-

or network but needs no special communication for net-

work control. The above simple system alone achieves 

autonomously adaptive load-balancing data transmissi-

)1()( ,S,jdrvo0v ijhops
jij …=×= 　　

),1,()(max)( S...j0v0v iji ==

dr0vm0v ii ×= )()(

l

l
ll E

tedrtvmtv )()()( ××=

The Sixteenth International Symposium on Artificial Life and Robotics 2011 (AROB 16th ’11), 
B-Con Plaza, Beppu,Oita, Japan, January 27-29, 2011

©ISAROB 2011 664



 

on using multiple routes and sinks. The lifetime of a wi-

reless sensor network can be extended by reducing the 

communication load for network control and solving the 

node load concentration problem. 

3. Transmission Power Control 

For data packet transmission, the transmission pow-

er of each sensor node is switched to low power if its o-

wn residual energy is less than the set threshold [Te]. In 

this case, each sensor node selects the neighbor node w-

ith the greatest connective value within range of radio 

wave of low power as a relay node and transmits the da-

ta packet to this selected node by low power. 

Fig.1 shows an example on the above transmission 

power control, which means that the transmission power 

of each sensor node is switched to low power according 

to the above condition. In this example, node (m) is a lo-

ad concentration node. Node (m) has autonomously tra-

nsmitted the data packet to node (r) with the greatest co-

nnective value within low power range by low power b-

ecause its own residual energy has become less than the 

set threshold [Te]. By switching to low power, the ener-

gy consumption of node (m) is saved, but node (k) and 

node (l) may continue to transmit the data packet to no-

de (m) because they cannot grasp the updated connecti-

ve value of node (m). In the proposed scheme, therefore, 

every tenth data packet from the node switched to low 

power is transmitted by high power. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.1 An example on transmission power control 

 

III. SIMULATION EXPERIMENT 
Through simulation experiments on a large scale wi-

reless sensor network with three sinks, the performance 

of the proposed scheme is investigated. 

1. Condition of Simulations 

In a wireless sensor network with three sinks consis-

ting of many static sensor nodes placed in a large-scale 

observation area, the only sensor nodes that detected ab-

normal data set were assumed to transmit the measure-

ment data. The condition of simulations, which were us-

ed in the experiments performed, is shown in Table 1. In 

the initial state of simulation experiments, static sensor 

nodes are randomly arranged in the set simulation area 

and three sinks are placed on the three boundaries cont-

aining the two corners of this area. In Fig.2, the network 

configuration is illustrated. 

 

Table 1. Condition of simulations 

3The number of sinks

200m(high power),150m(low power)Range of radio wave

750, 1,000, 1,250The number of sensor nodes

2,400m× 2,400mSimulation size

3The number of sinks

200m(high power),150m(low power)Range of radio wave

750, 1,000, 1,250The number of sensor nodes

2,400m× 2,400mSimulation size

 
 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.2 Wireless sensor network with three sinks 

 

2. Experimental Results 

As the first experiment, it was assumed that the eva-

luation node marked in Fig.2 detected an abnormal val-

ue and transmitted the data packet with the detected ab-

normal value periodically. The routes used by applying 

the proposed scheme are shown in Fig.3 and Fig.4, whe-

re the number of sensor nodes is 1,000. Of the 2,000 da-

ta packets transmitted from the evaluation node, the rou-

tes used by the first 500 data packets are shown in Fig.3 

and Fig.4(1), those by the first 1,000 data packets are s-

hown in Fig.3 and Fig.4(2), and those by a total of 2,0-

00 data packets are shown in Fig.3 and Fig.4(3). From 

Fig.3 and Fig.4, it can be confirmed that the proposed s-

cheme enables autonomous load-balancing transmission 

of data packets to three sinks using multiple routes and 

its effect is extended by early switching to low power. 
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(1) 1 to 500 data packets 

 

 

 

 

 

 

 

 

 

 

(2) 1 to 1,000 data packets 

 

 

 

 

 

 

 

 

 

 

(3) 1 to 2,000 data packets 

Fig.3 Routes used by applying the proposed scheme (Te 

= E×0.5J) 

 

IV. CONCLUSIONS 
In this paper, a new data gathering scheme with tran-

smission power control that adaptively reduces the load 

of load-concentrated nodes and facilitates the long-term 

operation of a large-scale wireless sensor network with 

multiple sinks, which is an autonomous load-balancing 

data transmission one devised by considering the applic-

ation environment of a wireless sensor network to be a 

typical example of complex systems, has been proposed. 

Experimental results indicate that the proposed scheme 

is superior to the existing one and has the development 

potential as a promising one from the viewpoint of the l- 

 

 

 

 

 

 

 

 

 

 

(1) 1 to 500 data packets 

 

 

 

 

 

 

 

 

 

 

(2) 1 to 1,000 data packets 

 

 

 

 

 

 

 

 

 

 

(3) 1 to 2,000 data packets 

Fig.4 Routes used by applying the proposed scheme (Te 

= E×0.9J) 

 

ong-term operation. Future works include evaluation on 

parameters introduced in the proposed scheme in detail 

and verification of its effectiveness on various network 

environments. 
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