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Abstract: We propose a method of using object co-occurrence graph for mobile service robots to search for small-scale 

objects in 3D environments without pre-defined map. Object co-occurrence graph describes co-occurrence relations 

between objects in scenes. The presence of other large objects in the environment, which are easier to be found, 

provides cues to search for a small object related to the large object. If the target object is often near to a large object, 

robot firstly finds the large object, and then searches around the large object for the target object. Thus, using object co-

occurrence graph makes object searching task easier and more efficient. The object co-occurrence graph is 

automatically constructed by many tagged images from the WWW. Our experiment shows a robot searching for a target 

object using object co-occurrence graph. 
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I. INTRODUCTION 

The object search is an essential task for mobile 

robot which helps human in everyday environment. 

Many methods for object search in 3D environment 

have been proposed. For example, David et al. [1], 

Masuzawa et al. [2] and Jeremy et al. [3] use color 

information to verify the candidate of target object in 

the scene. However robot may face some difficulties to 

find the small target object in the case of occlusion 

problem and insufficient current image’s resolution. 

On the contrary, some methods focus on existing 

cues in the observing environment for object search. 

Dominik et al. [4] proposed the usage of object’s 

relationship to search for target objects in unknown 

environment. Cipriano et al. [5] use the position 

probability of the observing map and found objects in 

their searching task. Ksenia et al. [6] utilize position 

probabilistic with the given hint in motion planning for 

searching task. Importantly, the utilizing of cues can 

decrease the difficulty of searching task when target 

object, especially small object, cannot be observed in 

the current robot’s view. 

In our approach, we focus on employing object’s co-

occurring relation as our cues because this relation is 

represented for the frequency for how often object A 

and object B co-occurr together. Thus we propose the 

Object Co-occurrence Graph (OCG) describing the co-

occurring property between objects. That is, we utilize 

the existing of cue objects to search for target object in 

unknown environment. This idea can be illustrated in 

Fig. 1. The benefit of using object co-occurring cues 

among previous mentioned researches is that our 

approach can be easily constructed and applied as 

robot’s knowledge. 

 

Fig. 1: The utilizing of cues in observing environment 

for robot’s searching task 

II. OBJECT CO-OCCURRENCE GRAPH  

In our approach, the concept of Object Co-

occurrence Graph for robot’s searching task can be 

illustrated in Fig. 2. One arbitrary object io  (e.g., desk, 

chair, etc) may have many related objects according to 

its reference database. Moreover, in term of co-

occurring relation, each related objects of io  may have 

some relationship with any objects in OCG database. 

For each couple of objects io  and ko , we will obtain 

2 values;  ki oop | and  ik oop | . At here,  ki oop |  

is the probability to find target object io  when cue 

object ko  is found and vice versa. 

In order to utilize these probability values, we select 

the next visiting object candidate based on the priority 

ranking among others in database. That is, if our target 

object, to , is not observed while cue objects are found, 

robot then can determine next visiting object jo  by 

using the following concept:  

 jt
Objo

j oopargmaxo

j

|ˆ

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Fig. 2: The main concept of OCG structure 

We know that  rooObj ,...,1  where r is number of 

objects. It is assumed that the higher possibility value, 

the higher chance to find target object nearby that cue. 

III. INTERNET-BASED OCG 

CONSTRUCTION 

The OCG can be constructed by manually learning 

from observing actual situation. However this learning 

method is not appropriate since it is time consuming. As 

a learning method, one interesting research [7] uses the 

object co-occurrence gathering from many internet 

images as prior knowledge for robot. As a result of this, 

the expected length of the path to the object is 

minimized. Due to benefits of internet data, the similar 

concept was also applied in our work. The different 

point of our approach from others is that our approach 

does not require pre-defined map for robot’s searching. 

To construct OCG, we employ image hosting 

website that contains a form of metadata as our 

reference database. Instead of employing well-known 

web search engine such as Google, the related work [8] 

describes the difficulty of using images from Google 

search as training data because most of returned images 

may be visually unrelated to the intended keyword. 

Moreover Google’s images do not contain tagged 

information. Thus we use website such as Flickr that 

gives us word-tagging images provided by millions of 

internet users. Most of those provided images are 

related to searching keyword since its image searching 

process is based on word-tagging of each image. 

The concept of OCG construction is shown in Fig. 3. 

The name of io  is used as keyword to search for 

relevant images within main page,  ioW . Based on 

tags of these images in sub-webpage,  iik oWw
i
, , the 

standalone object occurrence and object co-occurrence 

will be obtained. In this work, we have proposed 2 

methods; dependent and independent co-occurring 

method, for OCG construction. For dependent co-

occurring method, possibility values depend on tagged 

information in all searching images but the adding of 

new item or the deleting of existing item can affect the 

changing of possibility values of all object couple in 

database. Thus the recalculation of all values is needed. 

On the other hand, for independent co-occurring method, 

it is assumed that probability values between couples 

are independent. Thus probability values of new adding 

items with others can be separately calculated. The 

 

Fig. 3: Proposed method for OCG construction 

computation of these 2 construction methods are based 

on different searching concept as follow. 

1.  Dependent Co-occurring based Construction 

This method constructs database based on the 

relationship of all objects. By using name of io  as 

searching keyword, we will obtain  iik oWw
i
, . The 

standalone occurrence  ion and co-occurrence 

 ji oon  are counted from all images, 

   rtoWw ttkt
,...,1:,  . In order to gain the co-

occurrence possibility value, we employ the definition 

of conditional probability:  
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j
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oop
oop
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We employ the following definition: 
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Thus, we will have 2Cr  pairs of object co-

occurring couple. We will finally have  22 Cr  possib

ility values for OCG database. 

2.  Independent Co-occurring based Construction 

In the case of considering relationship of th pair 

between io  and jo , the standalone occurrence 

)( ion and )( jon are calculated from images 

 iik oWw
i
, and  jjk oWw

j
, . At here, we define that 

 2,...,1 Cr  because we will obtain 2Cr  pairs of 

object co-occurring couple. We also can 

obtain  ji oon   from those images. When the 

relationship between io and co is needed, we just focus 

on the information in iki
w ,  and ck c

w , . Unlike previous 

mentioned method, recalculation of entire values is not 

necessary. 

IV. TRAINING RESULTS AND DISCUSSION 

We design the training set based on images in Flickr 

website. The word “period” defines the image-searching 

of  riObjoi ,...,1:   within M  images. We 

define that: 






r

i

imM

1

   (4) 

At here, im  can be varied according to the number of 

returned images in 1 webpage when name of io  is 

used as searching keyword. Thus the searching of M  
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Fig. 4: Training results for OCG construction. Training results of dependent co-occurring method are shown in (a), (b), 

and (c) while training results of independent co-occurring method are shown in (d), (e), and (f). 

images is so called one period. In our experiment, we 

take a consideration to 4 sample objects which are desk, 

chair, book, and beverage; that is, we will have 4r . 

For our OCG construction, we train data up to 40 

periods and examine how possibility values change as 

the number of searching images increases. As can be 

seen in Fig. 4, we also provide the following definition: 

- 1
st
 phase: searching keyword of desk ( 1o ) 

- 2
nd

 phase: searching keyword of chair ( 2o ) 

- 3
rd

 phase: searching keyword of book ( 3o ) 

- 4
th

 phase: searching keyword of beverage ( 4o ) 

1. Experimental Results of Dependent Co-

occurring-based Construction 

According to the method in section III-1, During 1
st
 

phase of Fig. 4(a), it can be noticed that  1on  rapidly 

increases until the number of searching images reaches 

1m  images because the name of 1o  is used. During 

2
nd

 phase,  1on  slowly increases although name of 

2o  is used. This shows that there are some co-

occurrences of 1o  and 2o  during 2
nd

 phase. The co-

occurrence of desk ( 1o ) & chair ( 2o ) can be easily 

observed in Fig. 4(b). On the contrary,  2on  does not 

change during the 4
th

 phase of Fig. 4(a). This shows that 

there is no co-occurrence of 2o  and 4o  during this 

phase. We can also see the co-occurrence of chair ( 2o ) 

& beverage ( 4o ) in Fig. 4(b) whose data-line remains 

constant during 4
th

 phase. 

For 40 period-results in Fig. 4(c), data-lines of 

probability values,  ji oop | where jiObjoo ji  :, , 

provide less fluctuation as the number of searching 

period increases. In our experiment, the data training of 

40 searching periods returns us 9,571 related images. It 

can also be noticed that data-lines provide less 

fluctuation when number of searching images is more 

than 4560 images (after 19
th

 period). 

2. Experimental Results of Independent Co-

occurring-based Construction 

According to the method in section III-2, we obtain 

6 pairs of co-occurring relationship as can be seen in Fig. 

4(d). Their change is based on the appearance of io  in 

related images. For the 1
st
 pair ( 1 ) whose members 

are desk and chair,  11 on  changes during the 1
st
 and 

2
nd

 phase where we use searching keywords of desk and 

chair, respectively. From Fig. 4(e),  211 oon   

increases during 1
st
 and 2

nd
 phase and remains constant 

in other phases because this method concerns only 

images of  1, oWw iki
 and  2, oWw jk j

 . 

According to Fig. 4(f), the training process of 40 

periods returns us 9,578 searching images. It can be 

noticed that data-lines in Fig. 4(f) have similar 

characteristic as data-lines in Fig. 4(c).  

3. Comparison Between 2 Construction Methods 

The probability results of each couple of objects 

after 40-period training are shown in Table 1. Although 

the numerical results of probability values between 2 

proposed methods are different, their ranking order of 

hypothesis cue objects convey the same ranking order 

and they indeed accord to the fact of object’s 

relationship in realistic environment. From Table 1, it 

can be noticed that this knowledge lets robot know 

visiting location for object search. That is, if robot is 

assigned to search for book but it cannot be found in the 
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Target 

Object 

Cue 

Object 

Dependent 

Co-occurring 

Independent 

Co-occurring 

 

desk 

 

chair 

book 

beverage 

0.0890 

0.0643 

0.0325 

0.0910 

0.0649 

0.0298 

 

chair 

 

desk 

book 

beverage 

0.0815 

0.0364 

0.0176 

0.0846 

0.0320 

0.0149 

 

book 

 

desk 

chair 

beverage 

0.0575 

0.0355 

0.0250 

0.0598 

0.0309 

0.0208 

 

beverage 

desk 

book 

chair 

0.0296 

0.0255 

0.0175 

0.0279 

0.0219 

0.0151 

Table 1: The comparison of experimental results 

between 2 proposed methods  

1
st
 scene, robot then has to determine where it has to go 

next to search for it. In case that desk and chair are 

observed in the 1
st
 scene, robot will know that desk is 1

st
 

place to be visited while chair is the 2
nd

 place to be 

visited. This robot’s knowledge is obtained from OCG. 

Although both construction methods provide us the 

same meaningful results, the usage of independent will 

be more appropriate for real experiment because it can 

be easily adjusted when new object is added or existing 

object is removed from current database. 

V. OBJECT SEARCH USING OCG 

We show a simulation of object search using OCG 

and example of object recognition. In our object 

recognition method, range data and color image 

gathering from single stereo camera are employed as 

our input data for robot’s exploration. The experimental 

set up can be viewed in Fig. 5(a). In this test, book is 

assigned as target object for robot’s searching task. The 

robot employs well-known SIFT [9] for target object’s 

detector. As can be seen in Fig. 5(b), robot cannot 

observe book in the 1
st
 scene due to low image’s 

resolution and occlusion from other objects. However 

robot found some cues; desk and chair, labeling with 

red ellipse and green ellipse, respectively. Cue objects, 

considered as large objects, are detected based on range 

data and color segmentation result [10]. Consequently 

robot obtains cue objects in the observing environment. 

Thus, robot can determine the sub-goal’s location based 

on OCG knowledge. As a result of this, robot chooses to 

visit the desk’s location and continue searching for book 

as can be seen in Fig. 5(c). From Fig. 5(d), it can be 

noticed that robot can finally verify the existing of book 

which is placed on desk (cue object). 

VI. CONCLUSION 

This paper has described the usage of OCG as 

robot’s knowledge for searching task in unknown 

 

Fig. 5: Simulation of object search using OCG. (a) 

shows initial robot’s position. (c) shows robot’s 

positions after approaching to desk. (b) and (d) show 

robot’s views with recognition results. 

environment. The OCG is automatically constructed 
based on searching images within Flickr website. Two 

proposed methods for OCG construction; dependent and 

independent co-occurring methods are also presented. In 

this paper, we also show the successive result of robot’s 

simulation of object search using OCG without pre-

defined map. 
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