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History

The AROB was founded in 1996 under the support of Science and International Affairs Bureau, Ministry
of Education, Culture, Sports, Science and Technology, Japanese Government. Since then, the symposium
organized by the AROB has been held every year at B-Con Plaza, Beppu, Japan except AROB 5th '00 (Oita)
and AROB 6th ‘01 (Tokyo). The seventeenth symposium will be held on January 19-21, 2012, at B-Con

This symposium will bring together researchers to discuss development of new technologies concerning
artificial life and robotics based on computer simulations and hardware designs of state-of-the-art
technologies, and to share findings on how advancements in artificial life and robotics technologies that
relate to artificial intelligence, virtual reality, and computer science are creating the basis for exciting new
research and applications in various fields listed in the following Topics.

Topics of interest include, but are not limited

Artificial brain research
Artificial living

Bipedal robot

Cognitive science

Control techniques
Evolutionary computations

Intelligent control & modeling
Medical surgical robot
Molecular biology
Nano-robotics

Pattern recognition

Robotics

Visualization

Human-machine cooperative systems

Artificial intelligence

Artificial mind research

Brain science

Complexity

Data mining

Fuzzy control

Human-welfare robotics
Learning

Micromachines

Multi-agent systems
Neurocomputing technologies
and its application for hardware
Soccer robot

Artificial life
Bioinformatics
Chaos

Computer graphics
DNA computing
Genetic algorithms
Image processing
Management of technology
Mobile vehicles
Nano-biology

Neural networks
Quantum computing
Virtual reality

and also workshop, tutorial, and robotics exhibition will be held at the same time during the
symposium (AROB 17th ’12). The workshop committee and robotics exhibition committee members

will be announced soon.

Important Dates

September 1, 2011
September 15, 2011
October 1, 2011
October 15, 2011

Conference Language

e English

Publication

Abstract submission date
Notification of acceptance
Author’s kit except final camera-ready papers
Final camera-ready papers submission date

Accepted papers will be published in the Proceedings of the AROB. Extended versions of the selected papers will be
published in the international journal : ARTIFICIAL LIFE AND ROBOTICS and in the special issue on special topics of
Artificial Life and Robotics, Appled Mathematics and Computation

All correspondence related to the symposium should be addressed to:

AROB Secretariat

ALife Robotics Corporation Ltd.
1068-1 Oaza Oshino, Oita, 870-1121, JAPAN
Tel / Fax: +81-97-594-0181 Email: arobsecr@isarob.org

isarob.org
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Artificial Life and Robotics

We invite you to publish your paper

in this journal full of inventive scientific findings and state-of-the art technologies.

Two types of papers from the world are
I . Recommended papers presented at the International Symposium on Artificial
Life and Robotics (ISAROB),
II. Contributed papers

Contribution fee:
4 pages or Under ¥19,950 / page (¥19,000 + 5 % consumption tax: only in Japan)
Extra page charge  ¥16,800 / page (¥16,000 + 5% consumption tax: only in Japan)

(Pages are counted on single-line basis as they appear in the journal.)

Shipping Cost:
domestic ¥700 / delivery
overseas ¥ 3,000 / delivery

We deliver every corresponding author (or sponsor) one copy of journal in which his/her paper is
included. W e would like to tha nk authors for their supportin  the form of contribution fee

payable before publication, which funds the pro duction of this journal contracted by Springer
Japan.

Order:
1. Price for co-authors
¥5,250 (¥5,000 + 5 % consumption tax: only in Japan) per copy
(for every co-author)

If necessary, please order extra copies for co-authors to the Journal Office.

2. Subscription fee

¥21,000 (¥20,000+ 5 % consumption tax: only in Japan) per year,

3. Purchase price for single issue
¥ 8,400 (¥8,000 + 5 % consumption tax: only in Japan) per issue.

AROB Journal Office : joffice@isarob.org

©ISAROB 2011 A-1
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Artificial Life and Robotics

Our Review System

For contributed papers,
1. Duration:
Two months is our tar get time of the whole review process, however, we are trying our best to
make it as short as possible.
2. Review results:
Every contributed paper will be reviewed by three as signed reviewers with score ranging from
1 (highest mark) to 4 (lowest mark);
1. publish with no revision,
2. publish with minor revisions,
3. possibly publish with revision and re-review,

4. reject.

Review results, a total score of the three evaluation scores, would be read as;.

Jor4 : accepted and to be published as it is,

4,5,0r6 : accepted and to be published after minor revisions,
7,8,0r9 : acceptable but subject to rewriting and re-review,
10, 11, or 12 . rejected

For recommended papers,
The recommended papers are ones th at the chair of each ses sion reads before, during, and after
the symposium that year and recom mends to AR OB Journal Office using the sam e evaluation

score abov e. Therefore, th e quality of recommended papersis  ap parent at th e tim e of
recommendation.

We express our heartfelt gratitude to chairs and reviewers of ISAROB for their

support and sincere voluntary work without which this journal never exists.

AROB Journal Office : joffice@isarob.org
Artificial Life and Robotics

©ISAROB 2011 A-2
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We invite you to advertise your company

in this international journal financed by ISAROB (International Sy mposium on Artificial Life
and Robotics ) and produced by a renowned publisher, Springer Japan.
Merits:

* Connectivity with ambitious academic circles in the rapidly-advancing fields,

* Expanded publicity through toll electronic circulation by Springer-Japan,

* Reasonable advertising fee (1 page =¥ 90,000, 2 pages=%¥ 150,000)
(Feet+ 5 % consumption tax: only in Japan)

Please contact AROB Journal Office at ALife Robotics Corporation Ltd.
joffice@isarob.org  tel/fax: +81-97-594- 0181
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Intelligent Mobile Robot

hJ

Fig.l: Full
Version

(Taro-1 and
Trao-2)

Full Version

Features:

1.Recognizes lines and moves
on or along the line

2. Recognizes the shape of
objects

3. Can be controlled by voice
(more than 20 sentences)

4. Recognizes human faces
(approx. 10 people)

5. Can be controlled by the
Internet and mobile phone
(remote control)

Price: ¥4,000,000 ($48,000)

ALife @ ALife Robotics
Robotics Corporation Ltd.

7
' Simplified Version (Taro-A)

Size and weight of robot is half
of those shown in Fig.1

Functions of full version 1.~4.
are equipped with:

Fundamental software based
on Windows and Linux, is
provided

‘The robot is most suitable for
R & D (Masters and Doctorate
courses)

Fig.2: Simplified
Version (Taro-A)

Fig.l Full Version(Taro-1(right),Taro-
2(left) and Simplified Vesion

1068-1 Oaza Oshino, Oita, Japan 870-1121
Tel: +81-97-567-3088 Fax:+81-97-594-0181
URL:alife-robotics.co.jp E-mail ms@alife-
robotics.co.jp

Obstacle
detection

Rule .
based Wision
Server

Voice
server

module planner

-
Obstaclel ] -
[detectio}[ Volce] Planner][ Vlsmn]

Client threads (for TCP/IP networking)

Main robat

control loop Shared memary

il

Motion controller
Wheels Head Camera
control cortrol control
subsystem subsystem| |subsystem

Fig.2 System block diagram

Price (Only hardware from
¥1,000,000 ($12,000)) with
fundamental software

\S\pecs. and style can be changed j

Those unit belongs to Australian
Defense Force Academy (ADFA)(
Australia), KAIST (South Korea),

TATiUC (Malaysia), others.
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ALife @ ALife Robotics
Robotics Corporation Ltd.

@ )

Main Specification of Taro-A

©ISAROB 2011

*Weight: 28kg *Size and weight : 2

*Height: 60 cm (from the floor:65cm) , Width: 28cm, Depth: 40cm
*Robot behaviors can be controlled by voice or remote control
*Behaviors of the Simplified Version of the Intelligent Mobile Robot:

1.The robot can understand human voice commands and can reply in a robot
voice . In addition, the robot can provide various information humans.

2. A human asks the robot. “What is this?” and shows an object to the robot. The
robot answers verbally. (Pattern recognition and understanding)

3. The robot can carry various things (Foods, Letters, Newspapers, Other heavy
materials (approximately 25-30kg). The robot can turn around accurately to a
specified degree.

4. The robot can climb a sloop of 15-30 degrees.

5. The robot can teach a child by answering questions from the child in pleasant
playing conditions as a private teacher.

6. The robot can teach English, Japanese, Chinese, and any other languages to
humans.

1068-1 Oaza Oshino, Oita, Japan 870-1121
Tel: +81-97-567-3088 Fax:+81-97-594-0181
URL:alife-robotics.co.jp E-mail ms@alife-
robotics.co.jp

\_ J

of Full version of
Intelligent Mobile
Robot “Taro”

*We provide
fundamental
software for robot
by Window or Linux

*Most suitable for
research and
development on
mobile robot

*Most suitable for
human being’s
partner

Price JPY 1,000,000
($12,000)

(*) Design and
specification will be
decided in
consultation with
customer
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ALife @ ALife Robotics
Robotics Corporation Ltd.

[ This unit belongs to Electro-Communication University, Tokyo, Japan ]

Sales Record (From 2009)

1. ADFA, Australia

2. Electro-Communication Univ., Japan
3. KAIST, Korea

4. TATiUC, Malaysia

5. Others

1068-1 Oaza Oshino, Oita, Japan 870-1121
Tel: +81-97-567-3088 Fax:+81-97-594-0181
URL:alife-robotics.co.jp E-mail ms@alife-
robotics.co.jp
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; o - - AlLife @ ALife Robotics
Main Specification of Fish Robot Robotics Corporation Ltd.

Table 1 Functions of Fish Robot

Switch No. Functions Comments
1 Power: ON,OFF
2 Right Turn
3 Left Turn
LOW, HIGH
4 Change of Speed Mode
100mm - .
_ S Change of Swing
6 Angle of Caudal Fin 4 positions
7 Random Mode
| :
! 150mm . 32mm
Fig.l Fish Robot (Sizes) (Price (¥15,000=$181) \
Included:
1.Hardware and Fundamental Software
Fig.2 Picture of Fish Robot 2. PIC Writer
3.Text Book for Learning Control
Techniques Based on PIC
OPTIONS:
1068-1 Oaza Oshino, Oita, Japan 870-1121 C-MOS Camera, Remote Control Unit,
Dorsal, Pectoral, Ventral Fins can be
Tel: +81-97-567-3088 Fax:+81-97-594-0181 o :
URL:alife-robotics.co.jp E-mail ms@alife- K )

robotics.co.jp
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HISTORY

The AROB was founded in 1996 under the support of Science and International Affairs
Bureau, Ministry of Education, Culture, Sports, Science and Technology, Japanese
Government. Since then, the symposium organized by the AROB has been held every year at
B-Con Plaza, Beppu, Japan except AROB 5th *00 (Oita) and AROB 6th "01 (Tokyo). The
sixteenth symposium will be held on January 27-29, 2011, at B-Con Plaza, Beppu, Japan.

OBJECTIVE

This symposium will bring together researchers to discuss development of new technologies
concerning artificial life and robotics based on computer simulations and hardware designs
of state-of-the-art technologies, and to share findings on how advancements in artificial life
and robotics technologies that relate to artificial intelligence, virtual reality, and computer
science are creating the basis for exciting new research and applications in various fields
listed in the following Topics.
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GENERAL SESSION TOPICS

Artificial intelligence

Chaos & Complexity

Data mining

Human-machine cooperative systems

Artificial life

Control techniques
Evolutionary computations
Image processing

& Human-welfare robotics Learning
Mobile vehicles Neural networks
Pattern recognition & Visualization Poster session
Robotics

ORGANIZED SESSION TOPICS

Advanced vehicle control
Al-based systems

for human awareness promotion
Computer vision and sound analysis
Control and its application
Dynamical information processing

in the brain
Embracing complexity in

sensor system organization
Intelligent control
Intelligent systems
Learning control and robotics
Robotics and pattern recognition
Structural change detection

for ongoing time series

Advanced technologies

& Management skills
Bio-inspired theory and application
Biomimetic machines and robots
Control and automata
Data mining

Embracing complexity in

natural intelligence
Human agent interaction

toward social modification
Intuitive human-system interaction
Medical science and complex system
Special environment navigation

and localization
System sensing and control

COPYRIGHTS

Accepted papers will be published in the proceeding of AROB and s ome of high quality papers in
the proceeding will be requested to re-submit their papers for the consideration of publication in an
international jo urnal AR TIFICIAL LIFE AND RO BOTICS. All co rrespondence related to the
symposium should be addressed to AROB Secretariat.

AROB Secretariat

ALife Robotics Corporation Ltd.

1068-1 Oaza Oshino, Oita, 870-1121, JAPAN
TEL/FAX:+81-97-594-0181

E-MALIL: arobsecr@jisarob.org

Home Page: http://isarob.org/
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ADDRESS

Takayuki Hirai
Nippon Bunri University
President

Itisagreat p leasure fo rm eto welco me yo uall toth e Si xteenth
International Symposium o n Artificial Life and Robo tics. 1have deep
respect and great admiration for the many people who attend this event every
year and contribute to the development of technology on Artificial Life and
Robotics.

Everyone's activ ities 0 nth e Org anizing C ommittee o f International
Symposium on Artificial Life an d Robotics are outstanding. Especially, our
colleague, General Chairman P rofessor Su gisaka, hasm adeal arge
contribution.

In th e un iversities o f Japan , Artificial Ro botics h as been gaining great
interest by researchers and will develop as one of the leading research fields,
which will sup port fu ture society. However, while m any indu stries of
Artificial Robotics have arrived and developed, it is sai d that there is still a
great demand for engineers engaged in those industries.

It is our role to teach the young of the future the technology of Artificial
Life Robotics which has been advanced and developed by all of you working
internationally, and sen d talented people to society. To take thisrole, the
research ach ievements o f'y ou attend ing th is International Sym posium are
very valuable.

It's my heartfelt hope that this International Symposium will be successful
and all of you will have a great time here in Beppu.
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Fumio Harashima
Advisory Committe Chairman
(Pr ofessor, Tokyo
Metropolitan University)

T Joon

Masanori Sugisaka
General Chairman
(Professor, Nippon Bunri
University and President,
ALife Robotics Corporation,
Ltd. , Japan)
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MESSAGES

Fumio Harashima
Advisory Committee Chairman of AROB

The science and technology (S&T) on Artificial Life and Robotics was born
in 1996, and it’s been providing human being with happiness. This S & T is
not only important but also necessary for people living in the world to maintain
high quality of life. Research is heart and desire of human being and the S&T
is going toward clarifying tool to achieve our objective.

I would like to congratulate researchers who work in th e fields on Artificial
Life and Robotics.

Masanori Sugisaka
General Chairman of AROB

Itismy g reatp leasure to in vite you all to th e Si xteenth In ternational
Symposium on Artificial Life and Robotics (AROB 16th “11).

The sym posium fro mth e first (19 96) t o th e Fou rteenth (2009) were
organized by Oita Uni versity, Nippon B unri U niversity(NBU), and ALife
Robotics Cor poration Lt d. u nder t he sponsorship o ft he Sci ence and
Technology Policy Bureau, the Ministry of Education, Science, Sports, and
Culture (Monbusho), presently, the Ministry of Education, Culture, Sports,
Science, and Technology (Monkasho), Japanese Government, Japan Society
for the Promotion of Science (JSPS), The Commemorative Organization for
the Japan World Ex position (*70), Air Force Office of Scientific Research,
Asian Office of Aerospace Research and Development (A FOSR/AOARD),
USA. I would like to express my sincere thanks to not only Monkasho, JSPS,
the C ommemorative Organization fo r the Jap an World Ex position (’70),
AFOSR/AOARD butal solJa panese com panies(Mitsubishi E lectric
Corporation, Advanced Technology R &D Center, Oita Gas C o., Ltd., ME
System Co. LTD, and Sanwa Shurui Co., LTD. for their repeated supports.

This sy mposium is organized by International O rganizing C ommittee o f
AROB and is co-op erated by th e San ta Fe Institute (USA), RSJ, IEEJ,
ICASE (Now ICROS) (Korea), CAAI (P. R. China), ISCIE, IEICE, EEE
Robotics and Automation Society Japan Chapter, JARA, and SICE.

The AROB symposium is growing up by absorbing many new knowledge
and technologies into it. The new technologies presented in this symposium
bring happiness to human society.

Thop et hat this sym posium wil I facilit ate th e establish mento f an
international research Institute of Artificial Life and Robotics in future.

Welcome and enjoy your stay in Beppu.
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Takao Ito

Assistant General Chairman
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Hiroshi Tanaka
Program Chairman
and
Vice chairman
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Takao Ito
Assistant General Chairman of AROB

Given the intense competition in the field of artificial life and robotics, the
effective co ordination a nd e fficient m aintenance of i nformation exc hange
take on increased importance. The AROB international conference provides
us a unique opportunity to enjoy the discussions of all new issues, and to
share experiences related to t he advanced technologies. I am pleased to put
together t his excellent program t hat rep resents s ubmissions f rom many
countries around the world.

I hope that you will enjoy this conference and enjoy Bep pu, Oita an d the
culture richness it has to offer.

Hiroshi Tanaka
Program Chairman and Vice chairman
of AROB

On behalf of the program committee, it is my g reat pleasure and hon or to
invite you all to the Fifteenth International Symposium on Artificial Life and
Robotics (AROB 15th 2011). This symposium is made possible owing to the
cooperation of Nippo n Bunri University and Santa Fe Institute. We are also
debt to Japanese aca demic associations s uch as SICE, RSJ, a nd se veral
private companies. I would like to express my sincere thanks to all of those
who make this symposium possible.

As is needless to say, th e Alife or biologically-inspired R obotics approach
now attracts wide interests as a ne w paradigm of sci ence and en gineering.
Taking an example in the field of bioscience, the accom plishment of HGP
(Human Ge nome Pr oject) a nd s ubsequent p ost-genomic com prehensive
“Omics data” such as transcriptome, proteome and metabolome, bring about
vast amount of bio-information. However, as a plenty of omics data becomes
available, it becom es sin cerely recognized that the fram ework by w hich
these omics dat a can be understood t o m akea whole picture o f lifeis
critically necessary. T hus, i nthe post-genomic era, bi ologically-inspired
systems approach like Alife i s expected to give one of new alternative ideas
to integrate this vast amount of bio-data.

This example shows the Alife approach is very promising and may exert a
wide influence on the effort to develop a new paradigm for ne xt generation
of life science. We hope this symposium becomes a for um for e xchange of
the id eas of the attend ants from v arious fields, in cluding the life scien ce
field, who are in terested i n the fu ture possibility o b iologically-inspired
computation and systems approach.

I am looking forward to meeting you in Beppu, Oita.
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Ju-Jang Lee
Vice Chairman of AROB

The Six teenth In ternational Symposium on Aurtificial Li fe an d R obotics
(AROB) will be held in Bep pu, Oita, Japan from Jan. 2 7hto 29th, 2011.
This year’s Symposium will b e held am idst th e h igh ex pectation of the
increasingly important role of the new interdisciplinary paradigm of science
and engineering represented by the field of artificial life and rob otics that
continuously attracts wid e in terests among scientist, research ers, and
engineers around the globe.

Since t he time oft he very first AR OB m eetingin 1996, eachy ear,
distinguished researchers a nd t echnologists f rom arou nd t he w orld are
looking forward to attending and meeting at AROB. AROB is becoming the
annual excellent forum that represents a unique opportunity for the academic
and industrial communities to meet and assess the latest developments in this
fast growing artificial life and robotics field. AROB enables them to address
new chal lenges, s hare solutions, discuss research directions for the future,
exchange views and ideas, view the results of applied research, present and
discuss the latest development of new technologies and relevant applications.

In addition, AROB offers the op portunity of hearing the opinions of well
known leading experts in the field through the keynote sessions, provides the
bases for regional and in ternational co llaborative research, and en ables to
foresee th e fu ture evo lution of new scientific paradigms an d th eories
contributed by the field of artificial life and robotics and associated research
area. The twenty-first cen tury will beco me the century of artificial life an d
intelligent m achines in su pport of humankind and AROB is con tributing
through wide technical topics of interest that support this direction.

Itis a great formeasthe Vice Chairman ofthe 16h AROB 201 1to
welcome everyone to this important event. Also, I would like to extend my
special thanks to all authors and s  peakers fo r ¢ ontributing t heir re search
works, the participants, and the organizing team of the 16th AROB.

Looking forward t o m eeting y ou at the 16th AROB in B eppu-Oita and
wishing you all the best.

John L. Casti
Vice Chairman of AROB

Itis m y great p rivilege t o i nvite you all to th e Sixteenth In ternational
Symposium on Artificial Life and Robotics (AROB 16th ‘11). As always at
the AR OB, the pr ogram cont ains a wide vari ety o f co ntributions t o the
developing areas of computer simulation of human processes, robotics, and
general sy stems modeling. We are grateful to all the contributors for their
hard work in prepa ringt heir pres entations, an d1 ook f orwardt o the
cutting-edge research that will be described.

I hope that fruitful discussions and exchange of ideas between researc hers
during symposium will yield new technological innovations for contributing
to a better life for humans in the coming decades. This is truly a challenging
period to be alive, and the AR OB 16" conference holds the prom ise of
offering solutions to some of our most pressing global human problems.
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Henrik Hautop Lund
Vice-Chairman of AROB

I am much honored to invite you to the Sixteenth International Symposium
on Artificial Life and Rob otics (AR OB 1 6th ‘1 1). Th e in ternational
symposium has been held each year since 1996, initially organized by Oita
University and now being organized by Nippon Bunri University.

The sy mposium at tracts ani mpressive r ange of researchers f rom a 11
continents, who all share the vision of merging research based upon artificial
life and robotics. The symposium is visionary in merging these two, science
and engineering disciplines, and has become the most important forum for
research into merging artificial life and robotics.

The research in artificial life and robotics is very im portant since it both
brings us insight into ourselves as hu man bein gs and natural systems, and
brings us new en gineering s olutions that may influence our lives. It is my
hope that you will use this insight and opportunity to d evelop systems that
help humankind in socially responsible ways.

I wou Id lik e t o tak e t his opp ortunity to th ank th e g eneral ch airman o f
AROB, P rof. Masanori Sugisaka, for being so visionary 1 6 yearsagoto
engage in cr eating and organizing th is im portant annual ev ent fo r our
research community. It takes a lot of courage to be the first to create a novel
interdisciplinary research field suc h as the one that comes from the m erge
between artifi cial life an d ro botics. Prof. Su gisaka has sho wn how being
courageous eno ugh to engage in th e ad venturous activ ities of merging two
fields may lead to very fruitful research and to the lively research community
that yo uare now partof with you r participation in t his in ternational
symposium.

I would also take this opportunity to thank Springer-Verlag for su pporting
this research co mmunity, and remind all participants of the Springer-Verlag
Artificial Life and Robotics Journal. Hopefully, we will see numerous, high
quality contributions to the journal as the outcome of this symposium and the
research collaboration that may entail the symposium. Indeed, it is my hope
that you will all en gage in open and fruitful scientific discussions with your
colleague researchers during the symposium, and that these discussions may
open up for future research collaborations in order to bring new insight into
artificial life and robotics to the community.

Yingmin Jia
Vice-Chairman of AROB

The 16th International Symposium on Artificial Life and Robotics (AROB)
willb e heldin Bep pu, Oit a, Jap an fro m Jan. 27"to 29" 2011 . Asa
vice-chairman, I am honored and privileged to invite you all to this fruitful
3-day event.

In 1996, the first Symposium was created and organized by Prof. Masanori
Sugisaka, t he ge neral chai rman o f AROB. S ince th en, the sym posium
attracts ani mpressive range of re searchers froma Il co ntinents, and
distinguished achievements have been obtained that shows his foresight in
merging tw o disciplines of artificial life an d ro botics. Moreov er, it is
gratifying to see that there are more and more young colleagues, researchers
and eng ineers fro m th e univ ersities, research i nstitutions an d ind ustries
interested in the field. I believe there is a rapid and better development in the
near future.

Looking forward t o m eeting y ou at the 16th AROB in B eppu, Oita and
wishing you enjoy your stay in Japan.
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Plenary talker:
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Professor
Jun Ho Oh

PT1 : Development Outline of Humanoid Robot: HUBO II

Jun Ho Oh
Professor of Mechanical Engineering, KAIST
Director of Humanoid Robot Research Center (Hubo Lab)

The fu ll size humanoid robot with h eight of arou nd 1.5 mis qu it
differ from the toy size small ones in many aspects. It should have very
stable an d well d esigned structure wit h I ittle u ncertainties. It m ust
strong enough to move its body weight but not so heavy to minimize
the torques to drive the body parts. All the electrical parts and se nsors
must be compact to be fit in th e enclosure of t he body. We designed
such kind of parts including force/torque sensors, inertia sensors and all
the driver ci rcuits, in ternal decent ralized cont rol arc hitecture and
hardware. Anoth er important task is d esign walk algorithm. W alking
algorithm is composed with two parts: off-line gait pattern design and
real time stabilization control. Gait pattern design is to find a period ic
function for each joint of leg such that humanoid robot is to walk with
desired v elocity k eeping certain level of stab ility. W e su ggested a
simple fu nction c onnected with c ubic s pline and sine functions with
minimal number of parameters. This approach simplifies the parameter
adjustment procedure. Play back of gait pattern found from the former
process, howe ver, does not guarantee the robot walks i n real practice
since there a re number of uncertainties involved in real situ ation. The
uncertainties include ground inclination, friction, un-modeled vibration
of the body. The stabilization algorithm should deal with such kind of
problems. Hub o’s wal k al gorithm has 8 levels of hierarchical control
architecture to cope ~ with the ge neral circum stances in wal king
environment. Th e general issu es i ncluding m entioned abo ve will be
presented.

Education:

-In 1977, B.S. degree in Mechanical Engineering from Yonsie University, Korea
- In 1979, M.S. degree in Mechanical Engineering from Yonsie University, Korea
- In 1985, Ph.D. in Mechanical Engineering, University of California, Berkeley, USA

- 1985 — present
- 2010 — present
- 1997 — 1998
-2010

Professional Training and Employment:
Professor of Mechanical Engineering, KAIST

Distinguished Professor at KAIST
Visiting Professor, University of Texas, Austin, USA
Member of National Academy of Engineering of Korea
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PT2 : Robotics:From Manufacturing to Intelligent Machine
Tzyh Jong Tarn

This presentation describes the evolution from tele-robotics to interactive
robotics and to intelligent machines due to the silicon revolution. The
impacts of this transformation to the manufacturing culture as well as the
automated manufacturing research facility areoutlined. Finally the current
trends in robotics research and new applications to intelligent life are
described.

Professor
Tzyh Jong Tarn

Education:

-1959, B.S. degree in Chemical Engineering, National Cheng Kung University, Tainan, Taiwan,
China

-1965, MLE. degree in Chemical Engineering, Stevens Institute of Technology, Hoboken, USA

-1968, D. Sc. Degree in Control Engineering, Washington University, St. Louis, USA

Professional Training and Employment:
-1968-1969 Postdoctoral Fellow, Washington University, St. Louis, USA

-1969-1972 Assistant Professor, Washington University, St. Louis, USA
-1972-1977 Associate Professor, Washington University, St. Louis, USA

-1977- Professor, Washington University, St. Louis, USA
-2003-2006 Chair Professor in Quantum Control, Tsinghua University, Beijing, China
-2 006- Director, Center for Quantum Information Science and Technology, Tsinghua

University, Beijing, China
-2009-2010 Distinguished Visiting Chair Professor, National Cheng Kung University, Tainan,
Taiwan, China
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PT3 : Rescue Robot Systems
- From Snake-like Robots to Human Interface -

Fumitoshi Matsuno

Professor
Fumitoshi Matsuno

(Kyoto University, Japan)

Intelligent rescue systems with information and communications
technologies (ICT) and rob  otics tec hnology (R T) have be en
proposed to mitigate disaster damages, especially in Japan after the
1995 H anshin-Awaji Eart hquake. In p articular, it i s has been
stressed the importance of developing robots for search and rescue
tasks, which can actually work in a real disaster site. In USA the
September 1 1, 2001 terrorist  attack on New York Ci ty and
Washington, DC, the hijacked plane crash in Pennsylvania, and the
Anthrax attack that immediately followed instantly changed people
attitude about safety and s ecurity in their perso nal li ves. Pu blic
safety an d se curity problems are not 1i mited t o Ja panandthe
United States, since e very country has ex perienced man-made and
natural disasters in the pa st. Solutions will de pend up on new ,
unconventional approaches to se archan drescu e. R obotics,
information and communications technologies, devices and system
integration can play an important role in providing technology that
can contribute to Safety, Security and Rescue activities. In this talk,
I would like to explain my motivation to start the development of
rescue robot system s for the  disaster resp onsea nd d iscuss
necessary te chnologies thatc an accomplish s earch and resc ue
missions. [ alsoi  ntroduce dev eloped rescue rob ots forth e
information correction and teleportation human interface.

i Education:

! -In 1981, B.E. degree in Instrumentation Engineering from Nagoya Institute of Technology, Japan
- In 1983, Master Degree from Dept of Control Engineering at Osaka University Japan

- In 1986, Doctor Degree from Dept of Control Engineering at Osaka University, Japan

Professional Training and Employment:

- 1986 — 1991 Research Associate,
-1991 - 1996 Associate Professor,
-1996 — 2003 Associate Professor,

Osaka University
Kobe University
Tokyo Institute of Technology

-2003 — 2009 Professor, University of Electro-Communications, Tokyo
-2009 - Professor, Dept of Mechanical Engineering and Science, Kyoto University

©ISAROB 2011
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Invited talker:

IT1 : Human-Robot Interaction and Social Relation

Michita Imai
(Keio University, Japan)

This talk presents the factor of designing an anthropomorphic agent
such as a co mmunication robota nd an em bodied c ommunicative
agent. C ommunicationi saco operative p henomenon between
participants. People i nvolved ina co mmunication sp eak an d h ear
actively duri ng t he ¢ onversation. However, itis di fficult t o en gage
them in the communication with a robot because they seldom actively
consider the communicative intention of t he robot. This talk explains
the importance of social relationship between a human and a robot for

Associate Professor

Michita Imai . . o . .
engaging people in the communication. In particular, we consider how
the relation mak es them consider the intention of the robot. Also, I
show what factors of the robot design elicit the social relation.
Education:

- In 1994, M.S. degree in Computer Science fr om Department of Computer Science, Keio University, Japan
- In 2002, Ph.D.(Eng.) in Computer Science from Department of Computer Science, Keio University, Japan

Professional Training and Employment:
- 1994-1997, Researcher, Human-Interface Laboratories, Nippon Telephone Telegram (NTT), Japan
- 1997-2002, Researcher, ATR Media Integration and Communications Research Laboratories, Japan
- 2002-2003, Assistant Professor, Department of Information and Computer Science, Keio University, Japan
- 2002-2006, Researcher, JST Prest “Interaction and Intelligence”
- 2003-2005, Lecturer, Department of Information and Computer Science, Keio University, Japan
- 2005-present, Associate Professor, Department of Information and Computer Science, Keio University, Japan
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IT2 : Micro Nano Robotics
Tatsuo ARAI
(Osaka University, Japan)

Manipulation, se nsing, act uation, a nd a utomation i n m icro na no
scale hav e va rious a pplications a nd co ntributions i n biotechnology,
nharmacv  medicine as wel 1 as in industries. Micro hands are

Prof. Tatsuo ARAI  jpipylate m icroa ndn anoo rdersi zeo bjects
dexterously. Micro channels fabricated on a chip, called micro TAS or
lab on chip, can provide various operations and processes for cells and
tissues. Tho se activ ities in clude elab orating m achining, assem bly,
fabrication and integration with MEMS technique as well as robotics
and m echatronics. The talk will co ver mainly two t opics, m icro
manipulation system with dexterous hand and desktop bio plant, along
with their back ground and the state of the art in Japan.

i lecturer at Chib a Universi ty in 1986-1996, an d a v isiting pro fessor at the Scien ce University of Tokyo in
i 1996-1997. He moved to Osaka University in 1997 and since then he has been a Full Professor at the Department
i of S ystems Innovation , Gradu ate Schoo | of En gineering Science. His cu rrent research top ics are mechanism

and automation, 6 books, andh as37  patentsin cluding foreign8 . Thepubl icationlist iso n i
¢ http://www-arailab.sys.es.osaka-u.ac.jp/publication/e_index.html :

i Mechatronics. He served as a Vice President of IAARC, a chair of Robotics and Mechatronics Division of JSME, !
i aDirector of RSJ, ach air of the Technical Advisory Com mittee of th e Destr uction of Aban doned Chemical !
i Weapon of the Cabinet Office. He has been organizing and chairing many research committees, conferences, and

Tatsuo ARAI was born in 1952 in Tokyo. He received B.S. M.S. and PhD degrees from the University of Tokyo

i in 1975, 1977 , and 1986 r espectively. H e join ed th e Mech anical Engineering Labor atory, AIST, MITI (now

METI) in 1977 , and was engaged in r esearch and devel opment of new arm design and con trol, mobile robot,
teleoperation, and micro robotics. He stay ed at MIT asa v isiting scientist in 1986-1987. He was an adjun ct

design including parallel mechanisms, legged working robot, micro robotics for bio applications, humanoid robot, :
haptic interface, and network robotics. He has published more than 300 journal and conference papers on robotics

He is a member of IE EE, Int ernational Associ ation of Automation and Robo tics in Construction (IAARC),
Robotic Society of Japan (RSJ), Society of Instrumentation and Control Engineers, Japan Society of Mechanical
Engineers (JSME), and o ther societies. He is currently an Editor -in-Chief of Journal of ~ Robotics and

symposia for IEEE, IAARC, RSJ, SICE, and JSME.
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IT3 : Quantifying Dance Movement Waza in Nihon-Buyo

Mamiko SAKATA
(Doshisha University, Japan)

Dance is an intangible cultural asset. It is passed on from one person
to another through oral instruction, and so are the waza, the skills and
techniques. i nvolved i n da nce. M any t raditional da nces i n Japa n,
however, are ‘endangered species’ due to the shortage of practitioners.
We are atte mpting to create d igital archives to rec ord and store the
body m otions o f buyo using digital t echnologies, s uch as m otion
capture. We are en deavoring to so lve this serious issue of l osing an
important tradition. In my talk, I would like to present part of our
scientific analysis of the waza in Nihon-buyo, which have been passed
down, sometimes in silent, tacit manners.

Associate Professor
Mamiko Sakata

Education:
- 1999: M.S. degree in Cultural Studies and Human Sciences from Kobe University, Kobe, Japan
-2002: Ph.D. in Cultural Studies and Human Sciences from Kobe University, Kobe, Japan

Professional Training and Employment:

- 1999-2001: Researcher, ATR Media Integration & Communications Research Laboratories, Japan

- 2002-2005: Lecturer, Department of Nursery ,Fukushima College, Japan

- 2005-2008: Lecturer, Faculty of Culture and Information Science, Doshisha University, Japan

- 2008-present: Associate Professor, Faculty of Culture and Information Science, Doshisha University, Japan
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IT4 Social playware for mediating tele-play interaction over distance

Henlik Hautop Lund and Tumi Thorsteinsson
(Technical University of Denmark, Denmark)

We s uggest t hat novel playware t echnology can f unction as a
mediator for playful social interaction over distance, where people are
separated by physical distance but feel ~ the presence of each other
mediated throu gh th e in teraction with th e p layware tech nology. In

Professor order to investigate such social playware, we developed the Playware
Henrik Hautop Lund Soccer game and tested this with more than 1,000 users d uring the
FIFA W orld Cup 2010 in South Africa. The test was conducted in
townships, orphanages f or HIV/AIDS c hildren, m arkets, F IFA fan
parks, etc. alo ng with simu Itaneous tests with sim ilar set-u ps in
Europe and Asia. With the social playware, players would com pete
against each other sim ultaneously in t he thre e ¢ ontinents, Africa,
Europe and Asia, and feel the presence of the competitors on the other
continents expressed through the playware. The playware game is set
up to motivate players to e ngage in training of technical soccer skills
by receiving immediate feedback and offering challenges to players of
all skills on the soccer playing on a modular interactive wall composed
of modular interactive tiles that respond with coloured light, sound and
scores on the players performance. This paper outlines the concept of
social playwa re and physical-virtu al telep lay, an d ex emplifies th is
with the playware soccer game.

Educatlon ................................................................
- M.Sc. degree in Computer Science from University of Aarhus, Denmark
- Ph.D. degree in Computer Systems Engineering from University of Southern Denmark

i Professional Training and Employment:
-1992-1993 and 1994-1995, Research Assistant, the National Research Council, Rome

- 1996-1997, Research Associate (Post Doctor), Department of Artificial Intelligence, Edinburgh, UK

- 1997-2000, Head of LEGO Lab

- 1998-2000, Research Associate, Department of Computer Science, University of Aarhus, Denmark

- 2000-2008, Full Professor, the Maersk Mc-Kinney Moeller Institute, University of Southern Denmark
-2003-2007, Member of the Danish Research Council

- 2008-present, Full Professor, the Center for Playware, Technical University of Denmark
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ITS An Educational Tool for Interactive Parallel and Distributed Processing

Luigi Pagliarini"? and Henrik Hautop Lund'
(‘Technical University of Denmark, Denmark)
(*Academy of Fine Arts of Bari, Via Gobetti, Italy)

In this paper we try to describe how t he Modular Interactive Tiles
System (MITS) can be a valu able too 1 fo r in troducing stu dents to
interactive pa rallel and di stributed p rocessing pr ogramming, by
forcing and challenging programmers in designing interactive parallel
and distributed systems. Indeed, MITS seems to bring a series of goals
into th e education, su ch as p arallel pro gramming, d istributedness,
communication p rotocols, master depe ndency, so ftware beha vioral
models, adaptive interactivity, feedback, connectivity, topology, island
modeling, user and multi-user interaction, which can hardly be found
in other tools. We introduce the system of modular interactive tiles as
a tool for easy, fast, and flexible hands-on exploration of these issues,
and through examples show how to implement interactive parallel and
distributed processing with different software behavioural models such
as open loop, randomness based, rule based, user interaction based, Al
and ALife based software.

Professor
Luigi Pagliarini

N
- Master Degree in Experimental Neuropsychology

Professional Training and Employment:
An Artist, Art  Curator , Ps ychologist, Multim edia and Software D esigner, and a wor 1ldwide known asa

theoretician and expert in (mainly Artistic) Robotics, A.I. and Artificial Life. :

- Professor, Theories of Perception and Psychology of Shape and of Computer Art, the Academy of Fine Arts of
Bari, Italy :

- Associate Professor, Center for Playware, Technical University of Denmark

- Founder and Director, the Pescara Electronic Artists Meeting

- President, the Cultural Association Artificialia

- Art Director, Ecoteca

- Founder of RoboCup Junior and Member of its International Committee
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TIME TABLE (1/27)

Room A Room B ‘ Room C Room D
126 13:00
(Wed)  17:00 Registration (Registration Desk)
Welcome Party (at Hotel Shiragiku)
1/27 8:00 Registration (Registration Desk)
(Thu)  9:10 | 0S1 (5) 0S18 (4) 0S2 (4) GS4 (4)
Chair M. Uchida Chair K. J. Mackin Chair H. Tanaka Chair  S. Nakayama
will end at 10:25
10:10
1030 Coffee Break
Opening Ceremony (Room G) Chair J. M. Lee
10:55
Plenary Talk (Room G)
PT1 J. H.Oh Chair Y. G.Zhang
11:45
Lunch
12:40
IT1 M. Imai GS10 (7) GS21 (7) PS1 (8
IT2 T. Arai Chair H. Yamamoto Chair B. Fu Chair J.J. Lee
Chair M. Nakamura will end at 14:40
14:25 Coffee Break
14:45 1 085 (5) GS16 (5) 0S24 (4) 0S17 (5)
Chair S. Sagara Chair K. Ikeda Chair M. Imai Chair K. Naitoh
will end at 15:45
16:00
16:05 | OS3 (5) 0S4 (5) GS3 (5) GS19 (6)
Chair M. Yokomichi Chair Y .M. lJia Chair D. E. Kim Chair  A. Nakamura
will end at 17:35
17:20

GS: General Session

©ISAROB 2011

GS1
GS2
GS3
GS4
GSS5
GS6
GS7
GS8

Artificial intelligence
Artificial life I
Artificial life II
Chaos & Complexity
Contr ol techniques
Data mining
Evolutionary computations
Human-machine cooperative systems
& Human-welfare robotics I
Human-machine cooperative systems
& Human-welfare robotics 11
GS10 Image processing I
GS11 Image processing 11
GS12 Learning
GS13 Mobile vehicles
GS14 Neural networks I
GS15 Neural networks I1
GS16 Pattern recognition & Visualization
GS17 Robotics 1
GS18 Robotics 11
GS19 Robotics 11T

GS9

OS: Organized Session

PS: Poster Session

GS20 Robotics IV
GS21 Robotics V
PS1 Poste r Session

OS1 System sensing and control I
OS2 System sensing and control II
OS3 Contr ol and its application

0S4 Intelligent Control
OS5 Advanced vehicle control
0OS6 Al-based systems for human
awareness promotion
OS7 Advanced technologies
& Management skills
OS8  Structural change detection for

ongoing time series
0S9 Computer vision and sound analysis
OS10 Intelligent systems I
OS11 Control and automata
OS12 Special environment navigation
and localization
OS13 Intuitive human-system
interaction

PT: Plenary Talk

IT: Invited Talk

0OS14 Dynamical information
processing in the brain
OS15 Bio-inspired theory
and application
OS16 Biomimetic machines
and robots
0S17 Medical science
and complex system
0OS18 Data mining
OS19 Embracing complexity in
natural intelligence
0S20 Embracing complexity in
sensor system organization
0S21 Learning control
and robotics
0822 Robotics and
pattern recognition
0823 Intelligent systems 11
0S24 Human agent interaction
toward social modification
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TIME TABLE (1/28)

Room A Room B | Room C Room D
1/28 8:00 Registration (Registration Desk)
(Fri) 8:40 | GS5 (5) 0S8 (5) 0S13 (5) GS15 (5)
Chair J. Murata Chair T. Hattori Chair M. Yokota Chair N. Kamiura
9:55
10:15 Coffee Break
Plenary Talk (Room G)
PT2 T. J.Tarn Chair J.J. Lee
11:05
OS7 (5) GS8 (4) GS9 (4) 0S 12 (5)
Chair T. Ito Chair T. Fuchida Chair N. Okada Chair J. M. Lee
will end at 12:05 will end at 12:05
12:20
13:15 Lunch
OS10 ( 6) GS2 (6) OS9 (6) GS17 (5)
Chair K.L.Su Chair T. Arita Chair Y. Yoshitomi Chair D. W. Lee
will end at 14:30
14:45
14:30 Plenary Talk (Room G)
PT3 F. Matsuno Chair H. H.Lund
1238 Coffee Break
OSI1 ( 6) GS7 (6) GS18 (5) GS13 (6)
Chair K. H. Hsia Chair P . Sapaty Chair E. Inohira Chair F. Dai
17:30 will end at 17:15
18:30 AROB Award Ceremony (Chair K. Naito)
Banquet — Hotel Shiragiku (Chair Y. I. Cho)...... Address Y. G. Zhang /Y. Ishida/ T. Arita
21:00 J.M. Lee /K. L. Su/ L. Pagliarini

GS: General Session OS: Organized Session PS: Poster Session ~ PT: Plenary Talk IT: Invited Talk
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GS1 Artificial intelligence

GS2  Artificial life

GS3  Artificial life II

GS4 Chaos & Complexity

GS5 Contr ol techniques

GS6 Data mining

GS7 Evolutionary computations

GS8 Human-machine cooperative systems
& Human-welfare robotics I

Human-machine cooperative systems
& Human-welfare robotics 11

GS10 Image processing |

GS11 Image processing 11

GS12 Learning

GS13 Mobile vehicles

GS14 Neural networks I

GS15 Neural networks IT

GS16 Pattern recognition & Visualization

GS17 Robotics I

GS18 Robotics 11

GS19 Robotics 11T

GS9

GS20 Robotics IV
GS21 Robotics V
PS1 Poste r Session
OS1 System sensing and control I
OS2 System sensing and control II
OS3 Contr ol and its application
0S4 Intelligent Control
OS5 Advanced vehicle control
0S6  Al-based systems for human
awareness promotion
Advanced technologies
& Management skills
Structural change detection for
ongoing time series
0S9 Computer vision and sound analysis
OS10 Intelligent systems I
OS11 Control and automata
OS12 Special environment navigation
and localization
OS13 Intuitive human-system
interaction

087

0S8

0OS14 Dynamical information
processing in the brain
OS15 Bio-inspired theory
and application
OS16 Biomimetic machines
and robots
0S17 Medical science
and complex system
0S18 Data mining
OS19 Embracing complexity in
natural intelligence
0S20 Embracing complexity in
sensor system organization
0S21 Learning control
and robotics
0S22 Robotics and
pattern recognition
0823 Intelligent systems 11
0S24 Human agent interaction
toward social modification
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TIME TABLE (1/29)
Room C Room D Room E Room F
1/29 8:00 Registration (Registration Desk)
(Sat) 8:40
OS14 (5) GS6 (5) GS 14 (5) 0S19 (6)
Chair H. Suzuki Chair J. S. Shiech Chair T. Yamada Chair Y. Ishida
will end at 09:55 will end at 09:55 will end at 09:55
ig;g Coffee Break
' 0S6 (7) GS11 (5) 0OS15 (7) 0S16 (7)
Chair K. Hashimoto Chair J. Wang Chair M. Yasunaga Chair K. Watanabe
will end at 11:45
12:15
Lunch
13:10
0S20 (6) OS2l (6) GS12 (7) IT3 M. Sakata
Chair Y . Ishida Chair H. H. Lee Chair Y. G. Zhang IT4 H. Lund
will end at 14:55 ITS L. Pagliarini
Chair Y. I. Cho
will end at 14:55
%ggg Coffee Break
. 0S22 (7) 0S23 (6) GS20 (4) GS1 (4)
Chair C. Zhang Chair M. K. Habib Chair N. Uchiyama Chair T. Nakashima
will end at 16:30 will end at 16:00 will end at 16:00
16:45
17:00
Farewell Party ( Room F)
18:00

GS: General Session
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GS1
GS2
GS3
GS4
GS5
GS6
GS7
GS8

Artificial intelligence
Artificial life
Artificial life II
Chaos & Complexity
Contr ol techniques
Data mining
Evolutionary computations
Human-machine cooperative systems
& Human-welfare robotics 1
Human-machine cooperative systems
& Human-welfare robotics II
GS10 Image processing I
GS11 Image processing 11
GS12 Learning
GS13 Mobile vehicles
GS14 Neural networks 1
GS15 Neural networks II
GS16 Pattern recognition & Visualization
GS17 Robotics I
GS18 Robotics II
GS19 Robotics IIT

GS9

OS: Organized Session

PS: Poster Session

GS20 Robotics IV
GS21 Robotics V
PS1 Poste r Session

OS1 System sensing and control I
OS2 System sensing and control II
OS3 Contr ol and its application

0S4 Intelligent Control

OS5 Advanced vehicle control

0S6  Al-based systems for human
awareness promotion

0OS7 Advanced technologies
& Management skills

OS8  Structural change detection for
ongoing time series

0S9 Computer vision and sound analysis

0S10 Intelligent systems I

OS11 Control and automata

0OS12 Special environment navigation
and localization

OS13 Intuitive human-system
interaction

PT: Plenary Talk

OS14 Dynamical information

processing in the brain

OS15 Bio-inspired theory
and application
OS16 Biomimetic machines
and robots
0S17 Medical science
and complex system
OS18 Data mining
OS19 Embracing complexity in
natural intelligence
0S20 Embracing complexity in

sensor system organization

OS21 Learning control

and robotics
0822 Robotics and

pattern recognition
0823 Intelligent systems 11
0S24 Human agent interaction

toward social modification

IT: Invited Talk
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TECHNICAL PAPER INDEX
January 27 (Thursday)

Room G
10:55~11:45 Plenary Talk
Chair Y. G. Zhang (Academia Sinica, China)

PT1 Development Outline of Humanoid Robot: HUBO II
J. H. Oh (KAIST, Korea)

Room A
12:40~14:25 Invited Talks
Chair M. Nakamura (Research Institute of Systems Control, Japan)

IT1 Human-Robot Interaction and Social Relation
M. Imai (Keio University, Japan)

IT2 Micro Nano Robotics
T. Arai (Osaka University, Japan)

January 28 (Friday)

Room G
10:15~11:05 Plenary Talk
Chair J. J. Lee (KAIST, Korea)

PT2 Data-driven two degree-of-freedom control for a micropump and microneedle
integrated device for diabetes care
Ruoting Yang (Washington University, USA)
Mingjun Zhang (University of Tennessee, USA)
T. J. Tarn (Washington University, USA)

14:50~15:40 Plenary Talk
Chair H. H. Lund ( Technical University of Denmark, Denmark)

PT3 Rescue Robot Systems - From Snake-like Robots to Human Interface -
F. Matsuno (Kyoto University, Japan)

January 29 (Saturday)

Room F
13:10~14:55 Invited Talks
Chair Y. L. Cho (Suwon University, Korea)

IT3 Quantifying “Waza” in Nihon-Buyo Dance Movements
M. Sakata (Doshisha University, Japan)
IT4 Social playware for mediating tele-play interaction over distance
H. H. Lund, T. Thorsteinsson (Technical University of Denmark, Denmark)
IT5 An Educational Tool for Interactive Parallel and Distributed Processing
L.Pagliarini (Technical University of Denmark, Denmark / Academy of Fine Arts of Bari,
Italy)
H. H. Lund (Technical University of Denmark, Denmark)
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January 27 (Thursday)

8:00~Registration

Room A

9:10~10:25 OS1 [System sensing and control 1]

Chair: M. Uchida (The University of Electro-Communications, Japan)
Co-Chair: T. Mizuno (Tokyo Polytechnic University, Japan)

OS1-1 Analysis of speech signal based on frequency distribution and intonation
Naoya Ohta, Akio Nozawa (Meisei University, Japan)

0OS1-2 Color influences on human being evaluated with nasal skin temperature
Tota Mizuno, Naoki Nakategawa, Yuichiro Kume (Tokyo Polytechnic University, Japan)

OS1-3 Air speed control of airship-type fish robot
Kunihiko Sato, Masafumi Uchida (The University of Electro-Communications, Japan)

OS1-4 Regulated plus and minus power supply using approximate 2DOF robust digital control
Atsushi Saitoh, Yusuke Tsuruhori, Yoshihiro Ohta, Kohji Higuchi, Kazushi Nakano (The University
of Electro-Communications, Japan)

0OS1-5 Angle-based neuro-fuzzy navigation for autonomous mobile robots
Shu Hosokawa, Joji Kato, Kazushi Nakano, Kazunori Sakurama (The University of
Electro-Communications, Japan)

14:45~16:00 OS5 [Advanced vehicle control]
Chair: S. Sagara (Kyushu Institute of Technology, Japan)
Co-Chair: M. Oya (Kyushu Institute of Technology, Japan)

0S5-1 Robust active suspension control of vehicles with measurement noises
Katsuhiro Okumura (Fukuoka Industrial Technology Center, Japan)
Hideki Wada (Shin-Nippon Nondestructive Inspection, Japan)
Yuichiro Taira (National Fisheries University, Japan)
Masahiro Oya (Kyushu Institute of Technology, Japan)

0OS5-2 A method to improve stability of adaptive steering driver-vehicle systems
Shingo Tamaru, Jinxin Zhuo, Qiang Wang, Masahiro Oya (Kyushu Institute of Technology, Japan)

0S5-3 Robust controller for underwater vehicle-manipulator systems including thruster dynamics
Yuichiro Taira (National Fisheries University, Japan)
Junpei Sugino (Kyushu Institute of Technology, Japan)
Natsuki Takagi (Miyakonojo National College of Technology, Japan)
Masahiro Oya (Kyushu Institute of Technology, Japan)

0OS5-4 Digital adaptive control of a winged rocket applicable to abort flight
Tomoaki Shimozawa, Shinichi Sagara (Kyushu Institute of Technology, Japan)
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0OS5-5 A master-slave control system for semi-autonomous underwater vehicle manipulator system
Kana Kawano, Tomoaki Shimozawa, Shinichi Sagara (Kyushu Institute of Technology, Japan)

16:05~17:20  OS3 [Control and its application]
Chair: M. Yokomichi (University of Miyazaki, Japan)
Co-Chair: N. Takahashi (University of Miyazaki, Japan)

0S3-1 Observer-based guaranteed cost control
Erwin Susanto, Mitsuaki Ishitobi, Sadaaki Kunimatsu (Kumamoto University, Japan)

0S3-2 Observer based control of a manipulator system with structured uncertainty
Chikara Aikawa, Nobuya Takahashi, Osamu Sato, Michio Kono (University of Miyazaki, Japan)

0S3-3 Analysis of manipulator in consideration of collision between link and object
Asaji Sato (Miyakonojo National College of Technology, Japan)
Osamu Sato, Nobuya Takahashi, Masahiro Yokomichi (University of Miyazaki, Japan)

0S3-4 Motion control of 2 DOF orthogonal robots with adaptive control
Kazuma Funahashi, Feifei Zhang, Masanori [to (Tokyo University of Marine Science and Technology,
Japan)

0S3-5 Development of 6-DOF force feedback system for rehabilitation of wrist paralysis
Yasunobu Hitaka (Kitakyushu National College of Technology, Japan)
Yoshito Tanaka (Fukuoka Institute of Technology, Japan)
Yutaka Tanaka (Hosei University, Japan)
Tomonori Kato (Fukuoka Institute of Technology, Japan)

Room B

9:10~10:10 OS18 [Data mining]

Chair: K. J. Mackin (Tokyo University of Information Sciences, Japan)
Co-Chair: T. Yamaguchi (Tokyo University of Information Sciences, Japan)

OS18-1 Two-level time-series clustering for satellite data analysis
Ayahiko Niimi, Takehiro Yamaguchi, Osamu Konishi (Future University Hakodate, Japan)

0OS18-2 PSP practice support system using defect types based on phenomenon
Daisuke Yamaguchi (Toin University of Yokohama, Japan)
Ayahiko Niimi (Future University Hakodate, Japan)
Fumiyo Katayama, Muneo Takahashi (Toin University of Yokohama, Japan)

0OS18-3 Development and evaluation of satellite image data analysis infrastructure
Akihiro Nakamura, Jong Geol Park, Kotaro Matsushita, Kenneth J. Mackin, Eiji Nunohiro (Tokyo
University of Information Sciences, Japan)

OS18-4 Application of neural network swarm optimization for paddy field classification from remote sensing
data
Kazuma Mori, Takashi Yamaguchi, Jong Geol Park, Kenneth J. Mackin (Tokyo University of
Information Sciences, Japan)
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12:40~14:25 GS10  [Image processing 1]
Chair: H. Yamamoto (Gifu University, Japan)

GS10-1 Anomalous situations detection based on confluence
Tatsuya Gibo, Shigeki Aoki, Takao Miyamoto, Motoi Iwata, Akira Shiozaki (Osaka Prefecture
University, Japan)

GS10-2 Automatic segmentation of liver region from non-contrast and contrast CT images employing
tree-structural image transformations
Masafumi Komatsu, , Guangxu Li, Hyoungseop Kim, Joo Kooi Tan, Seiji Ishikawa (Kyushu
Institute of Technology, Japan)
Akiyoshi Yamamoto (Kyushu Institute of Technology and Kyoaikai Tobata Kyoritsu Hospital,
Japan)

GS10-3 Obstacle detection using a moving camera
Shao Hua Qian, Joo Kooi Tan, Seiji Ishikawa, Takashi Morie (Kyushu Institute of Technology,
Japan)

GS10-4 Hardware implementation of a census-based stereo matching using FPGA
Jiho Chang, Sung-Min Choi, Eul-Gyoon Lim, Jae-il Cho (Electronics and Telecommunication
Research Institute, Korea)

GS10-5 Hand detection using Adaboost
Jae-chan Jeong (Electronics and Telecommunication Research Institute and University of Science
and Technology, Korea)
Seung-min-Choi (Electronics and Telecommunication Research Institute, Korea)
Ho-chul Shin (Electronics and Telecommunication Research Institute and University of Science and
Technology, Korea)
Jae-il Cho (Electronics and Telecommunication Research Institute, Korea)

GS10-6 Improvement of early recognition of gesture patterns based on Self-Organizing Map
Atsushi Shimada, Manabu Kawashima, Rin-ichiro Taniguchi (Kyushu University, Japan)

GS10-7 Detection of a bicycle and its driving directions using HOG Feature
Heewook Jung, Joo Kooi Tan, Hyeongseop Kim, Seiji Ishikawa (Kyushu Institute of technology,
Japan)

14:45~16:00 GS16  [Pattern recognition & Visualization]
Chair: K. Ikeda (Nara Institute of Science and Technology, Japan)

GS16-1 Parts layout decision of cell production assembly line using generic algorithm system and virtual
system
Hidehiko Yamamoto, Tomokazu Watanabe, Takayoshi Yamada (Gifu University, Japan)
Masahiro Nakamura (LEXER RESEARCH Inc., Japan)
Rafat Hessen Elsayed Elshaer (Zagazig University, Egypt)

GS16-2 Parallelizing fuzzy rule generation using GPGPU
Takesuke Uenishi, Tomoharu Nakashima, Noriyuki Fujimoto (Osaka Prefecture University, Japan)
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GS16-3 Interactive musical editing system to support human errors and offer personal preferences for an
automatic piano
- A method for searching for similar phrases using DP matching -
Kenichi Koga, Kentaro Minowa, Eiji Hayashi (Kyusyu Institute of Technology, Japan)

GS16-4 Subsurface imaging for anti-personal mine detection by Bayesian super-resolution with Smooth-gap
prior
Satoshi Kozawa, Takashi Takenouchi, Kazushi Ikeda (Nara Institute of Science and Technology,
Japan)

GS16-5 Construction of a sense of force feedback and vision for micro-objects:
Development the Haptic Device's controlling
J.Noda, E.Hayashi (Kyushu Institute of Technology, Japan)

16:05~17:20 OS4 [Intelligent Control]
Chair: Y-M. Jia (Beihang University, China)
Co-Chair: C. Jia (Beihang University, China)

0OS4-1 Feedback stabilization of linear systems with distributed input time-delay by backstepping method
Chaohua Jia (Beijing University, China)

0OS4-2 Discrete-time iterative learning control for relative degree systems: a 2-D approach
Deyuan Meng, Yingmin Jia (Beihang University, China)

OS4-3 Distributed robust consensus control of uncertain multi-agent systems
Yang Liu, Yingmin Jia (Beihang University, China)

0S4-4 Switching synchronization in a heterogeneous agent network
Lei Wang, Yang Liu, Qi-ye Zhang (Beihang University, China)

0S4-5 Model matching adaptive control of time delay systems with unknown relative degree
Haixia Su, Yingmin Jia (Beihang University, China)

Room C

9:10~10:10 OS2 [System sensing and control 1]
Chair: H. Tanaka (Kogakuin University, Japan)
Co-Chair: A. Nozawa (Meisei University, Japan)

0S2-1 Quantitative evaluation of body-sway caused by tactile apparent movement
Kennichi Mogi, Masafumi Uchida (The University of Electro-Communications, Japan)

08S2-2 A visual-taste interference model and the EEG measurement
Hisaya Tanaka, Yuichi Sato (Kogakuin University, Japan)

0S2-3 Dynamic analysis of dorsal thermal image
Akio Nozawa, Yuya Takei (Meisei University, Japan)

0S2-4 Feature extraction of human face image for preference database
Yu Tachikawa, Akio Nozawa (Meisei University, Japan)
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12:40~14:25 GS21 [Robotics V]
Chair: B.Fu (Sahnghai Jiao Tong University, China)

GS21-1 Designing practical omni-directional mobile module in the robot hardware platform for common
use
Moosung Choi, Sulhee Lee, Byungkyu Ahn, EunCheul Shin, Kwangyoong Yang, Hongseuk Kim
(Korea Institute of Industrial Technology, Republic of Korea)

GS21-2 New acoustic positioning system for under water robot using multiple frequencies
Xiu Jing Gao, Feifei Zhang, Masanori Ito (Tokyo University of Marine Science and Technology,
Japan)

GS21-3 Development of under water use humanoid robot
Yunyi Li, Eturo Shimizu, Masanori Ito (Tokyo University of Marine Science and Technology,
Japan)

GS21-4 Linear estimation method for position and heading with RDOA measurements
G. H. Choi (Yonsei Unversity, Korea)
H. S. Cheon (Changwon National University, Korea)
J. B. Park (Yonsei Unversity, Korea)
T. S. Yoon (Changwon National University, Korea)

GS21-5 Omnidirectional state-changing gripper for various objects
Kenjiro Tadakuma (Osaka University, Japan)
Riichiro Tadakuma (Yamagata University, Japan)
Hiroki Tanaka, Takuto Fukuda, Mitsuru Higashimori, Makoto Kaneko (Osaka University, Japan)

GS21-6 Object co-occurrence graph for object search in 3D environment
Puwanan Chumtong, Yasushi Mae, Kenichi Ohara, Tomohito Takubo, Tatsuo Arai (Osaka
University, Japan)

GS21-7 Study on the wall climbing robot driven by the caterpillar tracks
Jiwu Wang, Yisong Wang, Weijie Gao (Beijing Jiaotong University, China)
Sugisaka Masanori (Nippon Bunri University, Japan)

14:45~15:45 0S24 [Human agent interaction toward social modification]
Chair: M. Imai (Keio University, Japan)
Co-Chair: H. Osawa (Japan Science and Technology Agency and Keio University, Japan)

0S24-1 Social modification using implementation of partial agency toward objects
Hirotaka Osawa (Japan Science and Technology Agency, Japan)

Seiji Yamada (National Institute of Informatics, Japan)

0S24-2 Inducement of attention to agent through averting gaze from the other
Manami Suzuki, Yugo Takeuchi (Shizuoka University, Japan)
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0S24-3 Behaviors for getting conscious responses
Toshihiro Osumi, Masato Noda (Keio University, Japan)
Hirotaka Osawa (Japan Science and Technology Agency, Japan)
Yuki Kuwayama (Keio University, Japan)
Kazuhiko Shinozawa (ATR, Japan)
Michita Imai (Keio University, Japan)

0S24-4 Cross-modal effects between gestures and words in human robot interaction
Takamasa lio (Advanced Telecommunications Research Institute International and Doshisha
University, Japan)
Masahiro Shiomi, Kazuhiko Shinozawa, Takaaki Akimoto (Advanced Telecommunications
Research Institute International, Japan)
Katsunori Shimohara (Doshisha University, Japan)
Norihiro Hagita (Advanced Telecommunications Research Institute International, Japan)

16:05~17:20 GS3  [Artificial life I1]
Chair: D. E. Kim (Yonsei University, Korea)

GS3-1 Demand level investigation for future domestic system
Shuki Inoue, Eiji Mimura (R&D Center The Kansai Electric Power Co., Inc., Japan)
Shingo Aoki, Hiroshi Tsuji (Osaka Prefecture University, Japan)

GS3-2 Visualizing language evolution as an emergent phenomenon based on biological evolution and
learning
Tsubasa Azumagakito, Reiji Suzuki, Takaya Arita (Nagoya University)

GS3-3 Self-organizing stability of food web that emerges from the evolution of restrictions on speciation
Hirofumi Ochiai, Reiji Suzuki, Takaya Arita (Nagoya University, Japan)

GS3-4 Modeling electrosensory system of weakly electric fish
Miyoung Sim, DaeEun Kim (Yonsei University, South Korea)

GS3-5 Simultaneous cognitive origin of life and information
Koji Ohnishi (Niigata University, Japan)

Room D
9:10~10:10 GS4  [Chaos & Complexity]
Chair: S. Nakayama (Kagoshima University, Japan)

GS4-1 Study on discrete adiabatic quantum computation in 3-SAT problems
Mohamed El-fiky, Satoshi Ono, Shigeru Nakayama (Kagoshima University, Japan)

GS4-2 Fault-tolerant image filter design using particle swarm optimization
Zhiguo Bao, Fangfang Wang, Xiaoming Zhao, Takahiro Watanabe (Waseda University, Japan)

GS4-3 (p,q)-Duffing oscillators and nonlinear energy harvesting (withdrawal)
Tokuzo Shimada, Takanobu Moriya, Hisakazu Uchiyama (Meiji University, Japan)

GS4-4 A most simple, alternative non-computer-aided proof of the Four-Color Theorem
Koji Ohnishi (Niigata University, Japan)
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12:40~14:40 PS1  [Poster session]
Chair: J. J. Lee (KAIST, Korea)

PS1-1 Authentication of the reconstructed image from Computer Generated Hologram:
To use the digital watermark
Norihiro Fujii, Ken-ichi Tanaka (Meiji University, Japan)

PS1-2 An aerial handwritten character recognition based on motion direction and ratio of
stroke length
Y. Nishida (Fukui University of Technology, Japan)
K. Ogura, H. Miura, N. Matsuda, H. Taki (Wakayama University, Japan)
N. Abe (Kyushu Institute of Technology, Japan)

PS1-3 Gamer robot for the rock-paper-scissors game by hand motion recognition
Ho Seok Ahn, Dong-wook Lee, Hogil Lee (Korea Institute of Industrial Technology, Republic of
Korea)

PS1-4 Analysis method of tooth meshing condition and motion of gears
Edzrol Niza Mohamad, Masaharu Komori, Hiroaki Murakami, Aizoh Kubo (Kyoto University, Japan)

PS1-5 Research for an adaptive user’s intent-detection method for the use in rehabilitation robots
Jun-Young Jung, Duk-Yeon Lee, DongWoon Choi, In-Hun Jang, Ho-Gil Lee, HyunSub Park,
Dong-Wook Lee (University of Science and Technology and Korea Institute of Industrial Technology,
Republic of Korea)

PS1-6 Development of touch sensor system of silicone-type artificial skin for an interactive
android robot
Duk-Yeon Lee, Dong-Wook Lee, Dongwoon Che, Hyun-Sub Park, Ho-Gil Lee, Jun-Young Jung
(Korea Institute of Industrial Technology, Republic of Korea)

PS1-7 Remote control and conversation system between human and android robot via internet
Dong-Wook Lee, Dongwoon Che, Jun-Young Joung, Hoseok Ahn, Hyunsub Park, Ho-Gil Lee
(Korea Institute of Industrial Technology, Republic of Korea)

PS1-8 The optimal method of searching the effective combination of dither matrix
Tsuneyasu Kato, Ken-ichi Tanaka (Meiji University, Japan)

14:45~16:00 OS17 [Medical science and complex system ]
Chair: K. Naitoh (Waseda University, Japan)
Co-Chair: T. Matsuo (Kanagawa Institute of Technology, Japan)

OS17-1 The inevitability of the bio-molecules: five nitrogenous bases and twenty amino acids
K.Hashimoto, H.Inoue, K.Naitoh (Waseda University, Japan)

0S17-2 Engine for brain development: Similarity between engine and brain
H. Kawanobe, K. Naitoh (Waseda University, Japan)

0S17-3 Spatial surface wave spread network from Ambient Noise correlation

Z. Zheng, K. Yamasaki, T. Fujiwara, N. Sakurai, K. Yoshizawa (Tokyo University of Information
Science, Japan)
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OS17-4 Effect of hot summer against environment which was induced by extra economical demand via
Japanese Ecological Footprint
K. Yamasaki, T. Fujiwara, N. Sakurai, K. Yoshizawa, Z. Zheng (Tokyo University of Information
Sciences, Japan)

0S17-5 Blood flow velocity waveforms in the middle cerebral artery at rest and during exercise
T. Matsuo, S. Watanabe, M. Sorimachi, M. Kanda, Y. Ohta (Kanagawa Institute of Technology,
Japan)
T. Takahashi (Asahikawa Medical College, Japan)

16:05~17:35 GS19  [Robotics I11]
Chair: A. Nakamura (National Institute of Advanced Science and Technology, Japan)

GS19-1 Design of the transmitting device for motion control of robots
Masaharu Komori, Jungchul Kang, Fumi Takeoka, Yukihiko Kimura (Kyoto University, Japan)

GS19-2 Construction and basic performance tests of underwater monitoring network
Chunhu Liu, Bin Fu, Han Zhang, Lian Lian (Shanghai Jiao tong University, China)

GS19-3 On the use of human instruction for improving the behavior of RoboCup soccer agents
Y osuke Nakamura, Tomoharu Nakashima (Osaka Prefecture University, Japan)

GS19-4 Development of an autonomous-drive personal robot
“An environment recognition system using image processing and an LRS”
Yasushi Kibe, Hideki Ishimaru, Eiji Hayashi (Kyushu Institute of Technology, Japan)

GS19-5 Design of robotic behavior that imitates animal consciousness
—Emotion expression of robotic arm based on eyeball movement —
Koichiro Kurogi, Kei Ueyama, Eiji Hayashi (Kyushu Institute of Technology, Japan)

GS19-6 Development and experimental study of a novel pruning robot
S. Ueki (Toyota Colleges of Technology, Japan)
H. Kawasaki (Gifu University, Japan)
Y. Ishigure (Marutomi Seikou Co., Ltd., Japan)
K. Koganemaru (Gifu University, Japan)
Y. Mori (Hashima karyuu kougyou Ltd., Japan)

January 28 (Friday)

8:00~ Registration

Room A
8:40~9:55 GS5  [Control techniques]
Chair: J. Murata (Kyushu University, Japan)

GS5-1 Autonomous decentralized control scheme for large scale and dense wireless sensor networks with

multiple sinks
Masahito Maki, Akihide Utani, Hisao Yamamoto (Tokyo City University, Japan)
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GS5-2 Advanced adaptive communication protocol for ubiquitous sensor networks
Shuichi Osawa, Akihide Utani, Hisao Yamamoto (Tokyo City University, Japan)

GS5-3 Lateral control of unmanned vehicle using PD controller
Young Chul Cha(Pusan National University, Korea)
Jong Il Bae(Pukyung National University, Korea)
Kil Soo Lee, Dong Seok Lee, Yun Ja Lee, Man Hyung Lee (Pusan National University, Korea)

GS5-4 A control method with pheromone information for transport system
Yoshitaka Imoto, Yasutaka Tsuji, Eiji Kondo (Kyushu University, Japan)

GS5-5 Implementation of real-time distributed control for discrete event robotic manufacturing systems
using Petri nets
Gen’ichi Yasuda (Nagasaki Institute of Applied Science, Japan)

11:05~12:20 OS7  [Advanced technologies & Management skills]
Chair: T. Ito (Ube National College of Technology, Japan)
Co-Chair: Y. Uchida (Ube National College of Technology, Japan)

0OS7-1 An analysis of firm’ capacity in Mazda’s Keiretsu
R. Takida, T. Ito, S. Matsuno (Ube National College of Technology, Japan)
K. Voges (University of Canterbury, New Zealand)
Y. Ishida (Toyohashi University of Technology, Japan)
M. Sakamoto (University of Miyazaki, Japan)

0S7-2 An analysis of structure importance in Mazda’s Keiretsu
S. Tagawa, R. Takida, T. Ito (Ube National College of Technology, Japan)
R. Mehta (New Jersey Institute of Technology, USA)
H. Hasama (Fukuoka Institute of Technology, Japan)
M. Sakamoto (University of Miyazaki, Japan)

0OS7-3 A centrality analysis between transactions and cross shareholdings in Mazda’s Keiretsu
E. Niki, R. Takida, T. Ito (Ube National College of Technology, Japan)
R. Mehta (New Jersey Institute of Technology, USA)
L. P. NG (Hoecheong Industries (Holding) Co., Ltd, China)
M. Sakamoto (University of Miyazaki, Japan)

0S7-4 Bottom-up pyramid cellular acceptors with four-dimensional layers
Yasuo Uchida, Takao Ito (Ube National College of Technology, Japan)
Makoto Sakamoto, Takashi Ide, Kazuyuki Uchida, Ryoju Katamune,
Hiroshi Furutani, Michio Kono, Satoshi Ikeda (University of Miyazaki, Japan)
Tsunehiro Yoshinaga (Tokuyama College of Technology, Japan)

0S7-5 Cooperating systems of four-dimensional finite automata
Yasuo Uchida, Takao Ito (Ube National College of Technology, Japan)
Makoto Sakamoto, Kazuyuki Uchida, Takashi Ide, Ryoju Katamune,
Hiroshi Furutani, Michio Kono (University of Miyazaki, Japan)
Tsunehiro Yoshinaga (Tokuyama College of Technology, Japan)
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13:15~14:45 0OS10 [Intelligent systems 1]
Chair: K-L. Su (National Yunlin University of Science and Technology, Taiwan)
Co-Chair: J-H. Tzou (National Formosa University, Taiwan)

OS10-1 The study of path error for an Omnidirectional Home Care Mobile Robot
Jie-Tong Zou (National Formosa University, Taiwan)
Feng-Chun Chiang (WuFeng Institute of Technology, Taiwan)

0S10-2 A* searching algorithm applying in Chinese chess game
Cheng-Yun Chung (National Yunlin University of Science and Technology, Taiwan)
Te-Yi Hsu (Industrial Technology Research Institute, Taiwan)
Jyh-Hwa Tzou (National Formosa University, Taiwan)
Kuo-Lan Su (National Yunlin University of Science and Technology, Taiwan)

0S10-3 Multi-robot based intelligent security system
Yi-Lin Liao, Kuo-Lan Su (National Yunlin University of Science and Technology, Taiwan)

0S10-4 Implementation of an auction algorithm based multiple tasks allocation using mobile robots
Kuo-Lan Su, Jr-Hung Guo (National Yunlin University of Science and Technology, Taiwan)
Chun-Chieh Wang (Chienkuo Technology University, Taiwan)
Cheng-Yun Chung (National Yunlin University of Science and Technology, Taiwan)

0S10-5 Fuzzy programming for mixed-integer optimization problems
Yung-Chin Lin (National Yunlin University of Science and Technology, Taiwan)
Yung-Chien Lin (WuFeng University, Taiwan)
Kuo-Lan Su (National Yunlin University of Science and Technology, Taiwan)
Wei-Cheng Lin (I-Shou University, Taiwan)
Tsing-Hua Chen (WuFeng University, Taiwan)

0S10-6 Develop a vision based auto-recharging system for mobile robots
Ting-Li Chien (Wu-Feng University, Taiwan)

16:00~17:30 OS1 1 [Control and automata]
Chair: K-H. Hsia (Far East University, Taiwan)
Co-Chair: K-L. Su (National Yunlin University of Science and Technology, Taiwan)

OS11-1 Super-twisting second order sliding mode control for a synchronous reluctance motor
Huann-Keng Chiang, Wen-Bin Lin, Chang-Yi Chang (National Yunlin University of Science and
Technology, Taiwan)
Chien-An Chen (Automotive Research and Testing Center, Taiwan)

OS11-2 Shape recognition applied in a semi-autonomous weapon robot
Chun-Chieh Wang, Chyun-Luen Lin (Chienkuo Technology University, Taiwan)
Kuo-Lan Su (National Yunlin University of Science and Technology, Taiwan)

OS11-3 Camera position estimation and feature extraction from incomplete image of landmark
Kuo-Hsien Hsia (Far East University, Taiwan)
Shao-Fan Lien (National Yunlin University of Science and Technology, Taiwan)
Juhng-Perng Su (National Yunlin University of Science and Technology and Overseas Chinese
University, Taiwan)
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OS11-4 A novel variable structure theory applied in design for wheeled mobile robots
Chun-Chieh Wang (Chienkuo Technology University, Taiwan)

OS11-5 Parameter identification of Lorenz system using RBF neural networks with time-varying learning
algorithm
Chia-Nan Ko, Yu-Yi Fu, Cheng-Ming Lee, Guan-Yu Liu (Nan-Kai University of Technology,
Taiwan)

OS11-6 Motion planning of a landmine detection robot
Kuo-Lan Su (National Yunlin University of Science and Technology, Taiwan)
Hsu-Shan Su, Sheng-Wen Shiao, Jr-Hung Guo (Yunlin University of Science and Technology,
Taiwan)

Room B

8:40~9:55  OS8 [Structural change detection for ongoing time series]
Chair: T. Hattori (Kagawa University, Japan)

Co-Chair: H. Kawano (NTT Advanced Technology, Japan)

OS8-1 DP method for structural change detection as optimal stopping
---- verification and extension ---
Tetsuo Hattori, Katsunori Takeda (Kagawa University, Japan)
Hiromichi Kawano (NTT Advanced Technology, Japan)
Tetsuya [zumi (Micro Technica Co., Ltd., Japan)

0S8-2 Change detection experimentation for multiple regression using ESPRT
---- one variation is periodic function ---
Katsunori Takeda, Tetsuo Hattori (Kagawa University, Japan)
Hiromichi Kawano (NTT Advanced Technology, Japan)
Tetsuya [zumi (Micro Technica Co., Ltd., Japan)

0S8-3 Continuous change point detection for time series images using ESPRT
Katsunori Takeda, Tetsuo Hattori (Kagawa University, Japan)
Hiromichi Kawano (NTT Advanced Technology, Japan)
Tetsuya [zumi (Micro Technica Co., Ltd., Japan)
Shinichi Masuda (C Micro Co., Ltd., Japan)

0OS8-4 DP method for structural change detection as optimal stopping
---- experimentation in multiple regression model ---
Hiromichi Kawano (NTT Advanced Technology, Japan)
Tetsuo Hattori, Katsunori Takeda (Kagawa University, Japan)
Tetsuya Izumi (Micro Technica Co., Ltd., Japan)

0OS8-5 Comparison of change detection methods for ongoing time series data
---- extended SPRT, Chow Test, extended DP ----
Hiromichi Kawano (NTT Advanced Technology, Japan)
Tetsuo Hattori, Katsunori Takeda (Kagawa University, Japan)
Tetsuya [zumi (Micro Technica Co., Ltd., Japan)
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11:05~12:05 GS8
[Human-machine cooperative systems & Human-welfare robotics 1]
Chair: T. Fuchida (Kagoshima University, Japan)

GS8-1 EMG control of a pneumatic 5-fingered hand using a Petri net
Osamu Fukuda, Jonghwan Kim (National Institute of Advanced Industrial Science and Technology,
Japan)
Isao Nakai, Yasunori Ichikawa (SQUSE Inc., Japan)

GS8-2 Haptic warning method on steering behavior for urgent lane change situation
Jae-Woo Sim, Chi-Hoon Shin (University of Science and Technology, Korea)
Young Woo Kim (Electronics and Telecommunication Research institute, Korea)

GS8-3 Depth calculation by using Face detection ASIC
Seung Min Choi (Electronics and Telecommunications Research Institute, Korea)
Jae-chan Jeong (University of Science and Technology, Korea)
Jaeil Cho (Electronics and Telecommunications Research Institute, Korea)

GS8-4 An experimental study on interactive reinforcement learning
Tomoharu Nakashima, Yosuke Nakamura, Takesuke Uenishi, Yosuke Narimoto (Osaka Prefecture
University, Japan)

13:15~14:45 GS2 [ Artificial life 1]
Chair: T. Arita (Nagoya University, Japan)

GS2-1 Improved artificial bee colony algorithm for large-scale optimization problems
Ryuta Gocho, Akihide Utani, Hisao Yamamoto (Tokyo City University, Japan)

GS2-2 Simulation of self-reproduction phenomenon of cells in two-dimensional hybrid-cellular automata
model
Takeshi Ishida (Nippon Institute of Technology, Japan)

GS2-3 A physics modeling of butterfly’s flight control by GA and ANN and its over-evolution problem
R. Ooe, I. Suzuki, M. Yamamoto, M. Furukawa (Hokkaido University, Japan)

GS2-4 Emergence of behavior intelligence on artificial creature in different virtual fluid environments
Keita Nakamura, lkuo Suzuki, Masahito Yamamoto, Masashi Furukawa (Hokkaido University,

Japan)

GS2-5 Behavior emergence of virtual creature living in complex environments
Kenji Iwadate, Ikuo Suzuki, Masahito Yamamoto, Masashi Furukawa (Hokkaido University, Japan)

GS2-6 Three-dimensional morphogenesis by cell division and death in viscoelastic amorphous computing
Eisuke Arai, Fumiaki Tanaka, Masami Hagiya (University of Tokyo, Japan)
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16:00~17:30 GS7  [Evolutionary computations]
Chair: P. Sapaty (National Academy of Sciences, Ukraine)

GS7-1 A study on efficient query dissemination in distributed sensor networks
- Forwarding power adjustment of each sensor node using particle swarm optimization -
Junya Nagashima, Akihide Utani, Hisao Yamamoto (Tokyo City University, Japan)

GS7-2 Evaluation of a competitive particle swarm optimizer in multimodal functions with complexity
Yu Taguchi, Hidehiro Nakano, Akihide Utani, Arata Miyauchi, Hisao Yamamoto (Tokyo City
University, Japan)

GS7-3 An effective allocation method of ZigBee sensor nodes using a discrete particle swarm optimizer
Ryota Saito, Hidehiro Nakano, Akihide Utani, Arata Miyauchi, Hisao Yamamoto (Tokyo City
University, Japan)

GS7-4 An implementation of probabilistic model-building coevolutionary algorithm
Takahiro Otani, Takaya Arita (Nagoya University, Japan)

GS7-5 Modeling and solution for optimization problems with incomplete information
-- A general framework and an application to cruising taxi problems --
Makoto Ohara, Hisashi Tamaki (Kobe University, Japan)

GS7-6 Prime number generation using memetic programming
Emad Mabrouk (Kyoto University, Japan)
Julio César Hernandez Castro (University of Portsmouth, UK)
Masao Fukushima (Kyoto University, Japan)

Room C

8:40~9:55 OS13 [Intuitive human-system interaction]
Chair: M. Yokota (Fukuoka Institute of Technology, Japan)
Co-Chair: T. Oka (Nihon University, Japan)

OS13-1 A High-speed 3D image Measurement Method
Ke Sun, Yundi Yao, Cunwei Lu (Fukuoka Institute of Technology, Japan)

0S13-2 3-D face recognition method based on optimum 3-D image measurement technology
Hiroya Kamitomo, Yao Xu, Cunwei Lu (Fukuoka Institute of Technology, Japan)

OS13-3 User study of a life-supporting humanoid directed in a multimodal language
T. Oka (Nihon University, Japan)
T. Abe (Nihon Computer Kaihatsu Co. Ltd, Japan)
K. Sugita, M. Yokota (Fukuoka Institute of Technology, Japan)

0OS13-4 A multimodal language to communicate with life supporting robots through a touch screen and a

speech interface
T. Oka, H. Matsumoto, R. Kibayashi (Nihon University, Japan)
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OS13-5 Some consideration on user interface switching functions for the weaker at IT
Shinichi Inenaga, Kaoru Sugita (Fukuoka institute of technology, Japan)
Tetsushi Oka (Nihon University, Japan)

Masao Yokota (Fukuoka institute of technology, Japan)

11:05~12:05 GS9
[Human-machine cooperative systems & Human-welfare robotics I1]
Chair: N. Okada (Kyushu University, Japan)

GS9-1 Crutch gait pattern for robotic orthosis by the feature extraction
In Hun Jang, Jun-Young Jung, Duk-Yeon Lee, DongWook Lee, Ho-Gil Lee, HyunSub Park
(Korea Institute of Industrial Technology, Republic of Korea)

GS9-2 Design of personal support system in telephone correspondence using smart phone
Hiroyuki Nishiyama, Fumio Mizoguchi (Tokyo University of Science, Japan)

GS9-3 Advanced networking and robotics for societal engagement and support of elders
Peter Sapaty (National Academy of Sciences, Ukraine)
Masanori Sugisaka (Nippon Bunri University, Japan)

GS9-4 Construction of the muscle fatigue evaluation model based on accuracy of power
Akihiro Suzuki, Norihiko Kato, Yoshihiko Nomura, Hirokazu Matsui (Mie University, Japan)

13:15~14:45 0OS9 [Computer vision and sound analysis])
Chair: Y. Yoshitomi (Kyoto Prefectural University, Japan)
Co-Chair: M. Tabuse (Kyoto Prefectural University, Japan)

0S9-1 Outdoor autonomous navigation using SURF features
M. Tabuse, T. Kitaoka (Kyoto Prefectural University, Japan)
D. Nakai (Kyoto Prefectural Subaru High School, Japan)

0S9-2 Facial expression recognition of a speaker using front-view face judgment, vowel
judgment and thermal image processing
T. Fujimura (Works Applications Co. Ltd, Japan)
Y. Yoshitomi, T. Asada, M. Tabuse (Kyoto Prefectural University, Japan)

0S9-3 Facial expression recognition of a speaker using vowel judgment and thermal image
processing
Y. Yoshitomi, T. Asada (Kyoto Prefectural University, Japan)
K. Shimada (Nova System Co., Ltd., Japan)
M. Tabuse (Kyoto Prefectural University, Japan)

0S9-4 A human-machine cooperative system for generating sign language animation using thermal image
processing, fuzzy algorithm, and simulated annealing
T. Asada, Y. Yoshitomi (Kyoto Prefectural University, Japan)

0S9-5 Music recommendation system using the time-series discrete wavelet transform and the fastICA
K. Horiike (Taka Dance Fashion Co., Ltd., Japan)
Y. Yoshitomi (Kyoto Prefectural University, Japan)
T. Tokuyama (Shofu Inc., Japan)
M. Tabuse (Kyoto Prefectural University, Japan)
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0S9-6 Music recommendation system aimed at improving recognition ability
H. Konishi, Y. Yoshitomi (Kyoto Prefectural University, Japan)

16:00~17:30 GS18  [Robotics I1]
Chair: E. Inohira (Kyushu Institute of Technology, Japan)

GS18-1 DEA various method used Restricted Multiplier DEA
Shingo Aoki, Ryota Gejima, Tomoharu Nakashima (Osaka Prefecture University, Japan)

GS18-2 Efficient distributed ontology management scheme for inference in surveillance networks
Soomi Yang (The University of Suwon, Korea)

GS18-3 Recovery technique from classified errors in adjustment tasks of domestic appliances
Akira Nakamura, Yoshihiro Kawai (National Institute of Advanced Industrial Science and
Technology, Japan)

GS18-4 A visual debugger for developing RoboCup soccer 3D agent
Y osuke Nakamura, Tomoharu Nakashima (Osaka Prefecture University, Japan)

GS18-5 Development of pulse control type MEMS micro robot with hardware neural network
Kazuto Okazaki, Tatsuya Ogiwara, Dongshin Yang, Kentaro Sakata, Ken Saito, Yoshifumi Sekine,
Fumio Uchikoba (Nihon University, Japan)

Room D
8:40~9:55 GS15  [Neural networks I1]
Chair: N. Kamiura (University of Hyogo, Japan)

GS15-1 Medical image diagnosis of lung cancer by revised GMDH-type neural network using various kinds
of neurons
Tadashi Kondo, Junji Ueno (The University of Tokushima, Japan)

GS15-2 Neural Network application using GPGPU
Yuta Tsuchida, Michifumi Yoshioka (Osaka Prefecture University, Japan)

GS15-3 Evaluation of an optimal design method for multilayer perceptron by using the Design of
Experiments
E. Inohira, H. Yokoi (Kyushu Institute of Technology, Japan)

GS15-4 A learning method for dynamic Bayesian network structures using a multi-objective particle swarm
optimizer
Kousuke Shibata, Hidehiro Nakano, Arata Miyauchi (Tokyo City University, Japan)

GS15-5 Remarks on folding behavior of mapping capability of neural network direct controller for

many-to-one plant
Takayuki Yamada (Ibaraki University, Japan)
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11:05~12:20 OS12 [Special environment navigation and localization ]
Chair: J. M. Lee (Pusan National University, South Korea)

0OS12-1 Optimal posture control of two wheeled inverted pendulum robot on a slanted surface
Youngkuk Kwon, Joonbae Son, Jacoh Lee, Jongho Han, Jangmyung Lee (Pusan National University,
Korea)

0S12-2 Efficient CAN-based network for marine engine state monitoring system
Junseok Lee, Yoseop Hwang, Jachan Jo, Jangmyung Lee (Pusan National University, Korea)

0OS12-3 Localization Algorithm using Virtual Label for a Mobile Robot in Indoor and Outdoor Environment
Kiho Yu, Mincheol Lee, Junghun Heo, Youngeun Moon (Pusan National University, South Korea)

0S12-4 Potential field method applied on the navigation of multiple mobile robots with limited ultrasonic
sensing
Chiyen Kim, Mincheol Lee, Junyoung Beak, Chibeom Noh (Pusan National University, South
Korea)

0OS12-5 Adaptive tuning of a Kalman filter using Fuzzy logic for attitude reference system
Taerim Kim, Joocheol Do, Eunkook Jung, Gyeongdong Baek, Sungshin Kim (Pusan National
University, South Korea)

13:15~14:30 GS17  [Robotics I]
Chair: D. W. Lee (Korea Institute of Industrial Technology, Korea)

GS17-1 Trajectory control of biomimetic robots for demonstrating human arm movements
T. Kashima, M. Iwaseya (Tomakomai National College of Technology, Japan)

GS17-2 A study on reinforcement learning scheme in cooperative network-systems of sensor nodes and
mobile robots
Koichi Hirayama, Akihide Utani, Hisao Yamamoto (Tokyo City University, Japan)

GS17-3 Towards the automation of cashew shelling operation
Son Doan Tran (Ho Chi Minh University of Technology, Vietnam)
Naoki Uchiyama, Suguru Kirita, Norifumi Yamanaka (Toyohashi University of Technology, Japan)
Phat Minh Ho (Ho Chi Minh University of Technology, Vietnam)

GS17-4 Research on the velocity variation method for precise motion transmission
Masaharu Komori, Jungchul Kang, Yukihiko Kimura, Fumi Takeoka (Kyoto University, Japan)

GS17-5 Towards the enhancement of biped locomotion and control techniques - walking pattern classification
Basak Yuksel (Mitsubishi Electric Corporation, Advanced Technology R&D Center, Japan and
Middle East Technical University, Turkey)
Kemal Leblebicioglu (Middle East Technical University, Turkey)
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16:00~17:30 GS13  [Mobile vehicles]
Chair: F. Dai (Tianjin University of Science & Technology, China)

GS13-1 Geometrical analysis and design of motion transmitting element for mobile vehicles
Masaharu Komori, Fumi Takeoka, Jungchul Kang, Yukihiko Kimura (Kyoto University, Japan)

GS13-2 Underwater unknown acoustic source localization based on Sound Propagation Loss: theory
analysis and simulation results
Han Zhang, Bin Fu, Chunhu Liu, Lian Lian (Shanghai Jiao tong University, China)

GS13-3 Position recognition system of autonomous vehicle via Kalman filtering
Dong Jin Kim (Pusan National University, Korea)
Jong 11 Bae (Pukyung National University, Korea.)
Kil Soo Lee, Dong Seok Lee, Yun Ja Lee, Man Hyung Lee (Pusan National University, Korea)

GS13-4 Dynamic modeling, stability and energy efficiency analysis of crab walking of a six-legged
robot (withdrawal)
Shibendu Shekhar Roy (National Institutes of Technology, India)
Dilip Kumar Pratihar (Indian Institutes of Technology, India)

GS13-5 Motion analysis of towed vehicle on survey system for deep sea
Kohei Oshima, Etsuro Shimizu, Masanori Ito, Sadanobu Omichi (Tokyo University of Marine
Science and Technology Japan)

GS13-6 Path planning of an autonomous mobile robot considering region with velocity constraint in real
environment
Tae Hyon Kim (Kyoto University, Japan)
Kiyohiro Goto (The University of Electro-Communications, Japan)
Hiroki Igarashi, Kazuyuki Kon, Noritaka Sato, Fumitoshi Matsuno (Kyoto University, Japan)

January 29 (Saturday)

8:00~ Registration

Room C
8:40~9:55 OS14 [Dynamical information processing in the brain}

Chair: H. Suzuki (The University of Tokyo, Japan)
Co-Chair: T. Kohno (The University of Tokyo, Japan)

0OS14-1 Signal transmission in multilayer asynchronous neural networks
Wataru Kobayashi, Makito Oku, Kazuyuki Aihara (The University of Tokyo, Japan)

OS14-2 A two-variable silicon neuron circuit based on Izhikevich model
Nobuyuki Mizoguchi, Yuji Nagamatsu, Kazuyuki Aihara, Takashi Kohno (The University of Tokyo,
Japan)

OS14-3 A three-variable silicon neuron circuit
Yohei Nakamura, Kazuyuki Aihara, Takashi Kohno (University of Tokyo, Japan)
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0OS14-4 Theory of mind in a microscopic pedestrian simulation model
Ryo Adachi, Kazuyuki Aihara (The University of Tokyo, Japan)

0OS14-5 A neural network model for categorical effects in color memory
Chihiro Imai (University of Tokyo, Japan)
Satohiro Tajima (Japan Broadcasting Corporation, Japan)
Kazuyuki Aihara, Hideyuki Suzuki (University of Tokyo, Japan)

10:30~12:15 0OS6 [Al-based systems for human awareness promotion]
Chair: K Hashimoto (Osaka Prefecture University, Japan)
Co-Chair: K. Takeuchi (Osaka Electro-Communication University, Japan)

OS6-1 A Survey of Al-based systems for human awareness promotion in meta-cognition
Kiyota Hashimoto, Kazuhisa Seta, Hiroshi Tsuji (Osaka Prefecture University, Japan)
Kazuhiro Takeuchi (Osaka Electro-Communication University, Japan)

0S6-2 A multilingual problem-based learning environment for awareness promotion
Ryusuke Taguchi, Katsuko T. Nakahira (Nagaoka University of Technology, Japan)
Hideyuki Kanematsu (Suzuka National College for Technology, Japan)
Yoshimi Fukumura (Nagaoka University of Technology, Japan)

0S6-3 An effective visualization of style inconsistencies for interactive text editing
Kazuki Shimamura, Kazuhiro Takeuchi (Osaka Electro-Communication University, Japan)
Kiyota Hashimoto (Osaka Prefecture University, Japan)

0S6-4 An intelligent meta-learning support system through presentation
Kazuhisa Seta (Osaka Prefecture University, Japan)

0Se6-5 A task ontology construction for presentation skills
Kiyota Hashimoto (Osaka Prefecture University, Japan)
Kazuhiro Takeuchi (Osaka Electro-Communication University, Japan)

0S6-6 Country domain governance: An analysis by datermining of country domains
Katsuko T. Nakahira, Hiroyuki Namba, Minehiro Takeshita, Shigeaki Kodama, Yoshiki Mikami
(Nagaoka University of Technology, Japan)

0S6-7 Extraction and comparison of tourism information on the web
Xiaobin Wu, Sachio Hirokawa, Chengjiu Yin, Tetsuya Nakatoh, Yoshiyuki Tabata (Kyushu
University, Japan)

13:10~14:40 0S20 [Embracing complexity in sensor system organization ]
Chair: Y. Ishida (Toyohashi University of Technology, Japan)
Co-Chair: Y. Watanabe (Nagoya City University, Japan)

K. Harada (Toyohashi University of Technology, Japan)

0S20-1 Performance evaluation of immunity-based statistical en-route filtering in wireless sensor networks
Yuji Watanabe (Nagoya City University, Japan)
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0S20-2 Improvement of immunity-based diagnosis for a motherboard
Haruki Shida, Takeshi Okamoto (Kanagawa Institute of Technology, Japan)
Yoshiteru Ishida (Toyohashi University of Technology, Japan)

0S20-3 Visualization of keystroke data and its interpretation
T. Samura, K. Tani (Akashi National College of Technology, Japan)
Y. Ishida (Toyohashi University of Technology, Japan)

0S20-4 Extraction of learning point by visualization of skill
Shihoko Kamisato, Yukihiro Mori, Nobuhiro Yamashiro, Kentaro Noguchi (Okinawa National
College of technology, Japan)
Yoshiteru Ishida (Toyohashi University of Technology, Japan)

0S20-5 Prediction of electron flux environment at geosynchronous orbit using neural network technique
Kentarou Kitamura, Yusuke Nakamura (Tokuyama College of Technology, Japan)
Masahiro Tokumitsu, Yoshiteru Ishida (Toyohashi University of Technology, Japan)
Shinichi Watari (National Institute of Information and Communications Technology, Japan)

0S20-6 A diagrammatic classification in a combinatorial problem: The case of a Stable Marriage Problem
Tatsuya Hayashi, Yoshikazu Hata, Yoshiteru Ishida (Toyohashi University of Technology, Japan)

15:00~16:45 0S22 [Robotics and pattern recognition]
Chair: C. Zhang (Tsinghua University, China)
Co-Chair: T. Zhang (Tsinghua University, China)

0S22-1 Application of the genetic algorithm on face recognition
Fengzhi Dai (Tianjin University of Science and Technology, China)
Ligiang Shang (Vestas Wind Technology (China) Co., Ltd, China)
Naoki Kushida (Oshima National College of Maritime Technology, Japan)
Masanori Sugisaka (Nippon Bunri University, ALife Robotics Co., Ltd, Japan)

0S22-2 Study on the disturbance rejection of Virtual Slope Walking by Stepper-2D Robot
Mingguo Zhao (State Key Laboratory of Robotics and System (HIT) and Tsinghua University,
China)
HaoDong, Naiyao Zhang (State Key Laboratory of Robotics and System (HIT), China)

0S22-3 A new method for mobile robots to avoid collision with moving obstacles
Yi Zhu, Tao Zhang, Jingyan Song (Tsinghua University, China)
Masatoshi Nakamura (Saga University, Japan)

0S22-4 Some thought for the Mckibben muscle robots
Huailin Zhao (Shanghai Institute of Technology, China)
Xiaoqing Jia (Shanghai Maritime University, China)
Masanori Sugisaka (Nippon Bunri University, Japan)

0S22-5 Vehicle 3D estimation based on time series images and prior knowledge
Haoyin Zhou, Tao Zhang, Changshui Zhang, Peng He (Tsinghua University, China)
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0S22-6 Automatic drawing of correct topographical distribution of EEG rhythms based on unified suitable
reference selection
Bei Wang, Xingyu Wang (East China University of Science and Technology, China)
Akio Ikeda (Kyoto University, Japan)
Takashi Nagamine (Sapporo Medical University, Japan)
Hiroshi Shibasaki (Takeda General Hospital Research, Japan)
Masatoshi Nakamura (Saga University, Japan)

0S22-7 Research on surface crack detection based on laser scanning and image processing techniques
Guangming Cai, Jiwu Wang, Mingcheng E, Wenliang Guo (Beijing Jiaotong University, China)
Sugisaka Masanori (Nippon Bunri University, Japan)

Room D
8:40~9:55 GS6 [Data mining]
Chair: J. S. Shieh (Yuan Ze University, Taiwan)

GS6-1 Development of motion analysis system using acceleration sensors for tennis and its evaluations
Takaya Maeda, Kenichirou Fuji, Hiroki Tamura, Koichi Tanno (University of Miyazaki, Japan)

GS6-2 Discriminate approach for data selection in data envelopment analysis
Akio Naito, Shingo Aoki (Osaka Prefecture University, Japan)

GS6-3 Proposal of recommender system simulator based on small-world model
Ryosuke Saga, Kouki Okamoto (Kanagawa Institute of Technology, Japan)
Hiroshi Tsuji (Osaka Prefecture University, Japan)

Kazunori Matsumoto (Kanagawa Institute of Technology, Japan)

GS6-4 Construction and analysis of purchase factor model by using creativity method
Kodai Kitami, Ryosuke Saga, Kazunori Matsumoto (Kanagawa Institute of Technology, Japan)

GS6-5 Developing a monitoring psychological stress Index system via photoplethysmography
Jiann-Shing Shieh', Yu-Ren Chiou (Yuan Ze University, Taiwan)
Shou-Zen Fan (National Taiwan University, Taiwan)

10:30~11:45 GS1 1 [Image processing II}
Chair: J. Wang (Beijing Jiaotong University, China)

GS11-1 Simple analog-digital circuit for motion detection and its application to target tracking system
Takuya Yamamoto, Kimihiro Nishio (Tsuyama National College of Technology, Japan)

GS11-2 Analog motion detection circuit using CCD camera based on the biological vision system and its
application to mobile robot
Yasuyuki Kondo, Takumi Yamasaki, Kimihiro Nishio (Tsuyama National College of Technology,
Japan)
Toshinori Furukawa (Kurashiki University of Science and the Arts, Japan)

GS11-3 Real-time visual target tracking for Augmented Reality (withdrawal)

Donghoon Lee (University of Science and Technology, Korea)
Inhun Jang, Hyunsub Park, Moonhong Baeg (Korea Institute of Industrial Technology, Korea)
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GS11-4 Detecting human flows on a road different from main flows
Mison Park, Joo Kooi Tan, Yuuki Nakashima, Hyongseop Kim, Seiji Ishikawa
(Kyushu Institute of Technology, Japan)

GS11-5 Study on the height measurement based on the image processing technique
Jiwu Wang, Weijie Gao, Yisong Wang (Beijing Jiaotong University, China)
Masanori Sugisaka (Nippon Bunri University, Japan)

13:10~14:40 OS21 [Learning control and robotics]
Chair: H. H. Lee (Waseda University, Japan)
Co-Chair: H. Ogai (Waseda University, Japan)

0OS21-1 A neuro PID control of power generation using low temperature gap
Kun-Young Han, Hee-Jae Park, Hee-Hyol Lee (Waseda University, Japan)

0S21-2 An efficient identification scheme for nonlinear polynomial NARX model
Yu Cheng, Miao Yu, Lan Wang, Jinglu Hu (Waseda University, Japan)

0S21-3 Traffic signal control of multi-forked road
ChengYou Cui, Mizuki Takamura, Hee-Hyol Lee (Waseda University, Japan)

0S21-4 Control design methods for platooning in robot car
Ryo Takaki, Xin Zhao, Harutoshi Ogai (Waseda University, Japan)

0S21-5 Building of reverse logistics model in reusable recovery and optimization considering transportation,
inventory, and backorder costs
Jeong-Eun Lee, Hee-Hyol Lee (Waseda University, Japan)

0S21-6 Advanced pipe inspection robot using rotating probe and image processing
Ryuta Oyabu, Kentarou Nishijima, Zhicheng Wang, Harutoshi Ogai (Waseda University, Japan)
Bishakh Bhattacharya (Indian Institute of Technology, India)

15:00~16:30 0S23 [Intelligent systems 1]
Chair: M. K. Habib (The American University in Cairo, Egypt)
Co-Chair: Y. I. Cho (University of Suwon, Korea)

0S23-1 Intelligent speech recognition filtering
Yong Im Cho (University of Suwon, Korea)

0S23-2 Multi robotic system and the development of cooperative navigation behaviors for humanitarian
demining
Maki K. Habib (The American University in Cairo, Egypt)

0S23-3 Development of Flexible Surgical Manipulator for Natural Orifice Transluminal Endoscopic
Surgery
Jungwook Suh, Hoseok Song, Kiyoung Kim, Jungju Lee (Korea Advanced Institute of Science and
Technology, Republic of Korea)

0S23-4 Swing-up and LQR stabilization of rotary inverted pendulum

Minho Park, Yeoun-Jae Kim, Ju-Jang Lee (Korea Advanced Institute of Science and Technology,
Republic of Korea)
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0S23-5 Intelligent information retrieval system
Young Im Cho (University of Suwon, Korea)

0S23-6 A study on real-time face verification and tracking with segmented common vector
Dongkyu Ryu, Minho Park, Ju-Jang Lee (Korea Advanced Institute of Science and Technology,
Republic of Korea)

Room E
8:40~9:55 GS14  [Neural networks I]
Chair: T. Yamada (Ibaraki University, Japan)

GS14-1 A study of SVM using the combination with online learning method and
Midpoint-Validation Method
Shingo Yamashita, Takeshi Yoshimatsu, Hiroki Tamura, Koichi Tanno (University of Miyazaki,
Japan)

GS14-2 Video object segmentation using color-component-selectable learning for self-organizing maps
Shin-ya Umata, Naotake Kamiura, Ayumu Saitoh, Teijiro Isokawa, Nobuyuki Matsui (University of
Hyogo, Japan)

GS14-3 Properties of localized oscillatory excitation on the non-linear oscillatory field
Ryota Miyata, Koji Kurata (University of the Ryukyus, Japan)

GS14-4 Multiple Granger causality tests for network structure estimation from time-series data
Hikaru Harima (Kyoto University, Japan)
Shigeyuki Oba (Kyoto University and Japan Science and Technology Agency, Japan)
Shin Ishii (Kyoto University, Japan)

GS14-5 A simulation study of visual perceptual learning with attentional signals
Satoshi Naito, Naoto Yukinawa (Kyoto University, Japan)
Shin Ishii (Kyoto University and RIKEN, Computational Science Research Program, Japan)

10:30~12:15 OS15 [Bio-inspired theory and application]
Chair: M. Yasunaga (University of Tsukuba, Japan)
Co-Chair: K. Yamamori (University of Miyazaki, Japan)

OS15-1 Study of computational performance of Genetic Algorithm for 3-Satisfiability problem
QingLian Ma, Yu-an Zhang, Makoto Sakamoto, Hiroshi Furutani (University of Miyazaki)

OS15-2 An adaptive resolution hybrid binary-real coded genetic algorithm
Omar Abdul-Rahman, Masaharu Munetomo, Kiyoshi Akama (Hokkaido University, Japan)

0OS15-3 Neural network with exponential output neuron for estimation of physiological activities from

protein expression levels
Kazuhiro Kondo, Kunihito Yamamori, Ikuo Yoshihara (University of Miyazaki, Japan)
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OS15-4 Asynchronous migration for parallel genetic programming on computer cluster with multi-core
processors
Shingo Kurose, Kunihito Yamamori, Masaru Aikawa, Ikuo Yoshihara (University of Miyazaki,
Japan)

0S15-5 Classification of species by information entropy and visualization by self-organizing map
Kentaro Nishimuta, Ikuo Yoshihara, Kunihito Yamamori (University of Miyazaki, Japan)
Moritoshi Yasunaga (University of Tsukuba, Japan)

0S15-6 Digital-signal-waveform improvement on VLSI packaging including inductances
H. Shimada, S. Akita, M. Ishiguro, N. Aibe (University of Tsukuba, Japan)
L. Yoshihara (University of Miyazaki, Japan)
M. Yasunaga (University of Tsukuba, Japan)

0OS15-7 Digital-signal improvement-method using Pareto optimization
S. Akita, H. Shimada, M. Ishiguro, N. Aibe, M. Yasunaga (University of Tsukuba, Japan)
I. Yoshihara (University of Miyazaki, Japan)

13:10~14:55 GS12 [Learning]
Chair: Y. G. Zhang (Academia Sinica, China)

GS12-1 Reinforcement learning with the mechanism of short-term depression for learning rate
S. Kubota (Yamagata University, Japan)

GS12-2 A method for finding multiple subgoals for reinforcement learning
Fuminori Ogihara, Junichi Murata (Kyushu University, Japan)

GS12-3 Temporal difference approach in linearly-solvable Markov decision problems
M. A. P. Burdelis, K. Ikeda (Nara Institute of Science and Technology, Japan)

GS12-4 Mutual learning of multi consciousness agent including the ego for autonomous vehicle
Atsunori Mori, Hirokazu Mastui (Mie University, Japan)

GS12-5 Reinforced learning by using a learned results of a different form robot
Nobuo Shibata, Hirokazu Matsui (Mie University, Japan)

GS12-6 The acquisition of sociality by using Q-learning in a multi-agent environment
Yasuo Nagayuki (Otemae University, Japan)

GS12-7 Effect of interaction between rules on rule dynamics in multi-group minority game
Takashi Sato (Okinawa National College of Technology, Japan)

15:00~16:00 GS20  [Robotics IV]
Chair: N. Uchiyama (Toyohashi University of Technology, Japan)

GS20-1 Design of the android robot head for stage performances

Dongwoon Choi, Dong Wook Lee, Duk Yeon Lee, Jun Young Jung, Hogil Lee (Korea Institute of
Industrial Technology, Korea)
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GS20-2 Implementation of IMU using wavelet transform and variable IR filter
Woojin Seo, Bongsu Cho (Pusan National University, Korea)
Jaehong Lee (Hyosung Industrial Machinery, Korea)
Kwang Ryul Baek (Pusan National University, Korea)

GS20-3 Development of crawler type rescue robot with slide mechanism
Go Hirano (Kinki University, Japan)
Seiji Furuno (Kitakyushu National College of Technology, Japan)

GS20-4 Proposal of intelligence module type robot that can exchange it in seamless
Shunta Takahashi, Kohei Miyata, Yuhki Kitazono, Lifeng Zhang, Seiichi Serikawa (Kyushu Institute
of Technology, Japan)

Room F

8:40~10:10 OS19 [Embracing complexity in natural intelligence]

Chair: Y. Ishida (Toyohashi University of Technology, Japan)

Co-Chair: T. Okamoto (Kanagawa Institute of Technology, Japan)
K. Harada (Toyohashi University of Technology, Japan)

0OS19-1 A systemic payoff in a self-repairing network
Masahiro Tokumitsu, Yoshiteru Ishida (Toyohashi University of Technology, Japan)

0S19-2 Effects of a membrane formation in Spatial Prisoner’s Dilemma
Yuji Katsumata, Yoshiteru Ishida (Toyohashi University of Technology, Japan)

0OS19-3 Extracting probabilistic cellular automata rules from spatio-temporal patterns and analyzing
features of these rules
Takuya Ueda, Yoshiteru Ishida (Toyohashi University of Technology, Japan)

0S19-4 Emergence of observable rules in a spatial game system
K. Harada, Y. Ishida (Toyohashi University of Technology, Japan)

0S19-5 An artificial intelligent membrane for detect network intrusion
Takeshi Okamoto (Kanagawa Institute of Technology, Japan)

0S19-6 A dynamic Houjin (square) and a symmetric Houjin
Yuki Tsuzuki, Yoshiteru Ishida (Toyohashi University of Technology, Japan)

10:30~12:15 OS16 [Biomimetic machines and robots]
Chair: K. Watanabe (Okayama University, Japan)
Co-Chair: K. Izumi (Saga University, Japan)

OS16-1 Basic position/force control of single-axis arm designed with an ultrasonic motor
Keisuke Ogiwara, Fusaomi Nagata (Tokyo University of Science, Japan)
Keigo Watanabe (Okayama University, Japan)

0OS16-2 Cooperative swarm control for multiple mobile robots using only information from PSD sensors

Takahiro Yamashiro, Fusaomi Nagata (Tokyo University of Science, Japan)
Keigo Watanabe (Okayama University, Japan)
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0S16-3 Control of movement on stairs for a cleaning robot
Takahisa Kakudou, Keigo Watanabe, Isaku Nagai (Okayama University, Japan)

0OS16-4 Jumping rhythm generator by CPG for a multi-legged robot
Masaaki Ikeda, Kiyotaka Izumi (Saga University, Japan)
Keigo Watanabe (Okayama University, Japan)

0OS16-5 A bearing-only localization solved by an unscented Rauch-Tung-Striebel smoothing
Saifudin bin Razali, Keigo Watanabe, Shoichi Maeyama (Okayama University, Japan)

0OS16-6 Trajectory tracking control for nonholonomic mobile robots by an image-based approach
Tatsuya Kato, Keigo Watanabe, Shoichi Maeyama (Okayama University, Japan)

0OS16-7 A nonholonomic control method for stabilization an X4-AUV
Zainah Md. Zain, Keigo Watanabe (Okayama University, Japan)
Kiyotaka Izumi (Saga University, Japan)
Isaku Nagai (Okayama University, Japan)

15:00~16:00 GS1  [Artificial intelligence]
Chair: T. Nakashima (Osaka Prefecture University, Japan)

GS1-1 Adaptive co-construction of state and action spaces in reinforcement learning
Masato Nagayoshi (Niigata College of Nursing, Japan)
Hajime Murao, Hisashi Tamaki (Kobe University, Japan)

GS1-2 Autonomous acquisition of cooperative behavior based on a theory of mind using parallel Genetic
Network Programming
Kenichi Minoya, Takaya Arita (Nagoya University, Japan)
Takashi Omori (Tamagawa University, Japan)

GS1-3 A comparison of learning performance in two-dimensional Q-learning by the difference of Q-values
alignment
Kathy Thi Aung, Takayasu Fuchida (Kagoshima University, Japan)

GS1-4 Robot path planning in unknown environment based on ant colony algorithm
Cu Xuan Tien, Young Sik Hong (Dongguk University, South Korea)
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Development Outline of the HUBO?2

Jun Ho Oh
Humanoid robot research center, Korea advanced institute of science and technology

Mechanical Design — Bady design

High stiffness with
light weight

Over all weight is
about 41kg including |[EE=l]

exterior case

Development Outline of the
HUBO2

Avoid cantilever
like structure
40 DOF

Prof Jun Ho Oh
Humanoid Robot Research Center, nwubo Lab KAIST

Korea Advanced Institute of Science and Technology e, ——

| _kaist |
Mechanical Design — Light weight arm

Light weight arm design

Mechanical Design — Body desig

Hezd
Shoulder 3x2=6 3x2=8 exterior case): S1kg
Elbow 1x2=2 1x2=2 30% weight reduction
Wizt Im2=6 3x2=6 compare to the HUBD
Harnd 5x2=10 5x2=10
Lower bogy TForso 1 &5
Hip 3x2=6 3x2=86
Knes 1x2=32 1x2=2
e 2x2=4 2xk=4
Total DOF 41 20
Total Weight {Kg) 65 a5

Bubo Led |_kaisT
Mechanical Design — Body design

I T R

Mechanical Farts  Frame 11.000 Actuators are located to upper arm closely to reduce rotation
Harmonic Drive 7.937 al momentum
1 rotational and 2 linear motors for wrist mechanism
Pdotor 7421
Simple structure
case 5.500

It is possible to move up and down with 3Hz frequency.

Electrical Parts controller (Maotor = Sensor)  3.439

Battery 2.896
PC [ZEA} 1.420
; HUBD 3.0 kg HUBO - 0.113 kgm?
Wire 1.500 Elbow - 1 375.5 mm HUBOZ - 1.45 kg
28% red: 1 HUBOZ : 0.045 kgm*
Total 41113 Wwrist : 3
Hubo Lob KAIST Hubo Lab K.m5'r

Mechanical Design — Light weight arm

It is possible to move up and down with 3Hz frequency.
7 DOF

Mechanlcal De5|gn Light weight arm

Hubo Lab I(AIST

Hubo Lab I(MST
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Mechanical Design — Adaptive hand

Mechanical Design — Adaptive hand

Functional hand mechanism

Various wrist movements

design
1 motor ffinger
Tendon drive system
Shape adaptive grasping
Compact size

Hubo Lab

P ok Besmare Couset

Mechanical Design — Adaptive hand Mechanical Design — Adaptive hand

W ;?OM%‘ D =

CAN Communication

]

FIT Sansor  Rats Gyro Acc, Etc.
Hubo Lab KAIST KAIST

Electrical Design — BLD

Electrical De Sensors

IMU[Inertia Measurement Unit)
High power 2ch BLDC motor controller

90mm x 95mm size 2ch 48V BLDC motor controller

3 Gyro + 2 Inclinometer
10Hz Bandwidth
Tl DSP 320F2811 (150MHz CPU Clock)
2ch encoder input, CAN communication interface, GPIO and ADC
Direct or indirect current measurement (for torque control}
Direct current measurement using ADC
Indirect current measurement using observer
Controller and motor protection wsing over current block function
CAN ID setting using DIP switch

3-axis force-torque
sensor

Maximum load: 1000N

Maximum moment: 30
Nm

It has the function that automatically return to the initial position usin
g limit sensor.

Hubo Lab KAIST

Wmard Bt s e Coaset

ion
104 BUS N N N N
ﬂr Real-time control in Windows environment:
- we have used RTX HAL Extension software to realize real-time control
Vision CAN Interface PC (Windows)
. C..Aussmmunication
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Electrical Design — Other electrical parts

PC module
PC-104 type Intel 1GHz CPU
2ch CAN, Wireless lan, sound port, USB and so on
Power distribution module
Selectable external power or internal battery
4BV to 48V, 12V and 5V

Battery module

Lithium-lon Polymer
48 Volt — 8 Ampere

uu_bq |.(_1l_) KAIST

Electrical Design — er electrical parts

Hubo Lab

Stretched Leg Walking Algorithm — ivation
Pelvis height is varying.

*  Advantage

—  Similar o human walking

— Reduction of load an actuztor
—  Efficiert walking in 3 point af view O W

(energy. saeed) L

i
/
+ Disadvantage ‘jl »x
i
|

—  Singularity problem to solve iverse

kinematics i
—  Large larding impact. = ,_u'_|
Hubo Lab KAIST

Stretched Leg Walking Algorithm — Experiment

Energy consumption per each step.

Step Length Bent knee walking stretched leg E2/E1
(E1) walking (E2)

200mm 741 s14() 83%
2.04{a) 1604}

300mm 1480 1) 3.4(1) 56%
3.65 (2] 2.15(8)

stretched leg walking is mere EFFICIENT than bent knee walking. |

ﬂu_bt_) qu KAIST

wwh Coome

Stretched Leg Walking Algorithm — Experiment
0.836 T‘ i I

b F

H_u!_::(_} L(_Il;l KAIST

Running algorithm
Running Pattern Generation
3] y-directional Pattern Genaration in the Frontzl Plane
. Fona )= A S + Py
Momentum Control
Apalying hip-rall juine trajecterics,
. =mzopt ool joist rojoctarion ip
Poincars foctories
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Data-driven Two Degree-of-Freedom Control for a Micropump and
Microneedle Integrated Device for Diabetes Care

Ruoting Yang*, Mingjun Zhang**, and Tzyh-Jong Tarn*

* Department of Electrical and Systems Engineering, Washington University, St. Louis, MO, 63130, USA

e-mail: ryang@wustl.edu, tarn@ese.wustl.edu.
**Department of Mechanical, Aerospace and Biomedical Engineering, University of Tennessee, Knoxville, TN, USA.
email: mjzhang@utk.edu.

Abstract: This paper presents a dynamic model for a micropump and microneedle integrated system for diabetes care. A
novel data-driven two degree-of-freedom control mechanism is proposed for regulating blood glucose concentration to
shorten regulating time while maintaining the stability of the system in the presence of model uncertainties and
unexpected disturbances. Exact feedforward linearization, gain scheduling, and data-driven planning technique are
applied to improve regulation performance as well as robustness. Simulation results indicate that the proposed control

has great potential in drug delivery problems.

1 Introduction

Diabetes mellitus is a disease in which the patient has
difficulty regulating blood glucose. Diabetes may affect
the functioning of many physiological systems, causing
everything from retinopathy and circulatory problems,
to nephropathy and heart disease. While diabetes can be
treated with insulin, the dosage of insulin must be
strictly regulated - excess insulin can cause
hypoglycemia, whereas insufficient insulin can cause
hyperglycemia.

Fig. 1 shows a schematic drawing of a insulin
infusion microdevice consisting of a piezoelectric
micropump, multiple silicon microneedles, an insulin
reservoir, a membrane, wireless telemetry, and a remote
control component. This control system regulates blood
glucose levels by driving the piezoelectric micropump
based on glucose sensor measurements. Very generally,
sensor readings are passed via wireless telemetry to the
controller, which then drives the micropump, causing
the release of insulin from the reservoir, through the
microneedles into the patient’s bloodstream.

The challenges of controller design mainly come
from three areas. First, these systems usually have
serious nonlinearities, which are poorly estimated by the
corresponding linearized systems. Second, the output
measurements often have large model uncertainties,
disturbances, and slow sampling rates. Third, in the
event of an accidental insulin overdose, there is no way
to retrieve the insulin to avoid hypoglycemia.
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ollow Microneedle Array

Wireless

Controller

Fig. 1 A schematic drawing of a micropump and
microneedle integrated for controlled insulin delivery

Recently, advanced control mechanisms have been
applied for glucose control, including PID [1, 2], model
predictive control [3, 4], and robust control [5], among
others [6]. However, the regulating time that draws the
blood glucose concentration from a high level to the
basal level is still too long for all these methods. In this
paper, we propose a new data-driven feedback and
feedforward integrated 2DOF (Two Degree-Of-
Freedom) control mechanism to shorten regulating time
while maintaining the stability of the system in the
presence of model uncertainties and unexpected
disturbances. As shown in Fig. 2, the 2DOF control
method contains two parts: (1) the feedforward control
provides the nominal control to rapidly drive the system
towards the desired goal; (2) the feedback control
stabilizes the system. It has been proven that the 2DOF
controller performs better than controllers that only use
feedback under reasonable model uncertainty[7]. The
2DOF control mechanism is said to be time-based if the
reference trajectory is given by a time-driven planner. In
contrast, a data-driven 2DOF control mechanism



utilizes a data-driven planner to generate the reference

trajectory.
Zd Vd
Data- HF{.;— u ¥
driven Tpp o -5 T
Planner A
urp

Zep

AL

oDt

Action reference |<—‘—

Fig. 2 The schematic of data-driven 2DOF method. Z¢x
is the feedforward controller, Xpg is the feedback
controller, and Xpr is the coordinate transformation
between the flat output reference z, and the output y,.
The data-driven planner is driven by an action reference
s generated by the output measurement, instead of
driven by time.

The data-driven 2DOF control uses exact

feedforward linearization and gain scheduling methods,
instead of exact feedback linearization, to improve
robustness to model uncertainties, while has the same
regulation performance. In addition, we use a data-
driven planning technique, which can further improve
robustness towards model uncertainties and unexpected
disturbances in comparison to the other 2DOF controls.
While the data-driven planner aids in robustness, it is
also advantageous compared to other planning
approaches because it does not need to replan and
regenerate the reference trajectory at every sampling
time instant [8]. Since the action reference parameter is
calculated nearly at the same rate as the feedback
control, the planning process is adjusted rapidly, which
enables the planner to handle unexpected disturbances
within one control execution sampling time.
This paper is organized as follows. Dynamics modeling
of the microdevice is introduced in Secion II. The data-
driven 2DOF control mechanism is discussed in Section
II-V. Computer simulation is conducted in Section VI.
Conclusions and future work are discussed in the final
section.

2 Dynamics modeling

2.1 The micropump
The piezoelectric diaphragm displacement pump can
be modeled as follows [9],

_3a'(5+2u)(1- w)d,V,

AVol >
4h”(3+2u)

, M
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where AVol is the volume change and V, is the
voltage applied to the lead zirconate titanate film with
piezoelectric coefficient dy3 = 3x107'°m/N and Poisson's
ratio 4 = 0.3. The thickness and the radius of the
membrane are 4 and a, respectively.

Papers [10] and [11], demonstrated that the flow rate
increases linearly at low actuating frequencies. When
the actuating frequency exceeds a critical value, though,
the flow rate does not increase and may even decrease
sharply. As a result of this electro-mechanical-fluid
coupling, the membrane deflects in an undesirable way
at high frequencies[12].

If a voltage signal with changing polarity drives the
micropump, then the flow rate can be approximated as a
linear function with respect to the voltage and the
actuating frequency at low frequencies.

Opumy Vo /) = 2f AVol = 4, [V, 2

where 4, = 6a*(5+2u)(1- p)d,;/Ah° 3+2u) is a
constant coefficient.

If, for example, Vo= 1.5 V, a = 100 um and h = 10
um then according to equation (1), we will have AVol
=3.675x107 ul. Assuming that the micropump is driven
at 100 Hz, equation (2) gives the pumping speed as
0.735 ul/s.

2.2 Microneedle

Microneedles are attractive for medical applications
in that they are able to provide painless drug transport
pathways while at the same time largely reducing the
risk of infection at injection site.

The volume flow rate of a microneedle can be
expressed as

Qneedle =AP /R, 3)

where AP is the pressure drop across the channel, and
R is the channel resistance for a circular channel,
where

R =8ulL | m*, 4)

In equation (4), u is the fluid viscosity, while L and r are
the channel length and radius, respectively. We choose
a straight microneedle with 100/30 um outside/inside
diameter.

Because the tatal resistance of a microneedle array is
often smaller than the sum of the individual channel



resistances, a high needle density increases the

volume flow rate as follows,
Qneedle = AP/ des (5)

where k, is the discount coefficient.

The microneedle array is not sufficiently large to
allow free flow, but it is large enough not to cause
significant resistance. Ma et al. [13] showed that for
microneedles, the flow rate is nearly linear to the
actuating frequency at low frequencies. As a result, it is
reasonable to assume that the microneedle array does
not impede the flow from the micropump.

2.3 Microsensor

One of the major glucose sensors is the amperometric
sensor, which determines the solution concentration by
measuring the current generated during a chemical
reaction. The amperometric sensor can be modeled as
follows [14]:

I, =-cI,+c¢G+0S, (6)

K sig
GS = CF(Isig_ OS)a (7)

where Gs and G are the sensor and blood glucose level,
respectively., /i, is the sensor signal,, CF is the
calibration factor and OS is the offset current. The
sensor sensitivity is characterized by the ratio of ¢; and
C,

The sensor glucose model can be rewritten as

G, =—¢,Gg +¢,CF-G+CF(1-c,)0S8
=-6,G, +6,G+OF, (8)
where 6, =c¢,, 0,=cCF ,and OF =CF(1-c,)0S.

2.4 Glucose-insulin Kinetics

Shimoda’s three-compartment model [15] can be
used to describe the kinetics of either regular insulin or
a monomeric insulin analog supplied as a continuous
subcutaneous infusion.

Q1 = _le +u (9)
Qz =—(p+0)Q, + kO, (10)
I=—k,(I~i)+pQ,1V, (11)
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Here O, and O, stand for the insulin masses at the
injection site and the intermediate site, respectively. 7 is
the plasma insulin concentration with the basal value i,.
u is the subcutaneous insulin infusion rate. k£ and p are
the transition rate constants, and o and k, are
degradation decay rates. The parameter V; stands for the
plasma distribution volume.

The minimal model [16] has been widely accepted as
the fundamental model to describe insulin-glucose

interactions:
G=-XG+PR(G,-G)+GI (12)
X=-PX+P(I-1,), (13)

where G is the plasma glucose level (with basal value
G}), X is the interstitial insulin concentration, G/ is the
intravenous glucose uptake, P; is a coefficient for
glucose effectiveness, and P;/ P, is a measure of insulin
sensitivity [16].

Combining all subsystems and letting x; = S — OF / 6,
X2=G—-Gp,x3=X, x4 =11y, xs = 05, x¢ = Oy, and 64
= p / V;, we have the following sixth-order nonlinear
model. The meaning of the parameters are summarized
in the Table I.

X, =-0x,+0,x,

x, =—(x, +G,)x; — Ax, + GI

X, =—-Px, +PBx,

x, =0x,—k,x,

X, = kx, —(p+0)x;

Xg = —kx, +u

y=x, (14)

subjectto 0<u(t) <10U/h and y(t) =75 mg/dL.

The input u=CVj, is a linear function of the applied
voltage ¥, according to the arguments presented in
subsections A and B. In order to simplify the
presentation, let us assume C = 1.
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TABLE 1: Physical variables in the dynamic models

Symbol Description
x1(mg/dL) sensor measured plasma glucose level
x2(mg/dL) plasma glucose level
xy(min) interstitial insulin
x4(mU/L) plasma insulin level
xs(mU/Kg) insulin mass at intermediate site
x¢(mU/Kg) insulin mass at the injection site
Py(min") glucose effectiveness
P3/ Py(L/ mU)  insulin sensitivity
VAL/Kg) plasma distribution volume
u(mU/Kg/min)  insulin infusion rate
Gy(mg/dL) basal plasma glucose level
is(mU/L) basal plasma insulin level
OF calibration factor
oS offset current
c/c sensor sensitivity

Consider a class of nonlinear systems

x=f(xu) (15)
y=hx) (16)

with state z € R", input v € R™ and outputy € R™ .
In equations (15)-(16), we assume that the vector field
flx,u) and the function /(x) are smooth.

The glucose control problem is to regulate the blood
glucose concentration from a high level to the basal
level. Exact feedback linearization based nonlinear
controls [17] can have good performance, however,
these methods are sensitive to model uncertainties and
disturbances, which is a big issue in glucose control
problem. As a result, we will apply exact feedforward
linearization technique based on differential flatness,
which is more robust to the feedback linearization[18].
The feedforward linearization problem is to design a
control u, to track a smooth reference trajectory
connecting two stationary setpoints (i), x) y,) and
(uy, x;,yy) within a finite time interval ¢ € [0, T7.
The control and state variables satisfy the following

relationships
(g, %) S (xug) =0, vy = h(x), a7
(g )2 f (o) = 0,y = h(xp). (18)
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2.5 Differential flatness
Definition [19, 20]: A system is said to be
differentially flat if there exists a set of m differentially

independent variables, z = [2,..., z,,|° such that
z=C(x,u,1t,...,u”), (19)
x=A(z,2,...,2*),and (20)
u=B(zz,...,2""), (21)

where A, B, and C are smooth functions of their
arguments at least in an open subset of R"""#*D R™@*D,
and R™*™) respectively. A vector z which satisfies the
above equations is called a flat output, and then the
output vector can be written with respect to the flat
output,

y=h(x)=h(A(z,2,....2). (22)

All flat systems can be transformed into a normal
form

. 23
g, =g @)

& = (& ut,..u'™), fori=1,...,m

via the Brunovsky state [21]:
f = (51175219"'75;}' 9512""952 )""flmﬁ"‘9§::)T9 (24)
where Z:';ri =n.
By Delaleau and Rudolph [21], for the set of algebraic
equations
a, (& u,i,...,u') = v, (25)
there always exists a solution

u=0(&v,v,..v""), (26)

where v=[v,..,v, ] and o =max(c,).
For example, consider a MIMO system

X, =X, +uy, 27)

X, =X, +xu, (28)



X, =X, +u,. 29)
Set the Brunovsky state: & =(x,,x,,X,) . Then the
MIMO system can be transformed into

& =&+, (30)

E =&+ Euy +u + Ey +u,. 31)
As aresult,

w=¢-£ (32)

= =5 -5)-8E -5, (33)

In fact, differential flatness is equivalent to dynamic
feedback linearization on an open and dense set using a
class of invertible dynamic feedbacks [20]. For SISO
systems, a differentially flat system is equivalent to a
static feedback linearizable system [22]. Fliess et al.
[20] has proved that a flat system is controllable.

Hagenmeyer and Delaleau [18] showed that if the
desired trajectory is in close proximity to the initial
condition x,, i.€.,

[ - Az 2400028 < 0, (34)
then after applying the exact feedforward linearization
control

u:®(§d7vd=‘.}da"'ﬂvgla) > (35)

the MIMO nonlinear system (23) is equivalent to the
Brunovsky normal form (Proposition 1, [18]).

¢l =¢) G6)
$l=¢

2.6 Two degree-of-freedom Control

As shown in Fig. 2, the 2DOF controllers contain two
components: feedforward control providing nominal
input, and feedback control ensuring stability. The
addition of feedforward controllers can improve the
tracking performance when compared with the use of
feedback controllers alone under acceptable model
uncertainties, and thereby, significantly shorten the
regulating time. However, model-based feedforward
controllers alone cannot resist large model
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uncertainties[23], feedback controllers have been
employed in conjunction with feedforward to reduce
uncertainty-caused errors, such as sliding mode control
[24], backstepping control[25], and PID control [18]. In
this paper, we propose a 2DOF controller described as
follows:

u= ®(§d9vd".}d""’vd(a)) TK(ENE-S,), (B7)

where K(¢) is a scheduled gain. The gain scheduling
control is designed to compensate unknown model
uncertainties and avoid singularity problem, which often
occur when using linearization techniques [26, 27].
Several gain scheduling methods[8] can be chosen
dependent on the system requirements. These include
hard switching, linear interpolation, and switching with
hysteresis.

The 2DOF method improves the robustness of the
conventional feedback linearization[17], which is very
sensitive to model uncertainties. The feedback
linearization technique exactly cancels nonlinearities via
state feedback, while the 2DOF control method uses
exact feedforward linearization (35), which is known to
be more robust than feedback linearization in terms of
model uncertainties[18].

In the next section, a data-driven planning technique
will be presented to further improve robustness towards
both model uncertainties and unexpected disturbances.

3 Data-driven Planner

The 2DOF control can have better tracking
performance than the use of feedback control alone in
the presence of acceptable model uncertainties.[7] In
reality, model uncertainties and unexpected disturbances
can be large and result in substantial deviation of the
output trajectory from the predefined planning trajectory.
The time-driven 2DOF control often deteriorates this
deviation, since the time-driven planner cannot stop, but
instead continues to gives offline-computed values as
time evolves. This fact will lead to poor performance,
and even instability. The data-driven planner, however,
refers to the current output and the planning trajectories
‘stop” and ‘wait’ the system recovered from the
disturbances. As a result, the data-driven 2DOF
controller will not deteriorate the substantial deviation
created by the model uncertainties or disturbances.

As shown in equation (17)-(18), we need plan a
sufficiently smooth reference trajectory connecting an



initial setpoint and a terminal setpoint in the time
interval 7, and then use this trajectory to develop a exact
feedforward linearization control (35). The sufficiently
smooth reference trajectory (Fig. 3 the dotted curve) can
be constructed using a polynomial series [28] as follows,

2r+1

yd(t):yo+(yr_yo)z a.(t/T)/’te[O,T], (33)

j=r+l J

where r is the relative degree [17] of the nonlinear
system (15)-(16), and

G ey
LG =+ )2+ 1= )

j=r+1,---,2r+1.
(39)

Alternatively, we can use an exponential function (Fig.
3 the solid curve),

¥ = =y)t/b+1)e™ + yp, (40)

where b= T/ 10.

60 70 80 90 100

Fig. 3 Polynomial planner (dotted) v.s. Exponential
planner (solid). In this illustratrion, we choose T = 100,
Vo= 10 andyT: 0.

These reference trajectories y,(f) are sufficiently
smooth, yet steep. As shown in Fig. 4(a), if an
unexpected disturbance is applied over a short time
period Af, the output error y() - v,(f) grows sharply, as
does the state error e = x — x,. According to [18] and
equation (34), the feedforward control u; will fail to
translate the nonlinear system into a normal form. This
problem occurs because the time-driven planning
trajectory refers to the reference trajectory at time
instant ¢, ie., y[f). As a result, the time-driven
feedforward control can have poor tracking
performance, which may even lead to instability.

The data-driven planner [29, 30] is a closed-loop
planner (Fig. 2) driven by an action reference, s, which
is a non-time scalar factor generated by measurement
data. As shown in Fig. 4(b), a simplified data-driven

reference trajectory refers to the reference trajectory in
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the output level, i.e., y,(y). The output error is zero and
the corresponding state error is much smaller than the
state error generated when using time-driven planning.
As a result, the feedforward controller can guarantee
good tracking performance. Theorem 1 gives a
sufficient condition for stability of the data-driven
control approach. Very generally, this theorem implies
that the stability of data-driven control is at least the
same as the stability of the time-driven control.
Moreover, in contrast to other planning approaches
[8], the data-driven planner need not replan and
regenerate a reference trajectory at every sampling time
instant. In fact, the action reference parameter is
calculated nearly at the same rate as the feedback
control, meaning that the planning process is adjusted
rapidly, enabling the planner to handle unexpected
disturbances within one control execution sampling
time.
Theorem 1 [30]: If the nonlinear system (15)-(16) is
asymptotically stable with a time-driven controller u(¢),
and the event s is monotonically increasing (or non-
decreasing) with time ¢, i.e.,

ds/dt>0 (ords/dt>0), @1

Then this system is asymptotically stable (or stable)
under the data-driven controller u(s).

A AV

IZ 0 yot)
£ ' e
i !
I /
- y(0)
4 t

\)

(b)

Fig. 4 Time-driven versus data-driven planning
trajectory. A time-driven planning trajectory refers to the
time instant ¢, while a data-driven planning trajectory
refers to the output level y.

The data-driven planner develops a relationship
between the output y and its derivatives y,¥,..., and
. The exponential reference trajectory is easier to
analyze than the polynomial trajectory, although yr can
only be approximately reached in time 7. Given the
output y, the time ¢ can be calculated from equation



(40) directly.
t'b+1=W, (42)

where W =W (-1,(y; —»)/(¥, —y;)e) isthe -1 branch
of the Lambert W function, which is the solution of the

function (v, —y)/(y, =y, )e=We" From these
equations, the first order derivative y(¢) is
(O = (v =y )W +1)e" " /b, (43)

If the output monotonically decreases with ¢, the event S
is defined as

S=yo-y;8 =0, (44)
Thus, the derivatives of y can be written as functions of
S’

P(8) = (v =y)W(S)+1)e" P /b, (45)

PO(8) == (8)+ 26y () /B, 1> 2, (46)

F(S) = ~[¥(S) = yr +2b9(8)]/ b7, (47)
where 17 (S) = W (~1,[y; = ¥($)1/(3, = y,)e).

Keeping in mind that the output y(f) may suddenly
increase because of a short unexpected disturbance, we
examine the effect of this disturbance on the event S. In
order to keep the monototically nonincreasing condition
required for Theorem 1, as shown in Fig. 5, the event S
first increases as y decreases, but then stops evolving
after y reaches a valley y.. S resumes evolution again
only after y returns to the level of ..

v

S{J

Sevolves

-

i
=

S resumes

to ?’glve

¢

-
-

Ye

S stop evolving

Fig. 5 The event S stops growing until y is recovered
from the disturbance.
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4 Control Application

In this section, we will constuct flatness-based
feedforward control for the insulin delivery system (14).
The output is z =x,, so the states can be described as
functions of z, ..., z"

X =z,
x, =(tz+2z)/p,

X, =—(x, + B(x, —G,))/x,,
x, =(x; + Bx, + Pi,)/P,
x5 = (8, + &, (x, =5,))V,/p,
Xs = (X5 +(p+0)x;)lk.

In this case, the input also is a function of z,z,...,z"",

since
u =X, +kx, (48)
Hence, the system (14) is differentially flat.
The 2DOF controller can be written as
u=0(&,)+K(z)PD(e), (49)

where K(z) is a hard-switching scheduled gain, and
the state &, =[z,,%,,...,z,'"] . The PD controller is

PD(e)=K,(z—2,)+K,(:~2,) . (50)

The feedforward control u,= ©&(,) can be computed as

X, = (& +6,£)/6,,
D=-1/(x,, +G,),
f31 = [fzz 'H?le]D,

Xy, = [%y + (B +x3,)%, 1D,

Xy3 = [X, + (B + X)Xy + 2%, %, |D,
X3y = [Xps5 + (B +X3))%,, +3X3,X; +3X3,X, 1D,
Xys = [Xps + (B +X5,)%,5 + 44X, Xy, + 0X33Xy; +4X3, X, 1D,
X, = (% +BX)P,
%, = (%, +k.X,)/6,
X, = (X +(p+o)x, )k,
O(S,) = Xg, + kxg,.
(51)

10



5 Simulation Results

To demonstrate the effectiveness and robustness of
the data-driven 2DOF control algorithm, we test
different cases by computer simulation using Matlab
and Simulink. The system parameters are set as Table II.

Table 2: System Parameters Used In The Simulation

Parameters Value Parameters ~ Value
P, 0.003082 ke 0.267
P, 0.02093 0, 0.33
P, 0.00001282 6, 0.33
G, 85 iy 0

0 0.0125 P 0.25
k 0.25 Vi 0.21

5.1 Test of robustness
First of all, the robustness of the data-driven 2DOF
control method is tested by a couple of cases.

Case 1: Various initial glucose input

Initial glucose inputs range from 5 to 40 mg/min at 6
- 11 min and the BGL(blood glucose level) is sampled
every 5 min. When the data-driven 2DOF control is
applied, the BGL converges to the basal level in 80 -
130 min, and remains above the minimal level. The
magnitude of the insulin infusion rate grows as the
initial glucose input increases. The maximum insulin
infusion reaches 7 U/h, which is under the constraints.

Initial glucose uptake

< 3007 50

[=:]

E —

T — 0 J

o0 = D 2 40

- ===

@

w =

Q —

S 100t

E oA 4 . . .
g [ 50 100 150 200
Basal Minimal Time(Min)

Level Level

Fig. 6 The data-driven 2DOF control approach is tested
by various initial glucose input, the BGL converges to
the basal level in 80 - 130 min, and remains above the
minimal level.

Case 2: Various sampling interval
Two glucose inputs 40 and 3 mg/min are administered
at 6 - 11 min and 17 - 26 min, respectively. The BGL is
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sampled from 5 to 20 min. The BGL converges to the
basal level in 130 - 160 min. Clearly, the proposed
method can control blood glucose levels even for a 20
min sampling interval, which would cause poor
performance in most feedback-based controllers. The
feedforward linearization technique in the 2DOF control
largely reduces the dependence of the real-time
feedback, leading to the sampling robustness observed
in our simulations.

w
=]
=]

250

200 f

Hlood Clucose Lovel (mg/dL)

- . =

:
100 120 140 160 180 200

Fig. 7 The BGL is sampled from 5 min to 20 min.
The BGL converges to the basal level in between 130
min and 160 min.

Case 3: model uncertainties

Two glucose inputs 40 and 3 mg/min are
administered at 6 - 11 min and 17 - 26 min, respectively.
The BGL is sampled every 5 min. The system (14) with
model uncertainties can be written as

x=f(x,u)+0f(x,0), (52)
where 0 f(x,0) implies that model uncertainties are
proportional to vector field f(x,0), and 6 >0 is a
constant coefficient. For ¢ values of 0.5, 1, and 1.5, the
BGL still

parameters. The larger model uncertainty leads to a

converges under the same controller
longer convergence time; however, one can always
adjust the gains of the PD controller (50) to achieve

desired performance.
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Fig. 8 The BGL converges to the basal level subject

to model uncertainties. The model uncertainties are
assumed to be 0.5 (solid), 1(dashed) and 1.5(dotted)
times of the proposed model.

5.2 Comparing to other control algorithms
1) Time-driven approach

With a 10 mg/min initial glucose, a disturbance of 1
mg/min glucose is applied over the time period from 36
- 47 min. The data-driven approach converges to the
basal level at 130 min, while the time-driven approach
requires 200 min - a significant, and biologically costly

delay relative to the data-driven approach.

Initial glucose uptake

=
=
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=
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)
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= O
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S af ——
&
50 Il Il Il Il Il Il Il Il Il I}
0 20 40 60 80 100 120 140 160 180 200
Time(Min)
Fig. 9 In the event of disturbance, the time-driven

control converges to the basal level at 200 min, while
the data-driven control converges at 130 min.

2) MPC approach

The MPC (Model Predictive Control)[3, 31] is the
most extensively applied control mechanism in
industrial processing besides PID control. The Linear
MPC approach first applies local Jacobian linearization,

then uses a finite-horizon optimal control as follows,

Zpl(y(kﬂ'l Iy —=r(k+0)" Q(y(k +i| k) —r(k+1i))
- (86)
+Yu(k+i=1)" Ru(k+i-1)

i=1

Two glucose inputs 40 and 3 mg/min are administered at
6 - 11 min and 17 - 26 min, respectively. Using the MPC
approach with a 5 min sampling interval, the BGL
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converges to the basal level at 170 min, while the data-
driven 2DOF control stabilizes the BGL at 140 min.
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Fig. 10 BGL converges to the basal level at 170 min
by MPC appraoch, while BGL converges at 130 min by
the data-driven 2DOF control approach.

3) PD control

Two glucose inputs 20 and 3 mg/min are administered
at 6 - 11 min and 17 - 26 min, respectively. Using the
classical PD approach with a 5 min sampling interval,
the BGL converges to the basal level at 160 min. When
the first initial glucose input changes to 40 mg/min,
the BGL the
minimal allowable glucose level, which may be

however, significantly undershoots
dangerous to the patient. For both 20 mg/min and 40
mg/min, though, the data-driven 2DOF control approach
makes the BGL converge at 140 min while at the same
time remaining will within the safety range.
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Fig. 11 Using the data-driven 2DOF control approach,

the BGL converges at 140 min and above the minimal
level in both cases, while the BGL goes underneath the
minimal level using the classical PD control approach.



4) Backstepping control with Extended Kalman Filter
Yang et al. [6] proposed a backstepping control
algorithm for the glucose control problem. Two glucose
inputs 20 and 3 mg/min are administered at 6 - 11 min
and 17 - 26 min, respectively. When we apply the
classical backstepping control approach with a 5 min
sampling interval and given full state information, we
find that the BGL converges to the basal level at 150
min, which is comparable with our proposed approach.
However, when EKF (Extended Kalman Filter) [32] is
applied to estimate the states, the BGL goes underneath
the minimal allowable level.
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Fig. 12 Using the backstepping control approach with
full states information, the BGL converges to the basal
level at 150 min, similar to the data-driven approach.
However, when EKF is used to estimate the states, the
BGL goes underneath the minimal level.

6 Conclusions

A new data-driven 2DOF control mechanism for
controlling a micropump and microneedle integrated
device is presented in this paper. Compared with several
feedback this

demonstrates much shorter regulating time for glucose

techniques in literature, approach
control. In addition, this method also resists more model
uncertainties and unexpected disturbances than other
2DOF the

performance. work focuses on

controls, while has
This
breakthrough and validation by computer simulation.

same regulaton

theorectial

Labortary experiments will be implemented in future
work.
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Abstract: Intelligent rescue systems with high information and robot technology have been expected to mitigate

disaster damages, especially in Japan after the 1995 Hanshin Awaji Earthquake and in USA after the September 11,

2001 terrorist attack on New York City. Public safety and security problems are not limited to Japan and the United

States, since every country has experienced man-made and natural disasters in the past. This paper introduces a

developed grouped rescue robot systems with high-functionality multiple mobile robots and robust/scalable

information infrastructure for searching tasks in disaster scenario.

Keywords: search and rescue, safety and security, RT and ICT,

I. Introduction

Intelligent rescue systems with information and
Icm)
technology (RT) have been proposed to mitigate disaster

communications technologies and robotics
damages, especially in Japan after the 1995 Hanshin-
Awaji Earthquake. In particular, it has been stressed the
importance of developing robots for search and rescue
tasks, which can actually work in a real disaster site. In
USA the September 11, 2001 terrorist attack on New
York City and Washington, DC, the hijacked plane crash
and the Anthrax attack that

immediately followed instantly changed people attitude

in Pennsylvania,

about safety and security in their personal lives. Public
safety and security problems are not limited to Japan
and the United States,
experienced man-made and natural disasters in the past.

since every country has

Solutions will depend upon new, unconventional
approaches to search and rescue. Robotics, information
and communications technologies, devices and system
integration can play an important role in providing
technology that can contribute to Safety, Security and
Rescue activities.

I1. DDT project of rescue robot systems

Japan, which suffered Hanshin Awaji Earthquake, has
drawn on the lessons of that experience to alleviate the
damage caused by disasters in major urban areas. It is
well known that rescue in 3 hours is desirable, and that
the survival rate becomes drastically low after 72 hours.
We should search and rescue victims from debris within
this 'golden 72 hours' [1].
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A lot of rescue robots have been developed in Japan.
From 2002 to 2007 "Special Project for Earthquake
Disaster Mitigation in Urban Areas" (DDT Project)
launched by Ministry of Education, Culture, Sports,
Science and Technology, Japan [2]. In DDT project we
have 4 mission units (MU) to accomplish our objective
as follows with considering disaster scenario (Fig. 1).

Fig. 1 Overall concept in disaster scenario
1. Information Infrastructure System Mission Unit
Main systems in this MU are RF ID tags and Micro
servers. Tasks of this group is global information

collection (> 10 km) using ad hoc networks, micro
RF 1D
development of

and
data

Servers, tags, home facilities, etc.

communication  protocols,
structures, etc. for data integration.
2. Aerial Robot System Mission Unit

Main systems in this MU are helicopters, airships,
balloons. Tasks of this group are global surveillance (<
some km) for information collection at the initial state
of incidents and local surveillance from sky (< 200 m)
for victim search and support of ground vehicles as the

second deployment. Fig. 2 and 3 show an autonomous



helicopter (Prof. H. Nakanishi, Kyoto Univ.) and a
balloon for information gathering (Prof. M. Onosato,
Hokkaido Univ.), respectively.

Fig. 3 Info-balloon (Prof. M. Onosato)

3. In-Rubble Robot System Mission Unit

Main systems in this MU are serpentine robots,
crawler-type robots, and sensor balls. Tasks of this
group are local information collection in the rubble pile
(<30 m) for victim search and environmental check.
Serpentine snake-like robots KOHGA (Prof. F. Matsuno,
Kyoto Univ.) and SORYU (Prof. S. Hirose, Tokyo
Institute of Technology) are shown in Fig. 4 and Fig. 5,
respectively.

=

[ ’ - =
Fig. 5 SORYU (Prof. S. Hirose)
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4. On-Rubble Robot System Mission Unit

Main robots in this MU are crawler type, wheeled,
and jumping robots. Tasks of this group are local
surveillance on the rubble pile (< 50 m) for victim
search and environmental check. Fig. 6, 7 and 8 show a
wheel type robot FUMA (Prof. F. Matsuno, Kyoto
Univ.), a two-tracks robot with an arm HELIOS (Prof. S.
Hirose, Tokyo Institute of Technology) and a four-tracks
robot with an arm KOHGA3 (Prof. F. Matsuno, Kyoto
Univ.), respectively.

Fig. 7 HELIOS
(Prof. S. Hirose)
= "m

Fig. 6 FUMA
(Prof. F. Matsuno)

Fig. 8 KOHGA 3‘ (Prof. F Matsuno)

These rescue robot systems have some sensor, for
example a camera and a laser range finder (LRF). An
operator controls a robot using a user interface based on
the transmitted information from the remote site. Their
abilities are restricted by communication performance
in a practical environment.

I11. Development and Integration of New
Grouped Rescue Robots System

When size of a disaster area is very large and fast
information gathering is required, robotic system has to
use multiple robots to acquire information. Another
requirement is online data processing to use collected
information to subsequent rescuer operation. To address
these issues, the project [3] in our group founded by
NEDO from 2006 to 2008 focuses on the following:

I. A high-functionality multiple mobile robot system.
II. A robust and scalable information infrastructure,
which includes network and GIS data system.



III. An efficient user interface and control system to
operate robots and to manage lots of information.

To design above systems, we also focused following
issues:
ADAPTABILITY: There are no "same-situation and
same-environments" in a disaster target area, and a
situation will change fast in the disaster. The system has
to have adaptability by a configuration and capabilities
to adapt to changing environments.
SCALABILITY: To deploy robots, the communication
infrastructure is also extensible physically. Note: only
robots can address to the disaster area, robots have to
have network building function by itself.
USABILITY: The human resource is one of the highest
cost components of the system. The system has to have
efficient/usable interface to operate. For example,
simultaneous multiple robots operation support, semi-
auto operation support and information presentation
interface that only shows necessary information to
operators, for each situation.

According to the above mentioned sub-themes and
issues, we newly developed four elements: mobile robot
platforms, ad-hoc wireless network called Robohoc
network, user interface to control multiple robots and
GIS data server

1. Mobile robot platforms

We have developed two types of mobile robot
platforms which achieve 1.0[m/sec] driving on a flat
plane, and have high mobility and high ability. One is a
pioneer type robot as shown in Fig. 9 (a), and the other
is a surveyor type robot as shown in Fig. 9 (b). The

(a) Pioneer robot

(b) Surveyor robot
Fig. 9 Developed Robot system (Prof. F. Matsuno)

function and role of each type are below.
At first of a given mission, pioneer type robots
expand the wireless network area by deploying wireless

network ad-hoc nodes. The robot can eliminate
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lightweight obstacles and open doors by using a

mounted manipulator. To construct a wireless

infrastructure, the pioneer type robot is mainly
teleoperated from a remote safe place by an operator.

Next of the mission, a number of surveyor type
robots semi-autonomously search a target building
under the information infrastructure that was already
constructed by the pioneer type robots, and gather
information of damaged building and victims.

Each robot has a network camera, a fish-eye camera,
a LRF, an attitude sensor, IR sensors, rotary encoders
for motors which drive tracks, and potentiometer to
measure angles of multifunctional and flipper arms. To
control developed mobile robot platforms, following
methods are implemented.
M1. Full manual control method with virtual
bumper: A robot is controlled by sending commands
related to translational velocity and rotational velocity
directly with joystick device. Function of the virtual
bumper stops the movement of the controlled robot
when an obstacle is detected within the pre-defined area
around the robot by LRF and IR sensors.
M2. Line trajectory trace method: An operator points
a sub-goal location of the robot on an environment map
generated by a LRF, then the robot is controlled to
follow the line created by connecting the current and
sub-goal points with a certain velocity until the robot
reaches the goal point.
M3. Right/Left hand wall following full-autonomous
control method: In this mode, a robot autonomously
cruises in the building along right/left wall with keeping
a certain distance from the wall without operator's
commands.
M4 Direction oriented semi-autonomous control
method: In this mode, an operator commands desired
moving direction of a robot. The robot runs to the
direction according to compass data with avoiding
obstacles.

2. GUI for controlling multiple robots

Developed user interface is shown in Fig. 10. GUI
enables to control multiple robots by one operator. For
selecting a control method of a robot, the operator clicks
a control button at the upper side of GUI (1 in Fig. 10).
To select destination of command for a robot, an
operator selects a target robot in a panel located at the
bottom of the GUI. Outside of the selected robot panel
is colored. For each robot, the selected control method
is indicated in the robot panel (2 in Fig. 10). The robot



panel displays 3D CG model of each robot and shows
arm position, velocity and attitude of each robot, laser
range finder data around robot and on/off status of the
virtual bumper (3 in Fig. 10). The robot panel also
displays the state of network communication for the
robot (4 in Fig. 10). The robots have two or three
cameras, and images from them are displayed at the
upper left side of GUI. To select which camera image to
be displayed, a camera selecting button is located at the
right side of the camera image (5 in Fig. 10). Note that
an operator can select only one camera, in order not to
affect a heavy load to Robohoc network. Quality of
camera image (frame rate and compressing rate) also
can be selected by a slider bar (6 in Fig. 10). Moreover,

the operator can choose a sending method of image data.

In first method a raw jpeg image is send directly. In the
other method a jpeg image is divided into small
reconfigurable images and divided images are sent.

3. Communication system
To operate multiple robots simultaneously in the

Fig. 10 GUI (Prof. F. Matsuno)

disaster area, a sort of full-wireless network system is
required. Moreover, it should be robust to withstand
environment changes and dynamic extension by robots
themselves. We proposed a network system which has
the characteristics in our previous paper [4], and called
it as "Robohoc network".

There are lots of previous studies about the
networking for the robotic system and/or the sensor
network system. However, the most important issue for
the network for the disaster situation is the adaptability
to the environment rather than the performance
(throughput, number of nodes, etc.). This adaptability
also relates to the network bandwidth management
because both of the network throughput and latency are
variable parameters. The system has to change the total
usage of its network to follow such changes.
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the the
communication system from the system design's point

Followings are requirements  for

of view

R1. Use wireless communication technology to
with

simultaneously and to collect information from lots of

communicate multiple  moving  robots
sensors which are deployed by robots in the target area.
R2. To communicate with moving robots and static
Sensors.
R3. To supply enough bandwidth to sent a video stream
from a robot.
R4. To show the up-to-date status of the network itself
to other system.
R5. To be physically extensible by robots alone without
human help.

We developed not only the software and protocols
for Robohoc network, but also the prototype of
Robohoc nodes to construct the wireless ad-hoc network

for our field trials (Fig. 11).

i Full coler LED

Web camera

X

o

Fig. 11 Robohoc node (Dr. Y. Uo)

It is necessary to communicate information such as
commands to robots and sensor data to an operator
including video images stably with considering not to
break down all network performance. Constructed
Robohoc network is a kind of wireless ad-hoc network,
so it has a limitation of throughput. To manage the
bandwidth of Robohoc network, communication data is
classified into four categories according to two
attributes, data size and responsiveness, as shown in Fig.
12. This bandwidth management mechanism is based on
time sharing of communication resource, namely not all

Large data size

Video data
Video image for

remote control Sound data

Fast responsive communication

Small data size
Fig. 12 Categories of communication data
(Dr. Y. Uo)

Delay allowable communication

Topological information

Sensor data




data have to be sent in real time and there are delayable
data.

4. GIS server

We categorized roles of GIS as two spheres, spatial
temporal database management sphere and operation
support sphere. In spatial temporal database
management sphere GIS has to deal with following four
types information;
11. Base map information: In most of public building
or underground space base map data exists. In this
mission we assume that rescue team can get base map
data before rescue activity. If different accuracy sets of
data are provide, the highest accuracy data have to be
selected.
12. Information collected by grouped rescue robots:
Trajectories of mobile robots to check their behavior,
time series sensor information for robots themselves,
environmental information to get from various sensors
mounted on the mobile robots to check damage
condition of the target space, and locations of access
points for Robohoc network placed by the pioneer
robots to manage Robohoc network condition must be
stored.
14. Robohoc network condition: Radio field intensity,
correspondence of access points, and transmission path
must be stored.
15. Resources of mobile robots and access points for
Robohoc network: Remaining amount of battery of
each robot and access point, HDD of each robot,
equipped access points of each pioneer type robot must
be stored.

In operation support sphere we have two functions
as follows;
F1. Function for making support information for
robot operators: Calibration of initial point of robots,
input of changed objects from base map information,
alert
ground/communication condition are assumed.
F2. Function for operation support for information
administrators:
removing location errors

and of no-operation areas caused by

Access point location planning,
from environment map
information generated by LRF data, input no-operation
and search areas are assumed.

In order to realize the requirements for GIS it is
effective to use a temporal GIS as a database
management system. In this case we select our original
temporal GIS "DiMSIS" which have been developed
since after  Great

immediately Hanshin-Awaji
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Earthquake as a common spatial temporal database
management system for disaster risk management [5].
Fig. 13 shows a screenshot of viewer of GIS.

Fig. 13 Screenshot of viewer of GIS
(Prof. M. Hatayama)

5. System Integration
Constructed system structure is shown in Fig. 14.

The system consists of an operator PC, a GIS server and
a FE (Front End) server in the operator station, Robohoc
network and robots. The GUI on the operator PC is an
application for controlling grouped robots remotely, and
displaying instantaneous data sending from robots. GIS
server is a database server handling global position data
such as position of robots, rescue teams and victims in
the disaster site. FE server is an application to connect
user interface, GIS server and robots. Robohoc network
ensures communications between the operator station
and robots. To use Robohoc network, the operator
station system robots equip a special network controller.
To connect with this special network controller, the
operator station and robots are connecting each other
without paying attention to the Robohoc network like
normal wireless LAN network.

Oparator Station
I.M
g Robot conkoler
Notwork controlar._| | I
\ @ | Sanmor Actumtor

Robots

OmmwrPC |=

Fig. 14 Constructed system structure
(Dr. T. Kamegawa)



IV. DEMONSTRATIVE EXPERIMENTS
AND TRAININGS

We carried out the demonstrative trainings to test
developed robot system as shown in Fig. 15. This event
was held as a special event for SICE International
Instrumentation, Control  and
Information  Technology 2008 (SICE  Annual
Conference 2008) in Tokyo on 21st August, 2008. In
this training, two incumbent fire fighters controlled 4

Conference on

robots manually, and Robohoc network was not utilized.

As a mission scenario, the pioneer type robot was
controlled to put Rohoboc nodes on an environment,
and then the surveyor type robots were controlled to
investigate in a building. As a result, they could
accomplish to find (dummy) victims through video
images from the surveyor type robots.

Fig. 15 Demonstrative training by fire fighters

After a while, we carried out another demonstrative
experiment for rescue activities using fully developed
grouped robot systems as shown in Fig. 16.

Fig. 16 Demonstrative training by using

Robohoc network

In the demonstrative experiments, the system was
handled by three people, a commander for all system, a
robot operator and an information operator, and 5 robots
were controlled. In this demonstrative experiments, the
size of target area is 57[m]x32 [m] that is larger than
previous demonstrative trainings, and 8 Robohoc nodes
were previously set in the building. It is assumed that a
part of the map of the building were available for GIS
data server. Fig. 17 shows an application of a network
status monitoring viewer that indicates connection of
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wireless network to neighborhood nodes and which
robot connects to which node.

Fig. 17 Network status monitoring viewer (Dr. Y. Uo)

At first, the pioneer type robot was manually
controlled to put Rohoboc nodes on an environment.
Then the surveyor type robots were manually and
automatically controlled to investigate in a building.
When the robot operator found something to update to
GIS data server, the information operator inputs the data
to GIS. The information operator sometime fixes a robot
trajectory drawn in a global map. When the robot
entered new area, it means there is no previous map, the
information operator creates a new map according to
LRF information. Finally, operators could accomplish to
find (dummy) all victims in the floor through video
images from the surveyor type robots.

V. CONCLUSION

In this paper, the developed grouped rescue robots
system for searching in damaged buildings is described.
The system is consisted of four elements, mobile robot
platforms, user interface, ad-hoc wireless network and
GIS server. The system was integrated so as to
complement the element's limitations each other.
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Human-Robot Interaction and Social Relation

Michita Imai (Dept. of Computer and Information Science, Keio University)

This paper presents the factor of designing an anthropomorphic agent such as a
communication robot and an embodied communicative agent. Communication is a
cooperative phenomenon between participants. People involved in a communication
speak and hear actively during the conversation. However, it is difficult to engage
them in the communication with a robot because they seldom actively consider the
communicative intention of the robot. The paper explains the importance of social
relationship between a human and a robot for engaging people in the communication.
In particular, we consider how the relation makes them consider the intention of the
robot. Also, I show what factors of the robot design elicit the social relation.

1 Intoroduction

Researches related to HRI (Human-Robot Interaction) in-
vestigate how to design a robot which has a anthropo-
morphic character, behaves autonomously, communicates
with people. And they consider what application the robot
achieves. In spite of progress of many researches, few sys-
tems use the merit of HRI. An agent which makes peo-
ple anthropomorphize itself is used at ATM or MS Of-
fice. However, it gives their functions just something ex-
tra. However, there are a lot of researchers in the field of
HRI. This means that they consider intuitively that there
are valuable things in the interaction between people and
a robot. The paper explains what are the key factors for
applying HRI technology to an interactive system.

2 Key Factors at HRI research

Key factors at HRI research depend on a type of a used
robot. There are two types of robots; one has a anthro-
pomorphic figure and the other does not. This paper fo-
cuses on the robot which has an anthropomorphic figure
because HRI researches are related to the aspect of com-
munications. In particular, researches about non-verbal
expressions such as gestures and gaze movements are im-
portant for HRI field.

I write four main factors which are important in design-
ing a robot as a interactive system.

i. Characteristic of being athropomor-
phized

A human-like figure enhances the tendency of anthropo-
morphizing a robot. The robots which have a human-
like figure are intended to utilize the characteristic. The
human-like figure makes the robot communicate with peo-
ple easily using verbal and non-verbal expressions.

ii. Capability of sharing environments
with people

21

The words ”sharing environments” do not indicate sim-
ply that the robot exists in the same place with a person.
Those mean ”cognitive sharing” (it is called Joint atten-
tion in developmental psychology [3]) that the robot pays
its attention to the same thing/event as people and that
it makes people consider that both of them look at it to-
gether. The design of the robot’s behaviors is crucial to
establish joint attention [1] [5]. The robot intentionally
turns its gaze toward a target, makes eye contact with a
person, and points at it with its hand at an appropriate
timing. A research reported that the ability of establishing
joint attention in a real world is higher than CG charac-
ter on a PC screen [6]. The robot is more advantageous
than the other devices in terms of sharing environmental
information. For example, it can explain items at an exhi-
bition or a route to a place by using verbal and non-verbal
expressions. Moreover, since the body of the robot exists
physically in our environment, the robot’s expressions can
be seen by people around the robot. The embodied ex-
pressions give information to them even though they are
not a primary person in the communication.

iii. Establishing relation with people

The relation between people and a robot is significant for
natural communication between them. People understand
what the other said by inferring his/her communicative in-
tention. However, they do not make the inference for an
anonymous person. Since the inference is an active mental
function, people make the inference for someone related to
them. They seldom infer the communicative intention of
the others who do not have relation with them. Although
the relation exists between friends, family, colleague, and
S0 on, it is not necessarily a formal one. People do not
understand actively what the other says when they do not
even have a casual relation. The study [4] found that
the existence of the relation between a experimental par-
ticipant and a robot have effect on whether he/she can
understand the robot’s utterance. The physical existence
of the robot gives it the advantage when it establishes the
relation with people.
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iv. Constraints coming from existence

Since a robot has a physical body, it occupies our living en-
vironment. However, the physical body improves the abil-
ities of sharing environments and establishing relations.
CG character can also make the relations by preparing a
context which engages a person in the interaction. How-
ever, it is difficult for CG character to communicate with
people passing by. The CG character’s abilities of attract-
ing people is weaker than the robot’s. The HRI research
should employ the effect of the physical existence posi-
tively. For example, station staffs can manage the flow of
crowded people in rush hour by just standing. Although
nowadays robots do not have such a existence like a sta-
tion staff, the HRI researches like a android science[2] will
reveal what is an important factor to manage people.

3 Reconsider HRI research

The question related to HRI researches is that we need
a robot as the interface of an interactive system. This
section discusses the issue.

Is a robot needed to just achieve a com-
munication with people? ?

Dose a robot need an anthropomorphic fig-
ure?

Is the anthropomorphic figure important
to refer to information in a real world?

We do not need a robot if a system just gives us infor-
mation. On the other hand, we must discuss the role of
communications in human-society to conclude the ques-
tion.

Humans do a lot of activities by communicating with
the others: establishing a relation with others, empathiz-
ing with them, behaving considering them, and sharing
an experience with them. The important matter among
them is to behave considering the others. If a human and a
robot behave considering the other’s mind each other, not
only the robot takes account of the human, but also he/she
considers the robot when doing something. The bidirec-
tional consideration makes them share their experience.
The sharing the experience differentiates the robot from
a simple computer which just gives anyone the same cold
information. There is possibility that the robot can give
each individual different information reflecting a shared
experience between them.

We should reconsider the robot as the interface of an
interactive system after succeeding in developing a robot
which can interact with people based on shared experi-
ences.
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What is Micro Nano Robotics?
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Physical property in M/N environment
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Re = (U :velocity, L : distance, 4 : viscosity. o : density)
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Advantages and disadvantages

*Micro objects will stick to everything. 6
= Manipulation problem. g e
*Much friction in rubbing motions. : '

= No rotational motion. no revolute joint.
Inertia has no effect in under-liquid propelling.
*High speed in motion, heat response.
L ow energy consumption.
*Small Reynolds number.

= Stable laminar flow i micro channel.
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Topic 1: Dexterous micro manipulation
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Micro manipulation system

Two-fingered micro hand
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Topic2: Automated Cell Manipulation and Cloning
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Learning from factory

Cells may be conveyed in micro channels.
» Every process is achieved in channels.
» Automation may be achieved similarly to
factory assembly line system.
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Micro channels and process devices are fabricated on PDMS chip.
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Desktop bio-plant system for cloning

The system includes fabricated one-chip device, various sensors,
pumps. The experiments verifies cloning capability using bovine
oocyte and fibroblast.
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Abstract: Dance is an intangible cultural asset. It is passed on from one person to another through oral instruction, and
so are the waza, the skills and techniques, involved in dance. Many traditional dances in Japan, however, are
‘endangered species’ due to the shortage of practitioners. We are attempting to create digital archives to record and
store the body motions of buyo using digital technologies, such as motion capture. We are endeavoring to solve this
serious issue of losing an important tradition. In this paper, I would like to present part of our scientific analysis of the
waza in Nihon-buyo, which have been passed down, sometimes in silent, tacit manners.

Keywords: Japanese traditional dance, Nihon- buyo, Motion Capture

I. INTRODUCTION

Dance is an intangible cultural asset. It is passed on
from one person to another through oral instruction, and
so are the waza, the skills and techniques. involved in
dance. Many traditional dances in Japan, however, are
‘endangered species’ due to the shortage of practitioners.
We are attempting to create digital archives to record
and store the body motions of buyo using digital
We
endeavoring to solve this serious issue of losing an

technologies, such as motion capture. are
important tradition. In this paper, I would like to present
part of our scientific analysis of the waza in Nihon-buyo,
which have been passed down, sometimes in silent, tacit
manners.

The purpose of this research is to examine how the
performers of Nihon-buyo differentiate the basic
motions when performing different dance roles and how
their proficiency levels affect the differentiation. We
plan to achieve our goal by analyzing their motions and

evaluating the impressions generated.

II. THE DESCRIPTION OF THE WORK

This
“Tenaraiko,” both key titles in Nihon-buyo. “Musume-

research examines “Musume-Dojoji” and

Dojoji,” which premiered in 1753, portrays an
adolescent girl who is in love with a mountain priest.
“Tenaraiko,” which premiered in 1792, portrays a
precocious downtown girl who is on her way back home
from a temple school called Terakoya. “Tenaraiko” is a
play that was made about forty years after “Musume-

Dojoji,” and a passage from this earlier play is used in
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“Tenaraiko.” The girl in “Musume-Dojoji” dances with
her heart filled with love, and this same passage is used
in “Tenaraiko” when the young town girl dances in a
precocious manner. The lyrics and the dance motions
are the same in both plays. However, while the amorous
attention of an adolescent girl has to be portrayed in the
former, almost a childlike innocence of a precious girl
has to be portrayed in the latter.

III. ABSTRACTION IN MOTIONS

This research examines the aforementioned common
portions of the dances from “Musume-Dojoji” and
“Tenaraiko,” namely, the three basic motions of Nihon-
buyo: Okuri, Osuberi and Mitsukubi.

Okuri is about the motion of walking. Although it is
a simple walking motion, the performer in “Musume-
Dojoji” is required to walk with her toes turned inward
and slide on the floor, while her knees and pelvic region
are relaxed Musume-Dojoji. On the other hand, in
“Tenaraiko,” the performer is required to walk lightly
with short steps while pressing the legs and knees

together.

Positions of markers



IV. MOCAP AND THE METHOD

We used an optical motion capture system to
measure the body motions from the aforementioned
dance. In our research, we placed 29 markers on the
dancer's body, and her movements were measured with
10 cameras(See Fig.1.). The acquired data can be
observed as a time series of 3 dimensional coordinate
values (X, y, z) of each marker in a frame (60 fps).

1. The Experiment: Performers

The performers selected for our motion analysis
were three women who have studied Nihon-buyo. Their
experience varies. Performer A with Nihon-buyo
training and experience of less than a year, Performer B,
17 years, and Performer C, 15 years. We asked them to
After the

measurements, we asked the performers what dance

dance each play five times. taking

strategies they used in their renditions.

2. Feature Values for Body Motion

In order to understand the intensity of the features of
each dance motion, its physical features were extracted
from the perspective of time, space and dynamics,
which are the components of a movement.

Result of Okuri movement analysis

From the simple walking motion of Okuri, 16
physical features were obtained: the velocity and the
acceleration of the vertex of the head, right shoulder,
right elbow, right fist, lower back, right knee and right
toes, the angle of the knee and the height of the lower
back. We then conducted a principal component
analysis using a total of 32 variable quantities, which
were the mean values and the standard variations. We
extracted 5 principal components with the eigenvalues
of 1 or greater, with an accumulated contribution rate of
84.5%. We interpreted PC1 to be the variable quantity
showing “the speed of motion,” PC2 “the motion of
hand,” PC3 “the strength of the lower body,” PC4 “the
strength of the elbow” and PC5 as the “the strength of
the feet.”

The PC1 and PC2 scores were plotted on the x-axis
and the y-axis respectively, and all trials were plotted on
the x-y graph ,as in Fig. 2. PC1 is the axis showing the
speed of motion. In this Fig., the speed increases as the
score shifts toward the right side of the graph and
decreases as it shifts toward the left. PC2 is the axis
showing the motion of the hand. In the same Figure, the
hand is moving more quickly as the score nears the top
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of the graph, while the movement is slower when the
score approaches the bottom.

Fig. 2 shows that these measurable variables were
largely divided into three groups according to each
performer. Comparing the performers, it was found that
performers B and C, with higher proficiency levels,
moved more quickly than performer A, a dance beginner.
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“Tenaraiko” differently;

differentiated their dances varied considerably from

however, the ways they

performer to performer.
Result of Osuberi movement analysis

From the soft curvilinear motion of Osuberi, we
obtained 12 physical features: the velocity and
acceleration of the vertex of the head, right shoulder,
right elbow, right fist, lower back, right knee and the
toes of the right foot, the angle of the right knee and the
height of the lower back. Again, we conducted a
principal component analysis using a total of 24
variable quantities, which were the mean values and the
standard variations. As a result, 5 principal components
with eigenvalues of 1 or greater were extracted (the
accumulated contribution rate was 85.3%). We named
PC1 as “the speed of motion,” PC2 as “the bend of the
knees,” PC3 as “the strength of the body’s center,” PC4
as “the strength of the area below the neck” and PCS5 as
“the strength of the feet.”

We plotted the PC1 and PC2 scores on the x-axis
and y-axis respectively; all trials were plotted on the x-y
graph. The result is shown in Fig. 3. PC1 is the axis
showing the speed of motion. In Fig. 3, the speed
increases toward the right side of the graph and it
decreases toward the left. PC2 is the axis showing the
bend of the knees. In the Fig., the knee is stretched more
as it nears the top of the graph, but the knee is more
bent towards the bottom, with the lower back in an
increasingly lower position.

As Fig. 3 shows, quantitative measurements of the
Osuberi motion showed similarity with Okuri, i.e., the
results were divided into three groups according to the
performer. It was also found that performers B and C,
with higher proficiency levels, differentiated the dances
for each play. Performer A, however, was not able to
differentiate them quite as well.

Result of Mitsukubi

Mitsukubi mainly involves the motions of the head

and the shoulders, so we only calculated 4 kinds of
physical features, i.e., the speed and the acceleration of
the vertex of the head and the shoulders. By conducting
a principal component analysis using a total of 8
variable quantities, which were the mean values and the
standard variations, 2 principal components with
eigenvalues of 1 or greater were extracted, with an
accumulated contribution rate of 80.2%. PC1 was
named “the motion of the head” and PC2 “the motion of

the neck.”
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We plotted the PC1 and PC2 scores on the x-axis
and y-axis respectively, plotting 35 trials on the x-y
graph. This is shown in Fig. 4, and the variables plotted
by each performer are shown in Fig. 5. PCI is the axis
showing the motion of the head. In these figures, the
head moves more quickly toward the right side of the
graph and more slowly when plotted toward the left.
PC2 is the axis showing the motion of the shoulders.
The figures show that the shoulders move more quickly
and strongly when plotted near the top of the graph and
more slowly and weakly when plotted near the bottom.

Unlike Okuri and Osuberi, the quantified variables
of Mitsukubi did not divide into groups according to the
performer. Notably, only the motions of performer C in
“Tenaraiko” were very different. Regardless of the
proficiency level, PC2 (the motion of the shoulder) was
not stable, suggesting that the performers paid less
attention to their shoulders than to their heads.

V. PSCHOLOGICAL EXPERIMENTS

In order to examine the type of impression perceived
from the body movement of the two plays, we
conducted a psychological rating experiment using stick
figure animation (see Fig. 1) of the motion capture data.
Twenty-four observers (7 men and 17 women)
participated in this experiment. The mean and the
standard deviation of age among the 24 observers were
21.7 and 0.98 respectively. They had no experience in
dance performances of any kind and no particular
knowledge about dancing and traditional Japanese
culture. The animation was projected on a 50-inch
display with no sound. The stick figure animation and
muted audio were used to force the viewers to focus on
the impression expressed by the body movements alone,
discarding other factors such as facial expressions,
costumes, music, etc.

After each movement was shown, the viewers were
asked to answer the questions on the response sheets. In
this rating, we employed the Semantic Differential
questionnaire. In the SD questionnaire, 10 image-word
pairs were used for rating the movements. We selected
10 word pairs which were thought more suitable for the
evaluation of human body motions, based on the list
presented by Osgood [2]. The viewers rated the
impression of the movement by placing checks in each
word pair scale on a sheet.

The rating was done in 5 ranks from 1 to 5. Rank 1
was assigned to the left-side word of each word pair and



5 for the right side. Using this rating, we obtained a
numerical value representing an impression for each of
the body motions from each subject.

We then conducted a principal component analysis,
PCA, based on a correlation matrix, to the mean value
of the rating value and obtained the principal
component matrix. Two  significant principal
components were extracted, which were PC1—PC2. We
used the word pairs ‘natural — unnatural,” ‘experienced —
inexperienced,” ‘like — dislike,” etc., which are often
used to represent refinement. Hence, it was interpreted
that PC1 was a variable that related to the “refinement”
of the motion. Similarly, PC2 was related to the
“activity,” as indicated by words such as ‘large motion —
small motion,” ‘adult-like —childlike,” ‘bright — dark’ and
‘happy —sad.’

We can conclude that the characteristics of the dance
motions in “Musume-Dojoji” and “Tenaraiko” are
based on two aspects - “refinement” and “activity.”

Fig. 5 is a plot of the principal component scores of
each motion datum. Since the x-axis (PC1) represents
the degree of refinement, the performance is more
refined toward the right side of the graph and less
refined toward the left. The y-axis (PC2) represents
activity. There is more activity toward the top of the
graph and less activity as the plots near the bottom of
the graph.

By looking at each motion, it was found that Okuri
motions were more active for every performer in
“Tenaraiko” but more refined in “Musume-Dojoji.”
Considering that “Tenaraiko” is the dance of a child and
“Musume-Dojoji” the dance of an adolescent girl, the
psychological intentions of the performers seem to have
been understood well by the audience. As for the
Osuberi motion, the degrees of “refinement” and

“activity” were higher for “Musume-Dojoji.” As for the
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Mitsukubi motion, the audience received different
impressions from different performers.

As a result of the evaluation experiment, it was
revealed that even the audience lacking any knowledge
the
differences in the roles played in the stories. There was

of Nihon-buyo understood, to some extent,
also a tendency for the audience to perceive the
“different characters” of the performers rather than the
“difference in choreography” of their dances. That is to
say, it was revealed that the audience was seeing the
motions of each performer, or the difference in personal
characteristics, rather than the difference in the dance’s
choreography.

VI. FUTURE POSSIBILITIES

We can get information concerning the personality
of the subject when we observe his or her body motion.
We may get various impressions from body motions.
This means that the human body motions convey
emotion and personality of the person. Personality
might be the involuntary and continuous expression of
emotions, which are peculiar to the individual.

The results of this paper could be applied to
producing a robot or CG character animation with
personalities. Until now, many attempts have been made
to add or enhance emotional expression of robots using
linguistic communication, some simple body motions,
e.g. nodding, and facial expressions. Also, changing
the design or shape of robots might be a simple way of
providing a robot with personalities. However, we
could not find much research on giving robots
personalities with body motions.

We think changing the personalities of a robot by
changing its own body motions, and changing the
expression of the affects of the robot through body
motions are for further

very promising areas

investigation.
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Abstract

We suggest that novel playware technology can function
as a mediator for playful social interaction over distance,
where people are separated by physical distance but feel
the presence of each other mediated through the
interaction with the playware technology. In order to
investigate such social playware, we developed the
Playware Soccer game and tested this with more than
1,000 users during the FIFA World Cup 2010 in South
Africa. The test was conducted in townships, orphanages
for HIV/AIDS children, markets, FIFA fan parks, etc.
along with simultaneous tests with similar set-ups in
Europe and Asia. With the social playware, players
would compete against each other simultaneously in the
three continents, Africa, Europe and Asia, and feel the
presence of the competitors on the other continents
expressed through the playware. The playware game is
set up to motivate players to engage in training of
technical soccer skills by receiving immediate feedback
and offering challenges to players of all skills on the
soccer playing on a modular interactive wall composed of
modular interactive tiles that respond with coloured light,
sound and scores on the players performance. This paper
outlines the concept of social playware and physical-
virtual teleplay, and exemplifies this with the playware
soccer game.

Social Playware

Playware is defined as intelligent hardware and software
that creates play and playful experiences for users of all
ages [1]. In this paper, we suggest that novel playware
technology can function as a mediator for playful social
interaction over distance, where people are separated by
physical distance but feel the presence of each other
mediated through the interaction with the playware
technology. Often, human-machine interaction is viewed
as a l-to-1 interaction between an individual human
being and the technological artefact, and a lot of research
within the fields of human-robot interaction, social
intelligent robotics, and human-computer interaction has
put focus on the individual relationship and interaction
with the technology (e.g. [2, 3]). In many cases, the
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creation of playful technology, e.g. robotic toys and
interactive playgrounds, has taken its inspiration from
such human-machine interaction research. Based on this,
the research community has also gained knowledge on
how the individual interacts and plays with such
playware products (e.g. [4, 5]).

In our point of view, it is important to expand the
playware research to focus on the social interaction, so
that the starting point for the research and development
becomes the social interaction mediated by the
technology rather than the individual interaction
mediated by the technology. We can define social
playware as follows: social playware is playware which
aims at creating playful social interaction between
several users.

Such playful social interaction can, for instance, be play
between children in a kindergarten mediated by an
interactive playground, multiplayer games with a
physical game platform like Nintendo Wii, and
interaction of a team of elderly performing games for
health e.g. with Dance Dance Revolution, i.e. in all cases
a free activity that the users engage in for the pleasure of
play and social interaction in itself. Hence, this is in
accordance with the definition of play, which can be
defined as "Play is actions which we undertake and
participate in with the purpose to create a reality-sphere
within which we are free and independently can create
and regulate moods (physical and mental states of
tension) which provides us with specific, wanted
experiences (of delight), socially and individually" [6].
The definition underlines that play is submitted to free
will, and that human beings play because we want to
play. At the same time it underlines that we, in the act of
playing, manage our lives at our own choice, as we create
the special form of lived life outside the “regular” life
where (lust for) life and happiness as the essence of play
rules. By building on this play definition, the definition
of social playware simply focuses on the human desire to
engage in social interactions and to live as a social being.
It can therefore also be argued that social playware is
included by playware. Indeed, we view social playware
as a sub-discipline of playware, which however allow the
research community to direct focus on the social
interaction mediated by playware, and thereby provide



further understanding on how to create social interactions
that are playful and which the users engage in for the
pleasure of the social interaction.

We will exemplify the social playware in this work with
physical-virtual teleplay, which allow users to engage in
social interaction over distance mediated by the playware
technology. In such a case, we can view the playware
technology to mediate a playful tele-presence between
people interacting with each their playware tool through
which they sense the presence of the other people (in
essence, presence removes the impression of mediation
from a mediated experience). Examples of teleplay and
social playware are seen in the form of massively
multiplayer online games (MMOG), which are
multiplayer video games which are capable of supporting
hundreds or thousands of players playing together
simultaneously over the Internet. However, such games
do not allow for extensive physical and natural
interactions (other than e.g. pressing keyboard and
speaking). Some physical interaction is promoted with
some multiplayer online games, e.g. in the Japanese and
Korean arcade halls, in the form of interaction with game
cards (e.g. soccer cards). For a more natural and physical
interaction, tele-presence has been studied intensively
e.g. by Ishiguro with the studies of humanlike presence
using tele-operated androids [7, 8]. Such studies have
promoted a humanlike technology to study presence, and
some large videoconferencing set-ups have allowed for a
soccer teleplay [9]. We, on the other hand, have made a
first step with a much simpler, yet playful technology for
mediating social interaction (in the line of the simple, yet
effective FeelLight technology for mediating social
interaction by Suzuki and Hashimoto [10]). Hence, we
will study tele-presence without a large and bulky
infrastructure, and without any anthropomorphic
expression, but a simple expression of simple light
patterns, sound, and score. In the specific example, we
made social playware connecting players in Asia, Africa,
and Europe in a soccer game on a playware technology in
the form of modular interactive tiles.

Playware Soccer

During the FIFA World Cup 2010, we ran a RoboSoccer
World Cup in Asia, Europe and Africa, amongst other
places in townships, orphanages for HIV/AIDS children,
markets, etc. in South Africa. As an example of
playware, the game is set up to motivate players to
engage in training of technical soccer skills by receiving
immediate feedback and challenge players at different
levels on the soccer playing on a modular interactive wall
composed of modular interactive tiles that respond with
coloured light, sound and scores on the players
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performance. The soccer game was developed together
with professional soccer players Laudrup and Hggh for
promoting playful soccer skills. For the test conducted
during the World Cup tournament, the soccer wall was
composed of 3*4 modular interactive tiles. It is a
distributed system as each tiles has its own processor,
battery and communication to neighbouring tiles. The
distributed nature of the system aimed at allowing the
system to be easily set up and taken down within minutes
anywhere and by anyone. Indeed, the flexibility obtained
with a modular and distributed processing system should
provide the opportunity to bring the new playware
technology out to any township, market, and village in
Africa and on other continents since there was no
demand for any physical infrastructure whatsoever.
Often, other technological systems for physical
interaction are characterised by being based on a
centralised processing system making the systems fixed
sized (and sometimes large and bulky), and/or they are
characterised by the demand for some kind of
infrastructure, e.g. electricity, access to screen/projector,
or similar. Examples include Lightspace, Makoto,
Sportswall and even DanceDance Revolution with more
participants, which needs to have a centralised control
station. This makes it somewhat difficult to apply the
traditional technology for any user anywhere, since in
many places of the World, the necessary infrastructure is
not readily available to allow such technology to be
applied. This is, for instance, the case many places in
Africa, and even in a comparably developed country like
South Africa, where the FIFA World Cup 2010 was held,
there are townships with no electricity (Fig. 1).

G X o
Fig. 1. Playware soccer in the township Atteridgeville,
South Africa, during FIFA World Cup 2010.

If, on the other hand, we take as point of departure for
our technology design that no infrastructure is available,
it will lead to technology that is free from infrastructure
demands and which thereby possibly can be applied and
used anywhere. It gives the possibility to bring
technology to anybody anywhere, and thereby help in



contextualising both technology development and
education in developing countries. The advantages of
such technology outcome may not be limited to the
developing part of the World, but the freedom from
infrastructure requirements may also have important
impact on the distribution and use of technological
solutions in the developed part of the World (e.g. for
home care in the private homes of elderly). Even in a
private garden or a football training field in the
developed World, the necessary infrastructure such as
electricity outlets or computer monitors may not
necessarily be available. Therefore, it is interesting to
research the flexibility of the modular playware for
allowing the technology to be set up and used anywhere
within minutes.

Hence, the playware soccer game was developed with the
modular interactive tiles system [11], which is an
example of modular playware [12]. The system is
composed of a number of modular interactive tiles which
can attach to each other to form the overall system. Each
modular interactive tile has a quadratic shape measuring
300mm*300mm*33mm. It includes an ATmega 1280 as
the main processor in each tile, and each tile can
communicate with infra-red (IR) to its four neighbouring
tiles. Each side of a tile is made as a jigsaw puzzle
pattern (see Fig. 2) to provide opportunities for the tiles
to attach to each other. A force sensitive resistor (FSR) is
mounted as a sensor on the center of a raised platform
underneath the cover. This allows analogue measurement
on the force exerted on the top of the cover.

On the PCB, a 2 axis accelerometer (5G) is mounted, e.g.
to detect horizontal or vertical placement of the tile. Eight
RGB light emitting diodes (LED SMD 1206) are
mounted with equal spacing in between each other on a
circle on the PCB, so they can light up underneath the
transparent satinice circle.

~—

a

Fig. 2. Assembly of the modular interactive tiles as a
jigsaw puzzle.

The modular interactive tiles are individually battery
powered and rechargeable. There is a Li-lo polymer
battery (rechargeable battery) on top of the PCB. A fully
charged modular interactive tile can run continuously for
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approximately 30 hours and takes 3 hours to recharge.
On the PCB, there are connectors to mount an XBee
radio communication chip. Hence, there are two types of
tiles, those with a radio communication chip (master
tiles) and those without (slave tiles). The master tile may
communicate with a game selector box (game card
reader) and initiates the games on the built platform.
Every platform has to have at least one master tile if
communication is needed e.g. to game selector box or a
PC.

With this specification, a system composed of modular
interactive tiles is a fully distributed system, where each
tile contains processing (ATmega 1280), own energy
source (Li-Io polymer battery), sensors (FSR sensor and
2-axis accelerometer), effectors (8 colour LEDs), and
communication (IR transceivers, and possibly XBee
radio chip). In this respect, each tile is self-contained and
can run autonomously. The overall behavior of the
system composed of such individual tiles is however a
result of the assembly and coordination of all the tiles.

Connectivity

In order to develop teleplay for social interaction it is
important that the physical interactive platforms can
communicate with each other, locally and globally, so
that the social interaction can be mediated through the
playware.

Local connection

For creating local communication between physically
separated groups of modular interactive tiles, and
between a group of tiles and a PC, we used the XBee
with the ZigBee radio communication protocol. In each
group of tiles, there is one tile (master tile) with the XBee
radio communication chip. This tile can collect and send
information. The information can thereby be
communicated between two ‘“islands” of tiles, i.e.
between the master in one island and the master in
another island. For communication to and from a host
computer, we designed an XBee USB dongle to be
connected to the host computer, which then can
communicate with the master tile using the same
protocol.

Global connection

With the local communication allowing easy
communication between tiles and a host computer, e.g. a
laptop/netbook, we were able to relay the global
communication over laptops connected to the internet,
e.g. laptops with 3G wireless connection, so that the
teleplay could happen on platforms that communicate to
each other over the Internet. A Java program was



designed to run on the laptop, which was connected to
the tiles with the XBee. The Java program kept track of
the hits on the tiles, played feedback sounds, showed the
time and score of the game at run-time, and kept the total
score of each game. At the end of each game, the
program sent information to a web-site that saved it
together with a username, password and location on a
highscore list which was updated immediately. The
highscore list updates would be visible on internet
connected computers at different locations, anywhere
globally, at run time.

With the design of both local and global connectivity, it
is possible to create both local and global physical
interactive games. The local connectivity was used to
create feedback from a local host computer in the form of
time and score displayed on a monitor, and sound from a
loudspeaker connected to the host computer. The global
connectivity was used to allow feedback in the form of
run-time score updates in competition between users
playing the same physically interactive game in different
parts of the World, i.e. allowing for social interaction
over distance.

Soccer Game

The game content was crucial to ensure training of soccer
skills in a playful manner, so we collaborated with
professional soccer players Laudrup and Hggh, in order
to create an appropriate game utilizing just 3*4 tiles. In
the soccer game, a specific number of tiles light up in
different colours. Each of them counts down with their
eight LEDs. The player has to hit the tile before the LEDs
are all turned off, and gets points for how many LEDs are
turned on at hit time, and points are multiplied by a factor
for how high the tile is positioned (row 1, 2, or 3). Also,
at random time, one of the tiles will have its LEDs
making a fast spinning pattern, indicating that if the tile is
hit, a bonus round will be initiated, during which the
player can gain extra points when hitting the tiles that are
lit up.

Preliminary testing with a number of adult players
showed that the soccer game could be set to an
appropriate difficulty level that was both easy enough to
play for all the test persons and difficulty enough that all
would be challenged to obtained higher score. This
difficulty level was set experimentally by investigating
the time needed for people to kick the ball and hit a tile,
so as to set the LED countdown time to an appropriate
level (the time used from all 8 LEDs were turned on,
until all LEDs were turned off, and the light would jump
to another tile).
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Layered Multi-Modal Feedback

For increasing the motivation to play the game, we
designed a multi-modal immediate feedback, so that the
player would not only receive immediate feedback
directly from the tiles in terms of the changing coloured
light, but we also added sound feedback and graphical
feedback in terms of time and score via a host computer,
to enhance the system as social playware. When a player
would hit a lit tile, the light would turn off on that tile
and jump to another tile, a sound would be played from a
loudspeaker, and the increase in score would be shown
on a monitor. And when the game ended, the position on
the high score list would be shown on a monitor.

It is noteworthy, that the game design was made so that
the game can run as an interesting game even without
these additional feedback modalities. Both the additional
immediate (sound, score, time) and delayed (local
highscore list and global highscore list) feedback
modalities can be added as layers on top of the basic
game that runs on the modular interactive tiles only (see
Fig. 3). Hence, with this layered design of feedback
modalities, it is possible to (i) run the game as a simple
game with only the lowest level of feedback (coloured
light) on the modular interactive tiles, (ii) run it with
higher levels of feedback (sound, score, time) by adding
a laptop PC, or (iii) run it also with the highest level of
feedback (global highscore list) by adding an internet
connection. This third option (iii) was used for the
teleplay experiments to create the soccer game as a social
playware.

Layer Platform Type

5 Internet Global highscore list
4 PC monitor Local highscore list
3 PC monitor Time & Score

2 PC loudspeaker Sound

1 Tiles Light

Fig. 3. The layered multi-modal feedback design for the
playware soccer game.

The layered structure in designing feedback modalities
may resemble the layered design in much behavior-based
robotic engineering [13]. For instance, the original
subsumption architecture by R. Brooks [14] defines that
behaviors can be designed to run in parallel on top of
each other, starting from the design of the simplest
behaviors. Once the simplest behavior is designed,
implemented and debugged, this behavior can run by
itself, and a behavior can be designed, implemented and
debugged to run in parallel on top of the simple behavior.
So forth continues the design with layers of behavior on



top of the previous ones that all run in parallel, and the
lower levels continue to function as originally designed.
The design of multi-modal feedback, which we propose
here, works with the same principle. First, a simple
feedback is designed which can run by itself, and then
new layers of feedback can be added on top to run in
parallel. In the present case of the soccer game, the
simplest feedback is designed to be the change of light on
the modular interactive tiles when a tile is hit. Once this
feedback modality was designed, implemented and
debugged, on top of this, we designed, implemented and
debugged the sound modality, which would run in
parallel with the light feedback. Then, on top of this, we
designed, implemented and debugged the time and score
feedback from a monitor. On top of this, we added the
local highscore list feedback. And on top of this, we
designed, implemented and debugged the global
highscore list.

As with the original subsumption architecture where
different behavior modules can run on different time
scales, also with this layered multi-modal feedback
design, the different layers may run on different time
scales, with the lower levels executing with the fastest
feedback time cycle and the highest levels the slowest
feedback time cycle. The lower level behaviors /
feedback modalities need to give a very fast response for
the system to work, whereas the higher level behaviors /
feedback modalities can give response once in a while.
The advantage of this layered multi-modal feedback
design is that it is possible to create simple layers of
feedback, that can run by themselves and work at their
own right, and then add new layers to run in parallel on
top of the previously designed layers, and when the user
is executing the system, it is possible to add/remove
layers (feedback modalities) from the top. Essentially,
this can even be done at run-time, adding and removing
new feedback modalities, since the lower levels will keep
running and working whatever is added on top of them.
This gives a high flexibility of the system for both the
designer and the user of the system.

Tests

In order to explore social playware and the potential of
such social playware mediating social interaction, we
needed to test broad ranges of cultural differences in
users and environments. Therefore, we tested the system
simultaneously in Denmark (Europe), South Africa
(Africa), and Japan (Asia) during the FIFA World Cup
2010. For instance, in Asia the system was tested in
highly metropolitan areas, such as in Shibuya, Tokyo,
whereas in South Africa we tested in a variety of places,
including an orphanage, numerous townships, a public
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market, a village, an official FIFA Fan Park, a science
discovery centre, a university, a fan bar, a public park in
Soweto, etc. This variety of places was selected in order
to ensure the broadest possible test in terms of variation
on the environment, the social status, the age group, the
educational level, the technology interest, and the soccer
interest of the users. Indeed, users were from 3 years old
to 80 years old (see Fig. 4), they were from orphanages
with children from families with HIV/AIDS to adult
soccer fans from high income areas, and they were
ranging from people with no education to people with
university degree.

The system was designed for flexibility with the modular
interactive tiles and the layered multi-modal feedback
design, which together aimed at creating a system that
could be set up and used by anybody anywhere within
minutes. The modular interactive tiles can be viewed to
provide hardware building blocks, and the layered multi-
modal feedback design to provide feedback building
blocks, and simple construction with these building
blocks should give a high degree of flexibility for the
designer and the user to create various set-ups and
interaction possibilities in an easy manner.

Fig. 4. An older man laying the playware socce:r at a
taxi rank in Randburg, South Africa.

In total, the system was tested with more than 1,000 users
during the FIFA World Cup 2010. The distributed nature
of the system (each tile with its own processor, battery
and communication to neighbouring tiles) allowed the
system to be easily set up and taken down. Indeed, the
flexibility obtained with a modular and distributed
processing system gave the opportunity to bring the new
playware technology out to any township, market, and
village in Africa since there was no demand for any
physical infrastructure whatsoever. It proved possible to
set up the system in a very fast manner on the grounds in
townships such as Soweto and Atteridgeville, in public
parks in Soweto, markets and bus station in Randburg,
and in remote villages such as Phokeng. At some places,
the system was run with only part of the layered multi-



modal feedback, and in other places it was run with all
layers active. The layered multi-modal feedback allowed
a set-up with e.g. just layer 1 or just layer 1-4 in some
places, and in other places to run the full system with
layer 1-5 (including global high score list via internet
connection, see Fig. 5). Therefore the system proved
flexible to make fit to the time available, the local use
and the aim of the game at a particular place with a
particular set of users.
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Fig. 5. The global highscore list on the internet
(www.playwaresoccer.com).

When running the system with all five layers and in
different locations at the same time, the system became a
social playware which mediated social interaction over
distance. Most often, social interaction would happen
around the single set-up e.g. in a township or a market
with lots of people gathering around the playware soccer
set-up cheering, helping, and interacting socially around
the playware and the individual player (e.g. see Fig. 1).
So it was evident from the test observations that even
with the playware soccer set-up utilizing only the lower
layers of feedback modality, it became a social playware.
However, this was reinforced to a large degree when the
game was set up with all five layers and run in parallel at
different locations, e.g. simultaneously in the small
village of Phokeng in South Africa and in Shibuya in the
center of Tokyo in Japan. In such cases, the players were
observed to engage in a competition over distance: in one
location (on one continent) they would see the scores of
players in the other location (on another continent)
playing with the playware soccer. The players would
experiencing the high score list change minute after
minute depending on the score at their own location and
the score at the other location (visualized and
continuously updated on the monitor next to the playware
soccer set-up). In all cases, players engaged immediately
in trying to get higher scores than in the other location,
and cheering and shouts related to the scores of the
remote location on the other continent allowed us to
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observe the emotional engagement and social bonding
both locally around the game, player and audience, and
also between the remote competitors who were invisible
and unknown to each other.

Discussion and Conclusion

As a test of social playware, during the FIFA World Cup
2010, we ran a RoboSoccer World Cup in Asia, Europe
and Africa, most notably in townships, orphanages for
HIV/AIDS children, markets, etc. in South Africa. We
linked the events together with a novel kind of physical-
virtual live competition, which can be termed teleplay,
and which as a social playware mediated social
interaction. The teleplay took place between people in
these African environments and metropolitan fans in
larger cities in the developed World, e.g. in Tokyo,
thereby trying to create a social bond and feeling between
the fans world-wide during the World Cup through the
physical-virtual teleplay. The social bonding was
mediated through the physical football game between
players on different continents who at the same time,
through the teleplay with social playware, can compete
directly and physically between the continents.

The flexibility of the modular interactive tiles and the
layered multi-modal feedback design, allowed the
creation of a system that could be set up and used by
anybody anywhere within minutes, and it was therefore
possible to test the system with more than 1,000 users
during the FIFA World Cup 2010. Videos of some tests
are available at: www.playwaresoccer.com

In general, the advantages of the proposed modular,
social playware can be summarized to a flexible set-up,
independence on context, runtime feedback, competition
as a motivation factor, framing of the game (World Cup
soccer where one country wants to beat another country),
audience friendly game through sounds and score which
can be followed by the audience, and where the audience
can take on roles and feel as a part of the game (cheering,
collect balls, make indications on bonus rounds, etc.).
Hence, the layered multi-modal feedback in the playware
set-up can mediate both local social interaction and
global social interaction. The disadvantages of the set-up
as proposed here are that this is not in-game presence (the
tele-presence is not immediate but delayed), it is a single-
player game, physical differences may mean that players
are not competing on equal footing (e.g. the physical
status of the opponent on the other continent is unknown
to the player). Another disadvantage of the presented
study is that we only have “event-based” observations
and no long-term observations. We will elaborate further
on these issues and on social playware in general in
future work.
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Abstract

In this paper we try to describe how the Modular
Interactive Tiles System (MITS) can be a valuable tool
for introducing students to interactive parallel and
distributed processing programming. This is done by
providing an educational hands-on tool that allows a
change of representation of the abstract problems related
to designing interactive parallel and distributed systems.
Indeed, MITS seems to bring a series of goals into the
education, such as parallel programming, distributedness,
communication protocols, master dependency, software
behavioral models, adaptive interactivity, feedback,
connectivity, topology, island modeling, user and multi-
user interaction, which can hardly be found in other tools.
Finally, we introduce the system of modular interactive
tiles as a tool for easy, fast, and flexible hands-on
exploration of these issues, and through examples show
how to implement interactive parallel and distributed
processing with different software behavioural models
such as open loop, randomness based, rule based, user
interaction based, Al and ALife based software.

Introduction

Parallel and distributed processing has been an important
subject within computer science and artificial intelligence
for decades, and is one of the major focus points in most
computer science curricula and theoretical educational
textbooks. It is normally viewed as an important subject
to teach computer science and engineering students, since
numerous applications and systems are based on the
principle of parallel and distributed processing, including
the Internet, cloud computing, parallel computers, multi-
agent systems, swarm intelligence, etc. There are
numerous important issues related to parallel and
distributed processing that a student has to learn about.
Within algorithmics, it is important to learn to what
extend parallelism can improve efficiency and what kind
of algorithms can exploit parallelism. This leads, for
instance, to a demand for knowing about hierarchical and
functional decomposition of problems. An educational
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tool for this kind of algorithmics learning should allow
students to learn about when to utilise shared variables
(e.g. in the master) and distributed variables, when to use
a scheduler (in the master), how to use semaphores for
critical sections, and for instance allow students to
confront the mutual exclusive problem [1]. Also, general
computer science learning about operating systems
demands learning about distributed systems, and the
issues related to topology, communication, event based
control, prevention of deadlocks, data transfer, etc. (e.g.
[2]). Obviously, learning about artificial intelligence also
demands learning about distributed systems for learning
about artificial neural networks, evolutionary
computation, multi-agent systems, swarm intelligence,
etc., including also learning of artificial life and robotics
(e.g. multi-robot systems).

A number of these computer science themes can appear
quite abstract to the engineering and computer science
student. There is clearly a need to have an educational
tool that allows the students to confront these themes in a
very concrete manner. We suggest that the best way to
learn about these abstract issues is through direct hands-
on problem solving, following the pedagogical principles
of Piaget [3] known as constructionism [4, 5, 6] and
guided constructionism in the computer science literature
[7]. We combine this with an approach of trying to
contextualise IT training for students by allowing them to
work with building blocks [8]. Numerous experiments
have shown that the hands-on, problem-solving,
constructionism approach allow the learner to confront
abstract, cognitive problem solving in a simpler manner
through the physical representation. The feature that
different representations (e.g. physical representation)
can cause dramatically different cognitive behaviour is
referred to as “representational determinism” [9]. In fact,
Zhang and Norman [10] propose a theoretical framework
in which internal representations and external
representations form a "distributed representational
space" that represents the abstract structures and
properties of the task in "abstract task space" (p. 90).
They developed this framework to support rigorous and



formal analysis of distributed cognitive tasks and to assist
their investigations of "representational effects [in which]
different isomorphic representations of a common formal
structure can cause dramatically different cognitive
behaviours" (p. 88). “External representation are defined
as the knowledge of the structure in the environment, as
physical symbols, objects, or dimensions (e.g., written
symbols, beads of abacuses, dimensions of a graph, etc.),
and as external rules, constraints, or relations embedded
in physical configurations (e.g., spatial relations of
written digits, visual and spatial layout of diagrams,
physical constraints in abacuses, etc.)” (p. 180) [9].

For the distributed processing education, we suggest
using interactive parallel and distributed processing that
allows the student to easily represent, interact with and
create their own parallel and distributed processing
system in a physical manner. Here, we will divide the
work into some of the sub-problems that the students will
have to confront and learn about through practical
implementations. These sub-problems include
distributedness, master dependency, software behavioural
models, adaptive interactivity, feedback, connectivity,
topology, island modeling, and user interaction.

Indeed, designing software for interactive parallel and
distributed systems means moving away from the
traditional routes and to face another way of developing
algorithms. This other programming paradigm demands
the programmer to get into a new "state of mind", which
is a most difficult thing to do. It is therefore important to
have a clear idea of the concepts and definitions
underlying this paradigm of interactive parallel and
distributed processing:

Interactivity

For interactivity, here we intend a physical and tangible
interaction. The physical parallel and distributed system
enables the experience of physically manipulating objects
and the material representations of information. The
technology embeds physical, conceptual and cultural
constraints. The mapping between the physical
affordances of the objects with the digital components
(different kinds of output and feedback) is a design and
technological challenge, since the physical properties of
the objects serve as both representations and controls for
their digital counterparts [11]. Here, we make the digital
information directly manipulatable, perceptible and
accessible through our senses by physically embodying
it.

While playing with the system, the user can take
advantage of the distinct perceptual qualities of the
system and this makes the interaction tangible,
lightweight, natural and engaging. Interacting with a
physical parallel and distributed system may mean
jumping over, pushing, assembling, touching physical
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objects and experiment a dialogue with the system in a
very direct and non-mediated way, and hence it is viewed
as highly suitable e.g. for student training. Undeniably,
this allows for a direct hands-on experience and learning.

Parallel and Distributed

A computational process is called distributed [12] when a
single computational atom is on one side autonomous
and on the other insufficient to determine the desired
outcome. Therefore a computational process will be
called distributed when two or more computers —
communicating through any possible network - will
contribute to accomplish the very same task by sharing
different roles in a computational problem or process.
Besides that, whenever considering a distributed
(computational) process, it is necessary to define the
level of parallel vs. serial computational flow that the
system should perform, as well as to define the
“computational group” characteristics. The Parallel
computing is a form of computation in which many
calculations are carried out simultaneously, operating on
the principle that large problems can often be divided
into smaller ones, which are then solved concurrently ("in
parallel"). There are several different forms of parallel
computing: bit-level, instruction level, data, and task
parallelism. Since the modular interactive tiles system is
mostly dedicated to the task parallelism problem it tends
to run distributed processes in, at least, three different
ways: Fully-Distributed, Semi-Distributed or
Centralized.

Modular Interactive Tiles System

Under an educational point of view what is really needed,
as well as would be a real additional value, is a tool that
allows for investigating and understanding parallel and
distributed processing meanwhile stressing the user
and/or multi-user interactivity = component. One
possibility is the Modular Interactive Tiles System
(MITS) may provide novel programmers with such a tool
and approach, since the system is based on robotic
modules with certain properties: Each robotic module has
a physical expression and is able to process and
communicate with its surrounding environment. The
communication with the surrounding environment is
through communication to neighbouring robotic modules
and/or through sensing or actuation. A modular robot is
constructed from many robotic modules.

The MITS approach inherits the behaviour-based robotics
methods [13] and exploits it with the belief that
behaviour-based systems can include not only the
coordination of primitive behaviours in terms of control
units, but also include coordination of primitive
behaviours in terms of physical control units. We,



therefore, imagine a physical module being a primitive
behaviour. Thereby, the physical organisation of
primitive behaviours will (together with the interaction
with the environment) decide the overall behaviour of the
system. Hence, in a similar way to the control of robot
behaviours by the coordination of primitive behaviours,
we can imagine the overall behaviour of a robotic artefact
to emerge from the coordination of a number of physical
robotic modules that each represents a primitive
behaviour, eventually opened to single/multi user-
interaction.

The modular interactive tiles can attach to each other to
form the overall system. The tiles are designed to be
flexible and in a motivating way to provide immediate
feedback based on the users’ physical interaction, since
following design principles for modular playware [14].

Fig. 1. Modular tiles used for feet or hands interaction.

Each modular interactive tile has a quadratic shape
measuring 300mm*300mm*33mm - see Fig. 1. It is
moulded in polyurethane. In the center, there is a
quadratic dent of width 200mm which has a raised
circular platform of diameter 63mm in the centre. The
dent can contain the printed circuit board (PCB) and the
electronic components mounted on the PCB, including an
ATmega 1280 as the main processor in each tile. At the
center of each of the four sides of the quadratic shape,
there is a small tube of 16mm diameter through which
infra-red (IR) signals can be emitted and received (from
neighboring tiles). On the back of a tile there are four
small magnets. The magnets on the back provide
opportunity for a tile to be mounted on a magnetic
surface (e.g. wall). Each side of a tile is made as a jigsaw
puzzle pattern to provide opportunities for the tiles to
attach to each other. The jigsaw puzzle pattern ensure
that when two tiles are put together they will become
aligned, which is important for ensuring that the tubes on
the two tiles for IR communication are aligned. On one
side of the tile, there is also a small hole for a charging
plug (used for connecting a battery charger), including an
on/off switch.

There is a small groove on the top of the wall of the
quadratic dent, so a cover can be mounted on top of the
dent. The cover is made from two transparent satinice
plates on top of each other, with a sticker in between as
visual cover for the PCB.
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A force sensitive resistor (FSR) is mounted as a sensor
on the center of the raised platform underneath the cover.
This allows analogue measurement on the force exerted
on the top of the cover.

On the PCB, a 2 axis accelerometer (5G) is mounted, e.g.
to detect horizontal or vertical placement of the tile. Eight
RGB light emitting diodes (LED SMD 1206) are
mounted with equal spacing in between each other on a
circle on the PCB, so they can light up underneath the
transparent satinice circle.

Fig. 2. PCB and components of a modular interactive tile.

The modular interactive tiles are individually battery
powered and rechargeable. There is a Li-lo polymer
battery (rechargeable battery) on top of the PCB. A fully
charged modular interactive tile can run continuously for
approximately 30 hours and takes 3 hours to recharge.
The battery status of each of the individual tiles can be
seen when switching on each tile and is indicated by
white lights. When all eight lights appear the battery is
fully charged and when only one white light is lit, the tile
needs to be recharged. This is done by turning of the tiles
and plugging the intelligent charger into the DC plug
next to the on/off switch to recharge each tile.

On the PCB, there are connectors to mount an XBee
radio communication add-on PCB, including the
MaxStream XBee radio communication chip. Hence,
there are two types of tiles, those with a radio
communication chip (master tiles) and those without
(slave tiles). The master tile may communicate with the
game selector box and initiates the games on the built
platform. Every platform has to have at least one master
tile if communication is needed e.g. to game selector box
or a PC.

Fig. 3. Assembly of the modular interactive tiles as a simple
jigsaw puzzle.



With these specifications, a system composed of modular
interactive tiles is a fully distributed system, where each
tile contain processing (ATmega 1280), own energy
source (Li-Io polymer battery), sensors (FSR sensor and
2-axis accelerometer), effectors (8 colour LEDs), and
communication (IR transceivers, and possibly XBee
radio chip). In this respect, each tile is self-contained and
can run autonomously. The overall behavior of the
system composed of such individual tiles is however a
result of the assembly and coordination of all the tiles.
The modular interactive tiles can easily be set up on the
floor or wall within one minute. The modular interactive
tiles can simply attach to each other as a jigsaw puzzle,
and there are no wires. The modular interactive tiles can
register whether they are placed horizontally or
vertically, and by themselves make the software games
behave accordingly.

e\ ¢

Fig. 4. Physical interaction with the modular interactive tiles
placed on the ground.

Also, the modular interactive tiles can be put together in
groups (i.e.: tiles islands), and the groups of tiles may
communicate with each other wireless (radio). For
instance, a game may be running distributed on a group
of tiles on the floor and a group of tiles on the wall,
demanding the user to interact physically with both the
floor and the wall.

Theoretical Aspects of Interactive Parallel

and Distributed Processing

Interactive parallel and distributed systems programming
demands the student programmer to shape specific
abilities, and we believe that the MITS can simplify this
learning process. We will present a number of the
interactive parallel and distributed sub-problems that a
student needs to learn about, and we believe MITS
provides an open tool for facing all the aspects of
programming both low and high level programming or
front and back end representation.

Classical parallel and distributed processes subtasks

Coding parallel and distributed processes stress
programming and understanding of different levels, such
as: physical level (i.e.: bit transmission); data link level
(i.e.: packages, transmission errors and recovery);
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network level (i.e.: addresses and packages destination);
transport level (i.e.: messages exchanges between clients
and master/s); session level (i.e.: defining and
implementing sessions in terms of priorities and process-
to-process communication); representation level (i.e.:
working on data-format differences); application level
(i.e.: the end-user interaction and feedback); and to
understand and implement solutions for robustness (i.e.:
errors diagnosis and recovery); reconfiguration (i.e.:
modules assembling); unreliable communication (i.e.:
data loss, duplication and corruption); parallelism and
concurrency (i.e.: language non-deterministic side-
effects); fixed and expanding parallelism (i.e.: modifying
the number of involved processors).

It is also essential when teaching information distribution
to work on problems such as system connection (i.e.:
total vs. partial connection); token-passing (i.e.: how to
share and act on critical information); deadlock
prevention (i.e.: wait-die, wound-wait, etc.); memory
sharing (i.e.: how to locate the physical memory of the
distributed system); topology (i.e.: ordinary and complex
topology algorithms, initial vs. run-time topology
building, etc.); processes transfer (i.e.: distributing the
work-load, speeding up -calculation, hardware and
software specialization amongst the system modules);
centralized vs. hierarchy vs. distributed approaches (i.e.:
leaded or unleaded information flow); and run-time
adaptation (i.e.: adapting the system re/actions on-the-
fly).

Besides all of the above “classical” sub-problems of
computer science, our platform forces the educational
session to face other aspects that software designers
should deal with when learning parallel and distributed
processing. Such sub-tasks include local and global
connectivity,  hardware = multifaceted  topologies,
interactivity and adaptive interactivity, and multimodal
feedback.

Connectivity

To materialize a proper interactive parallel and
distributed platform, the modular interactive tiles system
has to implement both a local connection system -
through which the hardware cells communicate to the
neighbourhood and propagate such information from side
to side — and a global connection device — through which
to connect with neighbour platforms and any external
tool.

Hardware Multifaceted Topologies

Since the modular interactive tiles system implies the use
of run-time de/attachable modules, the emphasis on
hardware/software topology is quite strong and it
demands a big effort to comprehend the programming



and dealing with such structures. In our model we were
able to identify three specific subtypes of topologies:

1. Regular, that is a one-block (i.e. any given group of
hardware cells attached in a contiguous way and sharing
a single master cell) platform with modules attached in a
squared or rectangular shape;

2. Irregular, which is a one-block platform, which can be
arranged in any desired shape. Nevertheless hardware
cells have to be continuous (i.e. the assembling does not
reveals discontinuity and there is not any isolated cell or
group of cells);

3. Islands Configurations, that is a platform made with
two or more one-blocks (i.e. as defined above in point 1,
and 2). It makes no difference whether master cells
communicate amongst each others, through an external
device, or do not communicate at all.

Interactivity

Implementing software for modular interactive tiles
implies designing, or at least dealing with a quite relevant
interactive scenario, since in most cases the use of the
software itself relies on the wusers’ physical and
continuous action. The software designer will have to
deal with completely different requirements accordingly
to single-user or multi-user targeted software. Often, the
software designer will also have to hypothesize a large
variety of behavioural situations, even including
situations (according to our personal experience) where a
single-user platform will be used by many users, or a
multi-user software will be run by a single user.

Adaptive Interactivity

The way we approach interaction in such a modular and
distributed model leads beyond the classic idea of
human-machine interaction (HMI), and is of fundamental
importance since it prospects and applies - under both
physical and cognitive circumstances — user adaptation
and user adaptivity. First of all, our model being
architecturally reconfigurable — eventually run-time
reconfigurable — represents by itself the essence of
adaptation. In addition, being focused on users’ physical
action, such a system can be easily tailored to users’
activity, either in real time or in the long run. To reach
such a goal, modular interactive tiles can be programmed
using many different strategies that also depend on the
quality and quantity of feedback the software designer is
willing to exchange with the users. (Feedback and
multimodal feedback will be introduced in the next
paragraph). Indeed, in more then one case we showed
[15, 16] that using modular interactive tiles we could
detect some of the users’ characteristics, and therefore
adapt the software execution to those. Last but not the
least, in further tests it has been shown that by capturing
the users’ provisory attitude and adapting the software
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execution to that it is possible, in some cases, to
eventually modify the users’ behaviour itself [16].

Multimodal Feedback

When talking about HMI we kind of committed
ourselves to the "how you give is more important of what
you give" motto. Therefore, in recent years we pushed
our research towards software and tools that can both
give and get feedbacks from the user(s).

When developing software for modular interactive tiles
we constantly try to provide the user with an immediate
feedback (e.g. LED, experience report) as well a delayed
or long term feedback (e.g. adaptivity, documentation
software). For the immediate feedback from modular
interactive tiles we use light (LED) configuration or
colours. In addition to that, anytime there is a need for a
stronger or a more complex or long-run “signal”, we
interface the modular interactive tiles with external
devices in a layered mode, where each layer of feedback
can be added/removed freely on top of each other This is
what we call Layered Multi-modal Feedback [17]. The
external devices we use can be “passive” as vision
oriented feedback (e.g. screen, projector, etc.), sound
oriented feedback (e.g. loud speakers, buzzers, etc.), or
“active” such as computational devices that through an
external communication (e.g. radio and internet) run an
analysis or link the user action to specific databases.

In conclusion, to manage and teach the many features of
parallel and distributed programming we need to run on a
system, which is robust, reliable and easily
reconfigurable. This is where we believe that the MITS
can express a certain degree of efficiency, besides of
being ideal in shifting the level of representation from the
very abstract representation to an  empirical
representation. Therefore, in the following paragraph we
provide examples, which attempt to show how one can
access the above-described aspects in a fast,
comprehendible and easily generalizable way.

Implementations Examples

As a first step the teacher/tutor should introduce students
to the hardware platform (Figures 2, 3, and 4) and ask the
class to implement all the needed protocols for obtaining
a robust, efficient and reliable parallel and distributed
system. This would require and encourage students to
face the basic algorithms and protocols that the subtasks
of parallel and distributed systems need (e.g.: physical
level, data link level, network level, transport level,
session level, representation level, etc.).

Once such a start-up system is obtained (from the
students work or from the pre-made system), a second
step could be, for example, testing the system by working
on problems such as application, robustness,



communication, system connection, token-passing,
deadlock prevention, parallelism, reconfiguration,
memory sharing, topology, and process transferring.

The MITS model is ideal for implementing all of the
above challenges since the hardware components are
minimalistic and the distributed system complexity can
be developed and tested in a quick and easy manner
(Figure 5).

Fig. 5. Examples of different topologies

Once students have reached this level of

new
competencies, the tutor can drive their attention to a
higher level of representation and ask them to implement
end-user interaction based applications, such as in the
following examples.

Games Examples.

Once a specific topology is chosen, the software
engineering student can implement and run a large
variety of tasks (here we start by considering examples to
apply to a semi-distributed, single user application on a
regular topology platform).

Open Loop and Randomness based software.
The simplest case, a naive one, could be the following
Easy Game (Figure 6).

T=0 T=1 T=2 T=3 T=4 T=5 T=6
Fig 6. Easy Game, a sequence of 7 states

In Easy Game the light is “passed” from one module to
either an adjacent or a distant one (i.e. with a predefined
open loop algorithm or randomness based one). In both
the above cases the software cycling is endless and we
need to introduce the interactivity level (e.g. the game
finishes when the user hit the lighted tile) to stop it, and
by doing so transforming the two into very young
children games. When the user press a tile, then the
dynamics somehow stops and the tiles freeze in a
particular pattern, until the user presses the lighted tile
again, and the light shift sequence will start again.

Rule(s) based software.
One step further is a rule-based software characterized by
the fact that pattern sequence - which can either be
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predefined or random based — is governed by a specific
rule or set of rules. The simplest case we can think of is
the one where, given any machine state and configuration
(e.g. two tiles) those states which are ON turns OFF and
those states which are OFF turns ON. Of course, we can
design a much more complex setting but, essentially, this
is the logic that is used in rule based software.

On the other hand, when introducing the interaction
element in rule based software we obtain a more dynamic
scenario denoted by the fact that the rules and users are
coactive and contribute step by step to the system state.
Such a situation can be clearly observed in the American
Football game (Figure 7).

¢
Yo’

T=0 T=1 T=2 T=3 T=4

Fig. 7. American Football, a sequence of 5 states

This is one-against-one game where, given a, say, 5
(width) per 2 (height) cluster of modular interactive tiles,
such interactive software is made so that at the beginning
of the game the platform extremes appear activated (i.e.
light on) and of two different colours (i.e. blue in one
extreme and red in the other extreme). By squeezing the
tiles, the user “pushes” the color/activation forward in the
row (i.e. switches off the squeezed tile and switches on
the adjacent one towards the opponent). The user who
first pushes its color to the opposite extreme of the game
platform wins the game.

User-interaction based software.

The user-interaction based program is, per se, an
interactive software conception in which the user directly
contributes to the next machine state (i.e. tiles color or
activation). Such a software model is quite similar to the
interactive version of the rule based software — since the
user itself cannot determine the machine states if not
aided by some underlying algorithm. It only differs from
that in terms of strain used on increasing the user role and
contribution to the next machine state, and the attempt to
reduce the rule component. A good example could be the
Final Countdown game (Figure 8). In the Final
Countdown the tiles platform can vary both in aspect and
size, since the game components behave all in the very
same way. It consists of a number of tiles that, when the
game is initiated, all of the tiles are fully lighted (i.e. any
color would do). After initialization and with a given
interval (e.g. one second) they all start to “fade-out”
switching OFF one of their 8 light bulbs after the other in
a clockwise sequence. If one of them gets completely



OFF the game is over. To restore a single tile to the
initial state, the user has to squeeze it. The wider is the
platform the more important becomes the strategy users
bring into play to keep the game alive.

T=2 T=3 T=4 T=5

0[0]

Fig. 8. Final Countdown, a sequence of 6 states

A.l and ALife based software.

The A. and ALife based software are, again, a
complication of what we defined as rule based systems.
Essentially they rely on the same principles, both for the
autonomous and the interactive version, although the
quality of the computational experience is much higher in
terms of  software  behavioral equality/variety,
un/predictability, and etc. Further, since modular
interactive tiles tend to resemble pixel-made structures it
seems to easily incorporate a consistent number of
classical and modern A.I. paradigms. A good example is
the Cellular Automata (i.e. CA), a discrete model used in
computability theory and many different fields, which
consists of a regular grid of cells, each one with a finite
number of possible states (e.g. ON, OFF), that can
change their state accordingly with their neighborhood
activation states [18]. We, first, implemented one of the
most famous CA algorithms, the Conway’s Game of Life
on modular interactive tiles and, after that, added the
interactive aspect.

Conclusion

We developed the concept of inferactive parallel and
distributed processing in order to put focus on the
physical interaction with parallel and distributed system,
and to highlight the many challenges that the student
programmers might face in understanding and designing
interactive parallel and distributed systems.

It is our belief that a system like the modular interactive
tiles is a tool for easy, fast, and flexible learning and
exploration of these challenges, e.g. as shown with the
examples of how to implement interactive parallel and
distributed processing with different software behavioral
models such as open loop, randomness based, rule based,
user interaction based, Al and ALife based software.
Indeed, MITS provides an educational hands-on tool that
allows a change of representation of the abstract
problems related to designing interactive parallel and
distributed systems, so that students can learn about
classical and modern aspects of parallel and distributed
systems.
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Abstract: In this study, the atmosphere as a communication mode of human was defined by time information of speech.

The objective of this study was the development of quantitative measurement technique of the atmosphere as KANSE
Iin a group. The communication mode of the group was indexed by using a time frequency distribution analysis on con
versation voice. In particular, a speech duration time was focused. And the correlation between the time series of the sp
eech duration time and a communication modality was evaluated. Consequently, the difference of the communication m
ode between man and woman was seen in the speech duration time. And a difference of the characteristics of speech wa

s found in the duration time and the frequency.

Keywords: atmosphere, communication, speech duration time, frequency

I. INTRODUCTION

The atmosphere of field was unexpressed explicitly
in language of emotional relationship in situation of
interpersonal relationship and social group, power
relationship, and interest. Atmosphere was idiomatic
phrase of Japanese which indicating many elements of
relationship without expression. Awaking atmosphere is
implicit. This ability is called social intelligence by
psychology [1]. Reading atmosphere is cognition of
communication mode. In particular,
which

interpersonal psychology. That is, the skill of human

subtlety in
communication is technique learned in
relations is not innate target in interpersonal psychology.

In recent years, student evaluation system has been
introduced into many schools [2]. The objective of the
system is to find the problem of the class in order to
refine the class. However, the questionnaire was written
by the student whose grade was in the hands of teachers
[3]. The evaluation by those students may tend to be
rather high. Thus, the evaluation doesn't have much
value for the objective. The introduction of the system
in school is seen as just the evidence of an enthusiasm
for refining the class. That is, an alibi. A basis of the
evaluation has variety. The relationship between the
effect of learning and the satisfaction for the class
doesn't always has a correlation. Sometimes, they could
have an inverse relationship. Because teachers tend to
have the priority to the satisfaction of students and
ignore the effect of learning. This is like putting the cart
before the horse. The student evaluation system has the
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aspects of understandability, an effect of learning, an
ambition and an attitude of teacher, which are evaluated
by
evaluation of the class becomes increasingly important.

students. Because of these factors, objective
The activity of the class was evaluated as atmosphere.
Understanding of refining of student evaluation system
is considered become one of indicators.

In recent years, the various applications that was
introduced the sound recognition technology was
developed[4]. Speech dialogue system as target to
information guidance was practical use. Many of those
speech dialogue is remain handle only language
information contained in speech. Therefore, uniform
response is shown against any opponent. Dialogue
between humans is and non speech information
obtained from ears and eyes. There are also non-verbal
information contained in speech. They are born deep
interaction by use together. That is similar about
communication mode

recognition  of including

atmosphere. Factor to form an atmosphere was
interpersonal relationship and emotional relationship
and power relationship and interests relationship.
Atmosphere is difficult captured properly by machine.
In addition, atmosphere is difficult captured properly by
human with no prior knowledge. But human is can
catch sensuously an atmosphere. Because it is interpret
atmosphere as communication mode of group based at
nonverbal information of facial expression, tone,
gesture not only explicit language information in
content. Interpret of nonverbal information by machine

is studied extensively by area of human-machine system.



Tablel. Stats of speech duration time

ohject |Freaftines | Total/s | dve/s | Max/s | volune
news(M) | 130.82 [190.96 |1.47 |5.03 |131.08
news(F) | 15204 | 185.41 |1.34 [4.90 | 88.45
IntriF-W)| 246.00 [177.79 [0.76 [5.79 | G4.33
IntriF-F)| 235.13 [174.66 |0.80 |B.01 | 6GB.78

Study example as object for communication mode of
group is little. In addition interpret of verbal information
concerning communication mode is become premise to
interpretation of context whole of communication.
avoided. This
communication mode of between

Therefore complexity isn't study,
atmosphere as
humans was defined by time information of speech.
this

measurement technique of atmosphere as sensitivity of

Purpose of study is develop quantitative
group. As result of this study is improvement of student
evaluation system. Quantitative evaluation of the
atmosphere is considered become one of evaluation
indicator concerning communication mode as group. In
addition, by communication mode visualization and
quantify is function as one of indicator grasp familiarity
density in talks. This is brings the efficiency of
information transmission. This study was focused in
relationship of speech duration time and speech
frequency. This study is analysis of speech signal based

on frequency distribution and intonation.

Il. EXPERIMENT METHODOLOGY

In this study, conversation sound was used as
analysis object. Recorded audio signal at PC was
analyzed as digital data. Audio signal was converted by
PCM method to A/D. Audio signal was recorded in file
at WAVE form. sampling frequency was 22.050kHz.
Recorded file was quantized at 16bit. In addition, the
number of channels was one (monaural). Speech sound
of record object was not included acoustic of sound
effect except speech. The conversation to become object
is idealized the speech of professionals trained
concerning speech. But securement of subjects was
difficult. So,

equivalent audio source from internet. Audio source

audio source sample was acquired

sample is read sound of male announcer in radio news
(News(M)) of internet delivery. And, read sound of
female announcer in radio news (News(F)) of internet
delivery. And, interview from female to male (Intr(F-
M)) in internet delivery program. And, interview from
female to female (Intr(F-F))in internet delivery program.
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I11. ANALYSIS PROCEDURE

Audio Source sample used at analysis was News(M)
of 10kinds. And News(F) of 7 kinds. And Intr(F-M) of 6
kinds. And Intr(F-F) of 8 kinds. Audio source sample of
news recitation is 17kinds in total. Audio source sample
of interview is 14 kinds in total. Absolute value
processing was administered for recorded voice signal.
And get at envelope of peak value. Speech duration
time and the corresponding speech time was recorded at
time series. Voice signal per one sound source was 300
seconds. 10 seconds of first is silence part for
environmental noise level evaluation. Extract of speech
is performed as standard of environmental noise level.
Threshold was about 3

environmental noise level. And tried visualization of

times of the average
communication mode by conversation sound analysis.
This study was focused in speech duration time. The
conversation breaks were detected as standards silence
part of constant time. This study conversation break was
regarded silence part more than 0.2 second.

IV. RESULT AND DISCUSSION

Table.1 is result of the stats concerning speech
duration time. Fig.1 is result of time series of speech
duration time (News(M)). Fig.2 is result of time series
of speech duration time (News(F)). Fig.3 is result of
time series of speech duration time (Intr(F-M)). Fig.4 is
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result of time series of speech duration time (Intr(F-F)).
Fig.5, 6 is result of Time frequency distribution of
speech of news recitation and interview. Fig.7, 8, 9, 10
is result of each frequency analysis. From result of table
1, number of speech of men of the news recitation is
130.82 times. Number of speech of female of the news
recitation is 152.14 times. Number of speech of female
is lot of than men. Summation of time series of speech
duration time is 190.96 second by news recitation of
male. Summation of time series of speech duration time
is 195.41 second by news recitation of female. Average
of speech duration time is 1.47 second by news
recitation of male. Average of speech duration time is
1.34 second by news recitation of female. Maximum of
speech duration time is 5.03 second by news recitation
of male. Maximum of speech duration time is 4.70
second by news recitation of female. Average of volume
of speech duration time is 131.08 db by news recitation
of male. Average of volume of speech duration time is
98.45 db by news recitation of female. Female is seen
tend extension of speech duration time than men. For
result of male of news recitation of time series of fig.1,
amplitude is seen fit into within constant. In addition,
male of news recitation of fig.1 is bigger than amplitude
female. For result of female of news recitation of time
series of fig.2, amplitude is seen fit into within constant.
Amplitude of female of fig.2 is seen to smaller than
amplitude of male of fig.1 Summation of speech
duration time concerning news recitation wasn't seen
both male and female significant difference. Both
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of interview

difference of news recitation is showing at distribute of
speech duration time. This report, news contents is not
control. Therefore, difference between male and female
in distribute of speech duration time is cannot
disaffirmance possible of factor of contents. Result of
news recitation of both male and female is seen constant
amplitude within the range. Speech of news recitation is
spoken by constant rhythm easy to hear. So, amplitude
is considered become constant. Number of speech of
interview of female for male is 5.79 times. Number of
speech of interview of female for female is 6.01 times.
Summation of time series of speech duration time of
177.79 second.

Summation of time series of speech duration time of

interview of female for male is

interview of female for female is 174.66 second.
Average of speech duration time of interview of female
for male is 0.76 second. Average of speech duration
time of interview of female for female is 0.80 second.
Max of speech duration time of interview of female for
male is 5.79 second. Max of speech duration time of
interview of female for female is 6.01 second. Average
of volume of speech duration time of interview of
female for male is 64.33 db. Average of volume of
speech duration time of interview of female for female
is 66.79 db. Number of speech and max time of
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interview is greater than the news recitation. But
summation and average of speech duration time is
smaller than the news recitation. Principal speech of
conversation of interview is 2 man. And conversation of
interview is accrual communication. And conversation
is hard to break. And speech duration time is inferred
extending. Accretion of principal speech is not bring
accretion of speech time. Information concerning
speech duration time as per the communication mode is
indicating difference arise. From result of time
frequency distribution of fig.5, 6, speech of short time is
increased frequency of occurrence. Conversely long
speech of duration time is low frequency of occurrence.
Time frequency distribution of speech is inferred take
on fractal structure. From result of frequency analysis of
fig.7, 8, 9, 10, power spectrum density is inverse
proportion f of frequency. And this is become

relationship in 1/f fluctuation.

V. CONCLUSION

In this study, focusing at non-verbal part of speech.
Object is to visualize communication mode from
implicit called atmosphere. Conversation sound as
analysis target was applied time frequency distribution.
In particular, focused at speech duration time. And
evaluate is concerning of time series of the speech
duration time and the communication mode. As result,
difference of speech mode concerning to sex was
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acknowledged. In addition, speech frequency and
speech duration time was ascertained possible indicate a
fractal structure. Fractal dimension of news recitation of
speech as analysis target is constant. News recitation is
thinking became constant fractal dimension by spoke
trained announcer. Fractal dimension in interview is
multiplicity. Therefore Fractal dimension in interview is
considered possible to be one of the indicators to
capture the communication mode.
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Abstract: Since colors affect human conditions physiologically and mentally, various studies about the color influences
have been conducted. Most of the studies have been focused on psychological aspects. In this study, we investigate the
color influences physiologically by use of infrared thermography. With this technique, subjects wear no devices, and
objective values are expected to be obtained to evaluate the color influences. Nasal skin temperatures were measured
by infrared thermography under yellow, red and blue illuminations. As a result, significant temperature change was
observed under red illumination.

Keywords: color, nasal skin temperature, visual analog scale, infrared thermography

Nasal skin temperature can be measured by infrared
thermography, which is featured with non-contact.

Since colors affect human conditions physiological- When physiological and mental influences by color sti-
ly and mentally, various studies about the color influ- muylation are measured, the non-contact device has an
ences have been conducted [1,2]. For an example, long advantage that the subjects do not wear any sensors.
wavelength lights, such as red or yellow, excite human previous color influence studies have been conducted
beings. These colors raise the awakening level or the wijth brain wave or heartbeat measurements [1]. No
grip strength. On the contrary, the short wavelength studies about nasal skin temperature to evaluate color
lights, such as blue or green, are the sedation colors. influences have been reported.

While a number of studies have been supporting these | this study, we investigated the color influences
points, a lot of negative data have also been reported. psychologically and physiologically by use of infrared
The conclusion has not been clarified yet [3]. thermography. The purpose of this study is to clarify

In our previous studies, mental work-loads (MWL) nasal temperature changes in terms of color illumina-
have been examined with physiological and psychologi- tions, and the relationship between psychological evalu-
cal measurements under arithmetic calculation tasks. ation and nasal temperature.

It was shown that changes of nasal skin temperature
are remarkable as a phyS|0Iog|ch index [4,5]. In gener- Il EXPERIMENT
ally, nervous systems about brain waves or the heart-
beats respond quickly to change the tasks, but this reac- The relationship of physiological and psychological
tion does not continue for long period. Living bodies indices was investigated, when environmental color

. (red, blue, yellow) was changed.
tend to be adapted to tasks quickly. On the other hand,
the nasal skin temperature changes more slowly along 1.An evaluation index
with the task. In nasal skin, there are many arterioven-  Visual Analogue Scale (VAS) was used as a psycho-
ous anastomoses (AVAs) which are sympathetic nervous logical index, while nasal skin temperature was used as
systems. Nasal skin temperature changes slowly with @ physiological index. Figure 1 shows an example of
increase and decrease of the bloodstream with the anta-VAS. Subjective senses and feelings can be measured
gonism of a sympathetic and the parasympathetic nerve. by marking a position on 10cm long scale characterized
This reaction continues for long period to stimulations by a pair of opposite words or phrases at the both ends.
which affect an autonomic nervous system. From this This method is featured with little individual differences
viewpoint, nasal skin temperature is more suitable for in the understanding of the description, and shorter time

the evaluation for a long period for mental stimulations to perform measurements. In this study, seven pairs of
about MWL [4,5]. words for VASs were employed.

I.INTRODUCTION
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There were “Unpleasant-Pleasant”, “Distracted-Concen-
trate”, “Unhappy-Happy”, “Fatigue-Vigor”, “Cold-Hot",
“Dark-Light” and “Sleepy-Awake”. For the evaluation,

we used the VAS value differences between before and

after color illuminations.

Figure 2 shows a change of nasal skin temperature.

As the physiological index, we used temperature differ-

ences between forehead and nasal skin. Nasal skin tem-

peratures are well affected by the activities of autonom-

ous nerves. In addition, forehead skin temperatures are

little affected by the activities of autonomous nerves.
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This ATdmax is the maximum value which is affected
by the color illumination for minutes. In this experiment,
we used these PtimAaTmax andATdmax as evaluation
measures. In addition, NST data were statistically ana-
lyses to study individual differences. NSTs were norma-
lized as follows: Dispersion=1 and Average=0.

2. Experiment method
The experimental system is shown in Figure 3. A
subject sat in front of a gray booth. In this booth, am-

Skin temperatures are affected by ambient conditions. bient colors were changed by LEE Filters (Dfilter (yel-
The ambient influences can be reduced by subtracting low (104), red (166) and blue (161))) and fluorescent
forehead skin temperature from nasal skin temperature. lamps (Toshiba (FLD6500)) on the ceiling of the booth.
Therefore, relationship of sympathetic system and the Horizontal illuminations of all colors were 500 + 10%
parasympathetic system can be measured indirectly with (Ix) in the booth. Infrared thermography device
time changes of temperature differences between fore- (NEC/Avio TVS-200EX) was placed at 1m horizontal

©ISAROB 2011

head and nasal skins. (Afterward, difference of forehead
and nasal skin temperature is called NST.)

In previous studies, the time change of NST were
employed for various evaluations [4-8]. As an example,
a time changes of NST is shown in Figure 2. In this ex-
periment, NST is denoted by T(t), and t is the time after
starting color illumination.

Ptime is the time when NST reaches the maximum
between starting color illumination and the time when
NST is less than NST average in Restl. Ptime is the
time which is from starting color stimulation to appear-
ance of physiological human changes. We defined max-
imum temperature displacement Affmax (ATmax =
T(tave-T(t)). This ATmax is a total variation which is
influence by the color illumination. In addition, we de-

distance from nose of the subject. The thermal image
size was 320 x 240[pixel], and the temperature resolv-
ing power was 0.08 degree centigrade. Skin emissivity
was 0.98, and sampling period was 1sec.

Figure 4 shows the experimental protocol. A subject
took rest (REST1) for three minutes, sitting and opening
the eyes. After this rest, color illumination started and
continued for five minutes. After color illumination,
another rest (REST?2) for three minutes was taken in the
booth. The booth inside was illuminated by white light
during the rests. VAS was carried out under the color
illumination in first and last one minute. This protocol
was performed with each color three times. The subjects
were normal male adults aged from 21 to 24. This expe-
riment was based on Helsinki Declaration (1964) for

fined the maximum of the greatest temperature decrease ethical consideration.

by ATdmax. ATdmax = max (T(t)-T(t+60s))).
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Table.1. Results of VAS (VAS Value (SD))

VAS Yellow | Red Blue
Unpleasant-Pleasant| 0.4(119.1(1.4)0.1(2.0)
Distracted-Concentrate¢-0.1(1.5)(-1.1(1.6), 0.7(1.5)
Unhappy-Happy 0.1(1.3)0.4(1.3)[0.7(1.4)
Fatigue- Vigor 0.5(2.0)-0.7(2.0)[0.1(2.7)
Cold-Hot 0.4(1.9) 0.5(1.8)|0.0(1.1)
Dark-Light 0.5(1.6)(-0.2(2.0)0.2(2.3)
Sleepy-Awake -0.1(1.8)1.5(2.7) 0.9(1.5)

©ISAROB 2011

3. Result and Discussion

Table 1 shows averages and standard deviations of
VAS values of all subjects. Most of the VAS values
were positive under blue and yellow illuminations, and
6 of the 7 VAS values were negative under red illumina-
tion. An analysis of variance and multiple comparisons
(Bonferroni method) were performed statistically to test
significant difference in each item of VAS values by the
colors. In two VAS values of “Distracted-Concentrate”
and “Sleepy-Awake”, there was a significant differences
were shown in red and blup<0.05). From this result, it
is understood that colors affect human conditions men
tally. In particular, Red affects the VAS values of nega-
tive side among the three colors.

Figure 5-7 show average of NSTs of all subjects.
The NSTs were maintained or increased for Ptime after
starting color illuminations, and decreased after Ptime.
Each NST was slightly different in the change by a color.
The NST changed after starting each color illumination.
The t-tests of statistical analysis were performed be-
tween temperatures of the starting and temperatures of
the ending at the tasks under all color illuminations. As
a result, in the both temperatures, there was a significant
difference p<0.001). From this viewpoint, it was shown
that color illuminations affect human conditions physio-
logically.

Table 2 shows averages and standard deviations of
Ptime,A Tmax and A Tdmax. Red was the most effec-
tive color physiologically, since Ptime was shof,
Tmax and A Tdmax for red were the biggest of three
colors. Although, NSTs of several subjects obviously
were affected for color illuminations, the statistical sig-
nificant differences were not observed between NST
and colors. It is thought that there were no significant
difference for state of subjects about the physical condi-
tion, mental condition and the taste color illuminations.

Table 3 shows the results of correlations between
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Table.2. Results of PtimeA Tmax, A Tdmax

Colors Yellow Red Blue
Ptime (s) (SD) 104.2(84.0) 76.1(62.8) 82.5(103.4)
ATmax (SD)| 1.8(1.1) 2.4(0.8)| 2.0(1.1)
ATdmax (SD) 1.2(0.5) 1.5(0.7)| 1.1(0.3)

VAS value and NSTs (Ptim&y Tmax, A Tdmax).
There were intermediate and strong correlations (four
VAS values for yellow, eleven VAS values for red and
six VAS values for blue). As a result, red is most in-
fluential color physiologically and psychologically. Par-
ticularly, high correlation coefficient 0.82 was observed
between “Unpleasant-Pleasant” ahd'max for red.
From this viewpoint, the NST decreases when red illu-
mination is felt unpleasant.
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Table.3. VAS vs NST(PtimeA Tmax and A Tdmax)
Colors Yellow Red Blue
VAS Ptime | ATmax|ATdmax Ptime | ATmax|ATdmax Ptime | ATmax|A Tdmax
Unpleasant-Pleasant 0.26 -0.50 0.25 0.14 0.82 0.52 -0.29 -0.44 -0.16
Distracted-Concentrate -0.02 -0.35 -0.33| -0.66 -0.02 -0.16 0.15 | -041 -0.23

Unhappy-Happy 0.34 -0.18 0.38 -041 0.32 -0.06 -0.03| -0.48 -0.39
Fatigue- Vigor 0.25 | -0.72 -0.24 | -0.68 -0.54 -0.51 -0.44 -0.32 0.01
Cold-Hot 0.27 -0.33 0.25 -0.07, -0.59 0.03 -0.49 0.00 0.38
Dark-Light 0.34 | -0.76 -0.17 0.04 -0.11| 048 -0.35 0.01 -0.07
Sleepy-Awake 0.21| -0.74 -0.19 | -0.70 0.00 -0.50 0.41 -0.14 -0.23

However, there were correlations between “Unpleasant- infrared thermography to measure human men-
Pleasant” and Tmax in yellow and blue illuminations. tal/physiological conditions.

On the contrary, positive correlations were shown in red.

This result cannot be explained by the conventional REEERENCES

hypothesis that NST decreases with unpleasant feeling. o
This result can be explained as follows: NST decreas- [1]1 H:kubo, Y.Inoue, The Influence of Lighting by Used
- . . . Chromatic Light on Physiological and Psychological
gs fast. down thh gnpleasant feeling. Red is the most Responses, lllum, Engng, Onst, Jpn, Vol.92, No.9,
influential physiologically and psychologically at three pp.645-649, 2008
colors and there was a negative intermediate correlation [2] Y.Kaku, K.Momose, M.Saito, Physiological effects

between “Unpleasant-Pleasant” anfidmax of red. and psychological effects of color light, Color
In previous studies, the stimulations by tasks or I\S/I(EGI}\IQI(':G &S;&gim;ooo?f Japan, Vol.31 SUPPLI-
loads to subjects were calculation problem [4,5], metal 3] T.Oyr;lma M.Séito An introduction to Color

scratch noise [7] and driving task[8]. The reaction of Theory: “Kansei” and the Psychology of Color,
NST for these stimulations decreased fast immediately University of Tokyo Press, 2009

after starting the stimulation. However, NST decreased [4] K-Hioki, ANozawa, T.Mizuno, and H.Ide, Physio-
logical Evaluation of Mental Workload in Time

after Ptime in this experiment. In comparison between Pressure, T.IEEJ Trans.EIS, 127(7), pp.1000-1006,
the results of previous studies and this experiment, the  2gg7.
color illumination might be less influential to human [5] T.Mizuno, S.Nomura, A.Nozawa, H.Asano and
conditions physiologically and mentally than the stimu- i"]'%: iV?Ua(;i%n 0'\‘; thel ESﬁlc?Ct'l?f Interr‘r:ittentlllg/ll%rllz-

- ; al Work-Loa asal Skin Temperature, ,
lations previously used. 393-D(4), 535_543;, 2010. P
[6] Advanced Industrial Science and Technology -

[11. CONCLUTION Institute for Human Science and Biomedical Engi-
' neering, Handbook of Human measurement, Asaku-
In this study, we investigated the color influences ra publisher, 2003.

[7] H.Zenju, A.Nozawa, H.Tanaka, H.lde, Estimation of

physiologically by use of nasal skin temperature meas-
d by inf d th h d I 4 and Unpleasant and Pleasant States by Nasal Thermo-
ured by Infrared thermography under yellow, red an gram, IEEJ Trans. EIS, Vol.124, No.1, pp.213-214

blue illuminations. As a result, it was suggested that the (2004)
mental and physical conditions are affected by the col- [8] R.Sakamoto, A.Nozawa, H.Tanaka, T.Mizuno, and

ors difference. Significant temperature change was ob- ~ H.lde, Evaluation of the Driver's Temporary Arous-
served under red illumination al Level by Facial Skin Thermogram —Effect of Sur-

. ) _ rounding Temperature and Wind on the Thermo-
It is necessary to examine color influences mental gram-, IEEJ Trans.EIS, 126(7), 804-809, 2006.
and physiological with more subjects, more the VAS

items and more color illuminations.

In order to clarify the relationship between NST and
human mental/physiological conditions, further studies
are required. It is expected to develop a novel system by

©ISAROB 2011 57



The Sixteenth International Symposium on Artificial Life and Robotics 2011 (AROB 16th 11),
B-Con Plaza, Beppu,Oita, Japan, January 27-29, 2011
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Abstract: This paper deals with progress in the motion performance and control of a Balloon Fish Robot (BFR). The
BFR is a fish-type airship robot that derives its propulsion from vibrations of two joints. The BFR is moved in three-
dimensional space by an actuator. We consider the thrust of the BFR and measured it with a force sensor. The purpose
of this research is to construct an equation of motion for the BFR and to control its air speed.

Keywords: Airship Robot, Fish Robot

I. INTRODUCTION 120em . 100cm _ S0cm_ SOcm
Recently, there has been progress in research on / | \m
airship robots that float in the air. An airship robot has _ _
the advantage of being able to move in three dimensions Hu uu @)
without being influenced by obstacles on the ground and ! / 30em /U
without disturbing people's work. Moreover, because an W . e nle— »

airship uses a gas that is lighter than air to obtain Head Body CT:Li‘gal

CJ

buoyancy, the energy necessary for floatage is less than Fig.1. Structure of the BFR
that of other types of flying robots, such as airplane and .

helicopter robots. Airship robots have been studies for
applications in disaster relief and indoor patrol and
surveillance systems [1].

On the other hand, there have been advances in
research on the movement of fish, which have superior
propulsive performance in water. There has been some
work on applying fish-type underwater robots to
offshore surveying and underwater surveys of natural

Fig.2. Appearance of the BFR

resources [2][3]. In addition, a robot that employs the

propulsion principle of aquatic organisms in the air, not

water, has been developed. An example is the manta- of three parts: the head, the body, and the caudal fin. The

type flying robot (Air Ray) developed by FESTO Co. head and the body are formed of aluminum film balloons

developed. filled with helium, giving the BFR a buoyancy of about

We developed an airship robot based on a fish's 300 grams.

propulsion principle, called the Balloon Fish Robot The BFR has two joints. One is a servo motor-driven

(BFR). The purpose of our research is to construct an joint between the head and the body, and the other is a

equation of motion for the BFR and to control its air spring joint between the body and the caudal fin. The

speed servo motor moves symmetrically by various angles and

] ) at various frequencies and the BFR vibrates smoothly to
I1. Structure and equation of motion of BFR obtain thrust. This movement is generally referred to as a

fish's wriggling motion [4].
1. Structure of the BFR gelne 4]

Fig. 1 shows the structure of the BFR, and Fig. 2
shows a photograph of the BFR. The BFR is composed
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2. Equation of motion of the BFR

Zhang constructed an equation of motion for an
airship under the following three conditions [5]:

1. The airship is a rigid body.

2. There is no rotary motion about the three axes.

3. There is no air flow.

The propulsion direction of the BFR is taken as the x
axis, the horizontal direction is taken as the y axis, and
the vertical direction is taken as the z axis. Since we deal
with propulsion of the BFR, it is assumed that there is no
movement along the z axis. Because the wriggling
motion is a symmetric motion, the y-axis components of
the thrust cancel each other out. The x-axis component
of the thrust determines the propulsion of the BFR. The
equation of motion in the x-axis:

d’ 1 d
m—Xx=—-—pCS—x+Fcos0, (1
a2 20 &

where m is the mass of the BFR, F is thrust, & is the
angle of the wriggling motion, o is the density of air, C
is the air resistance coefficient, and S is the projected
area of the BFR. The thrust F is measured to construct
the equation of motion of the BFR.

I11. MEASUREMENT SYSTEM

We focused on the thrust of the BFR and measured it
with a force sensor. We considered two parameters of the
BFR’s wriggling motion: the oscillation angle and the
oscillation frequency. To determine the equation of
motion, we measured the thrust. In addition, the actual
robot movements were measured, and the results were
thrust
experiment. The thrust is corrected because there is a

compared with those of the measurement
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Fig.4. Thrust measurement system

Sensor

difference in the position of the rotation axis in the real
machine and the thrust measurement experiment.

1. Real machine measurements
We the of the BFR
experimentally using an actual robot. Fig. 3 shows the

measured propulsion
real machine measurement system. Four tracking points
were set on the BFR, and images were captured as the
BFR advanced. The movement of the BFR was
measured as two-dimensional coordinates.

2. Thrust measurement

In this study, the thrust of the BFR was measured
with a force sensor. Fig. 4 shows the thrust measurement
system. The force sensor, the body, and the caudal fin of
the BFR were fixed to a wood post (prop), and the force
generated by the wriggling motion was measured with
the force sensor. Similarly, the movement of the head,
which vibrates along with the wriggling motion, was
also measured.

3. Thrust correction

There is a difference in the position of the rotation
axis in the real machine and in the thrust measurement
experiment, as illustrated in Fig. 5. In the thrust
measurement experiment, the rotation axis determines
the position of the servo motor. In this case, the length of
the BFR that contributes to propulsion is the entire
length of the BFR. The length of the head is defined as
L, and the length of the body is defined as L,.

The rotation axis moves in the actual machine, as shown
in Fig. 5. Therefore, the length of the BFR that
contributes to propulsion is shorter in both the head and
the body. There is a difference in the thrust produced in
the real machine and the thrust measurement experiment.
In this case, the length of the head that contributes to
propulsion is defined as nL,, and that of the body is
defined as mL, (0<n<1, 0<m<1). The numerical
values of n and m are the coordinates of the rotation axis
in the head and the body where the wriggling motion of
the BFR occurs. The two points are the points that exist
between two tracking points of the head and the body in
the real machine experiment, where the distance moved
is minimized.



BFR axis Head
rotation
= AXIS

Body
rotation
caxis

Rotation
e AXIS, T

nL, mL,
n=0.5m=0.2

Real machine

L, L,

Impellent measurement

Fig.5. Difference of rotation axis

The numerical values of n and m were calculated
from the results of the real machine experiment. The
values of n and m were varied from 0.1 to 0.9 in steps of
0.1, and the values that minimized the distance moved
were identified. The numerical results are illustrated in
Fig. 6. From the results, we defined n=0.5 and m=0.2.
Therefore, in the real machine, the length of the head
that contributes to propulsion is 0.5L;, and that of the
body is 0.8L,.

In short, because the thrust produced is different in
the real machine and the thrust measurement experiment,
it is necessary to correct the thrust with the values of n
and m.

First, the thrust of the head is corrected. Because
n = 0.5, the rotation axis of the head is at the center of
the head. A positive thrust and a negative thrust cancel
each other out in the wriggling motion in one cycle.
Therefore, the thrust that the head generates is 0.

Next, the thrust that the body generates is corrected.
The thrust is proportional to the volume of air pushed
out behind by the wriggling motion. In this case, where
m=0.2, the length of the body that contributes to
propulsion is 0.8L,, and a body length of 0.2L, generates
a negative thrust. As a result, the thrust that the body and
the caudal fin generate is corrected by a factor of 0.6. In
addition, the angle of the wriggling motion is 45 degree,
but because the rotation axis and the head move, the
angle of the wriggling motion becomes smaller than 45
degree. From the measurement results, the angle of the
head was 15 degree, and the angle of the body was 30
degree during the wriggling motion. Therefore, the
oscillation angle of the body is assumed to be 30 degree
in the thrust measurement experiment.

IV. EXPERIMENT

1. Real machine experiment

Images of the BFR during propulsion were captured
with a camera. The wriggling motion of the BFR is
oscillating movement having an oscillation angle and
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oscillation speed. In a preliminary study, we found that
the velocity of the BFR was highest when the oscillation
angle was 45 degrees and increased as the oscillation
speed increased. Therefore, we set the following
experimental conditions: the oscillation angle was 45
degree, the oscillation frequency was 0.5 Hz, which was
the maximum speed of the servo motor, the measurement

time was 15 s, and the sampling frequency was 30 fps.

2. Thrust measurement experiment

The thrust of the BFR was measured with the force
sensor. We set the experimental conditions according to
the thrust correction. The oscillation angle was 30 degree,
the oscillation frequency was 0.5 Hz, the measurement
time was 15 s, and the sampling frequency was 1024 Hz.

V. RESULTS

The velocity of the BFR was calculated from the
results of the real machine experiment and the thrust
measurement experiment.

The distance moved by the tracking points on the
BFR was measured from the results of the real machine
experiment, and the velocity of the BFR was calculated
every 0.3 s.

The results of the thrust measurement experiment
were substituted into the equation of motion of the BFR,
and the velocity of the BFR was calculated. Fig. 7
shows the numerical results. In Fig. 7, the horizontal axis
corresponds to time and the vertical axis corresponds to
the velocity of the BFR. In the thrust measurement
experiment, the velocity of the BFR was calculated using
the thrust values before correction and after correction.
The bottom graph shows the difference between the
results of the real machine experiment and those after
thrust correction. In Fig. 7, because the thrust was
corrected, the calculated value become close to the
velocity of the real machine. As a result, it was possible
to construct an equation of motion closer to that of the
real machine by considering the movement of the real
machine. The maximum velocity of the BFR was about
0.6 m/s for the real machine and the equation of motion,
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Fig.7. Velocity of the BFR

showing good agreement. However, even after the thrust
had been corrected, it was confirmed that the difference
in velocity compared with the real machine was about
0.3 m/s at most. Therefore, there must be force that was
not taken into account in constructing the equation of
motion.

VI. DISCUSSION

There was a difference between the results observed
with the real machine and those obtained with the
equation of motion. In Fig. 7, the velocity periodically
decreases in the calculation results for the real machine.

The cause of this is thought to be the change in the
projected area. In this study, the projected area of the
BFR was assumed to be constant in calculating the
velocity. In practice, however, the projected area changes
over time because the head of the BFR moves during the
wriggling motion. The reason why the velocity of the
real machine decreases is that the projected area
increases periodically.

Similarly, it is also necessary to consider the force
that the pectoral fins generate during the wriggling
motion.

In this research, the velocity of the BFR was
calculated for one pattern of wriggling motion; in future,
it will be necessary to calculate the velocity for other

wriggling motions.

VIl. CONCLUSION

The aims of this study were to measure the thrust of
the BFR and to construct an equation of motion. We
measured the thrust with a force sensor and constructed
the equation of motion by comparing the results with
those for real machine movement. As a result, it was
possible to construct an equation of motion closer to that
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of the real machine by considering the movement of the
real machine.

VIIIl. FUTURE TASKS

Tasks to be implemented in future work include
considering the change in the projected area, conducting
experiments using other wriggle motion patterns,
repeating the motion experiments for a BFR with
pectoral fins, constructing an equation of motion, and

controlling the air speed.
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Abstract— A plus and minus switching power supplies are
needed for many applications, for example audio power
supply. Since the output voltage changes of such power
amplifiers which are loads are large, the power supply volt-
agse are changed largely. Usually, in order to suppress
the change, a capacitor with large capacity is used at the
output end. If the capacities are made small, the power
supplies can be compacted. In this paper, it is shown that
the capacities can be made small using a robust digital con-
trol using an approximate 2DOF. The derived controller is
actually implemented on a DSP. It is demonstrated from
experiments that the power supplies can be compacted by
the robust controller.

I. INTRODUCTION

The DC-DC converter is used for a switching power
supply of an plus and minus power amplifier for many
applications, for example an audio amplifier. This power
supply is needed to be compacted. In usual power sup-
ply, in order to suppress an output voltage change for load
change and input voltage change, a capacitor with large
capacity is used for the output end. It can be consid-
ered that that the capacity is made small as one means
of a compact the audio power amplifier. The authors pro-
posed the method of designing a approximate 2-degree-
of-freedom (2DOF) controller of DC-DC converter[1] as
a robust digital controller. The digital controller makes
the control bandwidth wider, and at the same time makes
the change of the output voltage very small at sudden
changes of load and the input voltage. This robust digital
controller was applied to control one side power supply[2].
In this paper, it is shown that the output voltage change
of the both sides plus and minus power supply can fully
be suppressed and the power supply can be compacted by
the capacitor with small capacity using this type robust
digital control. The robust digital controller is actually
implemented on a DSP. It is demonstrated from experi-
ments that the capacity can be made small by the robust
controller.

II. PLus AND MINUS POWER SUPPLY

The configuration of the audio power supply is shown in
Fig. 1. The part except for the controller is a controlled
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Fig. 2. Plus side model of power supply

object. The triangular wave carrier is adopted for the
PWM switching signal. The switching frequency is set
at 100[KHz] and E is 14.5[V], ny : ng = 4 : 13. The
LC circuit is a filter for removing carrier and switching
noises. Cy is 1000[pF] and Lg is 70[pH]. In Fig.1, a plus
side and a minus side are symmetrical, and the plus side
model is shown in Fig. 2. The state equation of Fig. 2
is derived. If the frequency of control signal w is smaller
enough than that of the carrier, the state equation of the
DC-DC converter at a resistive load in Fig.1 except for
the controller in DSP can be expressed from the state
equalizing method as follows :

{ &= A.x+ Beu (1)

y=Czx
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g=ul o ¥
._/ Z0.H . X_AcX+Bc“ =
y=Cx

Fig. 3. Controlled object with input dead time Lg4(< T)

Fig. 4. Equivalent disturbances due to load variations (parameter
variations) and model matching system with state feedback

where
e - 1 0
T = |:Z,O:| Ac—|: _Cfl‘ _Ci:| BC_|:&:|
Lo Lo Lo
V; N-
c = [1 0] u=-e; Yy=em Kp:C]\?l

Ry is the total resistance of coil and ON resistance of
FET, etc., and the value is 0.015[Q2]. When realizing a
digital controller by a DSP, a delay time exists between
the starting time of the sampling operation and the out-
putting time of the control signal due to the calculation
and AD/DA conversion times. This delay time is consid-
ered to be equivalent to the input dead time which exists
in the controlled object as shown in Fig. 3. Then the
state equation of the system in Fig.3 is expressed as fol-
lows :

Adwxdw(k) + Bdw’l)(k)

Taw(k+1) =
{ y?k) = de:rdw(k) (2)
where
_ [ (k) _ | =(k)
fcdw(k) = I fz(k) ] xd(k) = |: fl(k‘) :|
Adw = f(l)d B;)d :| Bdw(k) = |: ? :|
eACT A (T'—Lg) CTB dr
Ao =17 f% }
T—La _A,r
B = | I e;‘ B.dr ]
de = [Cd 0} Cd:[C 0] 51(k):u(k)

It can be considered that the input voltage E and the
load change by change of the amplitude of a voice sig-
nal etc. is parameter changes for the controlled object.
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Fig. 5. Model matching system using only voltage (output) feedback

These parameter changes can be considered to be equiv-
alent disturbances ¢, and g, inputted into the controlled
object from the exterior as shown in Fig. 4. If the trans-
fer functions between the equivalent disturbances and the
output voltage can be made small, it will become the con-
trol system hardly influenced of the input voltage change
and the load changes. Therefore, if the controller is de-
signed so that this transfer function may become small,
the compact audio power supply will be attained even if
the capacity Cy is small.

III. ROBUST DIGITAL CONTROLLER

A. Configuration of control system

First, the transfer function between the reference input
r and the output y is specified as follows :
Wiy (2)

_ A+ H)(A+ Hy)(1 4 Hs)(z — m)(z —n2) (2 + Ha)
(1 — nl)(l — ng)(z + Hl)(z + H2)(Z + Hg)(z + H4)

3)

where, nq and ny are the zeros for the discrete-time control
object (2). It shall be specified that the relation of H; and
H,, H3 becomes |H1|>|Re(Hs)|, |H1|[>|Re(H3)|. Then
Wyy(z) can be approximated to the following first-order
model:

1+ H;
Z+H1

Wiy(2) = Win(2) = (4)
This target characteristics Wy, (z) = W,,(2) is specified
so that the bandwidth of the audio power supply becomes
as wide as possible.

Applying a state feedback

—Fx* + GHyr (5)
ly z2 & &]"

v =
¥ =

and feedforward
&(k+1)=Gr (6)

to the discrete-time controlled object as shown in Fig. 4,
we decide F = [F(1,1) F(1,2) F(1,3) F(1,4)] and G so
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Fig. 6. System reconstituted with inverse system and filter

that W, (z) becomes eq.(3). Th current feedback is used
in Fig. 4. This is transformed to voltage and control in-
put feedbacks without changing the pulse transfer function
between r — y by an equivalent conversion. The following
relation is obtained from Fig. 4:

F(1,2)
~ 409 (z1(k +1)

Ad(L 3)51 - Bd(17 1)77> (7)

—F(1,2)x2(k) =
—As(1, D)z (k) —

If the current feedback is transformed equivalently using
the right-hand side of this equation, the control system
with only voltage feedback as shown in Fig. 5 will be ob-
tained. The transfer function Wg, (2) between this equiv-
alent disturbance @ = [g, ¢,]T and y of the system in
Fig. 5 is desfined as

Waoy(z) = [uny(z) quy(z)] (8)

The system added the inverse system and the filter to the
system of Fig.5 is constituted as shown in Fig. 6. In Fig.
6, the transfer function K (z) becomes

k.
K = — 9
() = 9
The transfer functions between r — y and @@ — y of the
system in Fig. 6 are given by

1+ H  2—1+k,
4 z—i—le—l—i—szS(z)W(z)r (10)
z—1 z—14+k,
vy = z2—1+4+k, z— 1+sz3(Z)WQy(z)Q (11)
where
W.(z) = (1 - H2)(1+4 H3)(z—n1)(z —na) (12)

(Z — HQ)(Z + Hg)(l — nl)(l — TLQ)

Here, if W,(2z) ~ 1, then Egs.(9) and (10) become, respec-
tively,

1+ H
P — 13
Y eyl (13)
~ 2l w20 (14)
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From eqgs.(12) and (13), it turns out that the characteris-
tics from r to y can be specified with H7, and the charac-
teristics from @ to y can be independently specified with
k.. That is, the system in Fig. 6 is an approximate 2DOF,
and its sensitivity against disturbance becomes lower with
the increase of k..

If an equivalent conversion of the controller in Fig. 6 is
carried out, the approximate 2DOF digital integral-type
control systems will be obtained as shown in Fig.6. In
Fig. 7, the parameters of the controller are as follows :

ki = F(Q,1+F(1,2)FF(1,1) + ((-F(1,4)
F(1,2)FF(1,4))(—=F(1,2)/FF(1,2)))
+ (GHy+ GF,)(k./(1+ Hy))
ke = F(1,2)/FF(1,2) + G(k./(1 + Hy))
ks = F(1,3)+ F(1,2)(FF(1,3)) ky = —F,
ki = Gk, kio=(GHy+ GF2)k,
ki = G kpo=GH,+GF, (15)
where
FF(1,1) —Aq(1,1)/A4(1,2)
FF(1,2) = A4(1,2)
FF(1,3) = —Aq(1,3)/A44(1,2)
FF(1,4) = —By(1,1)/44(1,2)
F, = —F(1,4) - F(1,2)FF(1,4)

In the audio amplifier power supply, since a plus side
and a minus side is symmetrical, the controller which con-
trols only the plus side is designed. A model for the con-
trolled object of the plus side becomes as shown in Fig.
2. The robust control system to this controlled object be-
comes as shown in Fig. 7. This system is an approximate
2DOF system and can specify independently the charac-
teristics between the reference value and the controlled
output, and the characteristics between the disturbance
and the controlled output. If the parameter of the con-
troller is set up so that the transfer function between the
disturbance and the controlled output may become small,
the control system will become low sensitivity very much.
Therefore, even if the capacity is small, the large load
changes can be suppressed. The same controller of Fig.
7 is applied to the minus side of Fig. 1. The averaged
control input is switched to the plus side and minus side.

IV. EXPERIMENTAL STUDIES

The sampling period T are set at 10[us] and the input
dead time Ly is about 0.9997[us]. The nominal value of
Ry, is 4[2]. We design a control system so that all the
specifications are satisfied. First of all, in order to satisfy

the specification on the rising time of startup transient
reponse, Hy, Ho, H3 and H, are specified as
Hi4 = —-09 Hy;=0140.1i H3=0.1-0.1¢
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Fig. 8.
digital control at Cp = 1000[uF]

Hy —0.999 k, =0.15

Then the parameters of controller become

k1
k4

14.063 ks = —11.605 k3 = —0.022209
—0.20448 k; = —1.3752 k;, = 1.1427

Experimental results by the approximate 2DOF robust

(16)

(17)

We used the DSP(TI TMS320LF2808). Fig. 8 and Fig.
9 show the output voltage changes by the approximate
2DOF robust control at Cy = 1000[p] and Cy = 220[u],
respectively. From these results, it turns out that out-
put voltage change hardly changes even if capacity be-

Plus output =

¥“——-— Minus 6utput-

L e L

'Cor_lroll ihbﬂt 11 T

Fig. 9.
digital control at Cp = 220[uF)]
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Fig. 10. Experimental results by PI control at Co = 1000[uF]
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Fig. 11. Experimental results by PI control at Cy = 220[uF]

comes very small. Fig. 10 and Fig. 11 show the out-
put voltage changes by PI control at Cy = 1000[u] and
Co = 1000[u], respectively. It turns out that the output
voltage changes are very large compared with the robust
control. Moreover, the output voltage changes are oscil-
lating at Cp = 220[p]. These results show that the robust
control by approximate 2DOF is effective in compact au-
dio power supply.

V. CONCLUSION

In this paper, the robust digital control was performed
by DSP. Consequently, even if it made capacity small, it
was shown that output voltage changes of the both sides
of the plus and minus power supply can be suppressed
almost like the time when capacities are large. A future
subject is designing the robust digital controller which can
make the value of output voltage change smaller.
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Abstract: This paper presents a neuro-fuzzy navigation method for mobile robots based on local sensors mounted
on the robot. This method is not sensitive to sensor noise, and is able to automatically adjust the internal parame-
ters given by the teacher signal. However, most of previous studies dealt with two-wheel driven robots have fo-
cused on the acceleration control of their wheels. For this reason, it is difficult to generate teacher signals for ro-
bots with many actuators such as omnidirectional mobile robots. In this paper, we propose a method of neuro-
fuzzy navigation based on control of rotation speed of the robots. We demonstrate the validity of our proposed

method through simulations and experiments.

Keywords: Omnidirectional mobile robot, Neuro fuzzy, Robot navigation, Local sensor

l. Introduction

Recently, the autonomous mobile robots working in
dangerous environments such as disaster sites have been
studied. These robots cannot get information about their
operating environments in advance. For this reason,
these robots require navigation methods to a target point
based on information from local sensors mounted on the
robots.

There are some methods based on the fuzzy infer-
ence techniques using local sensors on the robots to
navigate to a target point [1][2]. Those methods can
reduce the effect of observation noises from local sen-
sors, but adjustments of the parameters by experts are
necessary. Automatic parameter turning methods which
incorporate neural network structures into fuzzy infer-
ence systems have been proposed in [3][4]. These con-
trollers are able to adjust the parameters automatically
by giving desired moving patterns. However, most of
previous studies deal with the two wheel robots consid-
ering the acceleration of the motors as input. But when
applying these methods to more complex systems (for
example: snake-like robots, omnidirectional mobile
robots and so on), the complexity makes it difficult to
generate teacher signals.

In this paper, we propose a method using the rota-
tion speeds of the robots as the input for the robot. By
using the rotation speed instead of the acceleration of
each actuator, we can generate the teacher signals for
the controller. The validity of the proposed method is
demonstrated through simulations and experiments.

I1. Omnidirectional mobile robot

Figure 1 shows an omnidirectional mobile robot in
this study, where 6 is the angle between y-axis and a
wheel, V, is the velocity at the front direction of the

©ISAROB 2011

66

Front

behind db?"

Figure 1 Omnidirec- Figure 2 Obstacle sensor
tional mobile robot  placements

robot, V, is the velocity at the lateral direction of the
robot, and w,. is the velocity of the rotation of the robot.
In this study, the rotation speed of each wheel is con-
trolled by a suitable controller (for example: PID), and
is assumed to accurately rotate according to the refer-
ence value. The following equation shows the relation-
ship between the moving velocity of the robot and the
velocity of each wheel:

w; sin(0) —cos(@) R v
W; 1 | sin(6) cos(8) RI||.”
= p IV &)

R

ws| = Ry |—=sin(8)  cos(8) M?’
Wy —sin(0) — cos(6) "

where R is the radius of the robot, and R,, is the radius
of the wheel. In this study, we design a controller using
two pieces of information; the distance between the
obstacle and the robots, the angle of the target point
from the front direction of the robot.



Figure 2 shows the arrangement of fifty obstacle de-
tection sensors mounted on the robot. Those sensors are
divided into five groups of three adjacent sensors {right
behind, right front, front, left front, left behind}. The
output value of each sensor group is selected to take a
smallest value in the groups. The angle of the target
direction is given from the front of the robot. In this
paper, we assume a constant velocity at the lateral direc-
tion for simplicity.

111. Angle-based neuro-fuzzy navigation

This section, explains the proposed method of angle-
based neuro-fuzzy controller. At first, we explain the
controller structures and how to adjust the parameters of
the fuzzy membership functions.

1. Controller structure

Figure 3 shows the structure of the proposed angle-
based neuro-fuzzy controller. This controller consists of
a five-layer neural network. The first layer receives the
target direction and distance information from the ob-
stacle sensors. The second layer converts an input value
to a fuzzy grade using the fuzzy inference logic. Mem-
bership functions of the target direction consist of five
fuzzy sets {right behind, right front, front, left front, left
behind}, in the form of triangular type functions:
- 72|ui_mij|,mij - % < Uu; < ml-j + @

! : @

pij = 9ij
0.001, otherwise

where i is a input number, j is a fuzzy set number, p;;
is the fuzzy grade, m;; is the center value of the mem-
bership function, w; is the input value, g;; is the width
of the membership function. Otherwise, the membership
function of the obstacle sensor consists of two fuzzy
sets to determine the distance from the obstacle. A Z-
type function in (3) is adopted as the membership func-
tion that represents the distance between the robot and
the obstacle:

pij=J

2u._m.A .
1-— M,otherwwe
o'ij

Oy

0.001,ul- = mi]- +7
1,ul- < mi]-

©)

while, a S-type function in (4) is adopted as the mem-
bership function that represents the closeness between
the robot and the obstacles.

pij=J

2|uj—m;; .
1-— M,otherwwe
Uij

Oy

0.00l,ui < mi]- _7
1,ui > mi]-

(4)
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Figure 3 Angle-based neuro-fuzzy controller

The third layer represents the fuzzy controller based on
the if-then rules, which has the connection with the se-
cond layer as the antecedent, and the connection with
the fourth layer as the consequent. As for the if-then rule,
there are 160 rules from five fuzzy sets of the target
direction and two fuzzy sets of five groups of obstacle
sensors. The fourth layer represents the output linguistic
grades. The fifth layer is the output of the controller,
which gives the center of gravity defuzzification of
fuzzy sets of the four layers. The center of gravity is
calculated using the lowest grade in the antecedent of
each fuzzy rule:

160

_ Yk=1Vkk

- 160
k=14k

®)

(6)

where y is the output value of the rotation value, k is the
number of fuzzy rule sets, v, is the center value of the
fuzzy membership function, and g, is the fitness of the
k-th fuzzy rules.

qr = min{p ky, D k;, 3k, Daka, Psks, Deke}

2. Learning algorithm

We explain a parameter adjustment law adopted by
our proposed method to use teacher signals. The pro-
posed method has the parameters; the center value of
fuzzy membership function and the width of fuzzy
membership function. In this study, we update only the
center values of fuzzy membership functions.

Adjustment of the parameters is performed by using
the evaluation function described by the following equa-
tion:

_1 5) 2
E=20-9) ™
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where E is the error, 9 is the teacher signal. This eval-
uation is based on the least mean square method. Z as
the median to be updated, the update formula is ex-

pressed as Toarget
B oE
Z(t+1)—Z(t)—sﬁ (8)
Start
where ¢ is the learning rate, Z(t) is the parameter Ca

vector at the update number t. Each parameter is up-
dated by the following equation:

m;;(t+1) =m;;(t) —¢ 9 . . .
Y N am; ®) Figure 4 Training environment
ns(t+1) =n(t) — ¢ ong (10) Table 1 Simulation parameters
Robot radius 10 cm
where, if g, = p;; and p;; # const, Working space 405 cm X 605 cm
Measuring range of the _
oE obstacle sensor 0.cm~100 cm
om; B Translation velocity 20 cm/s
5 {(y 9 Vi Xk G — 2k Vil } Control cycle 200 ms
- - 2
(Zii% ‘)
« sign(ui — mij)
otherwise W _
4 {
0E
omy , :
Figure 5 Trajectory for Figure 6 Trajectory after
] training data parameter adjustment
And also, if v, = n,
0E qx )
- o _
on i ax = 3
otherwise [ ] .
0E 0
ong

Teacher signals are used in expressions to produce
more updates from the history of the human-robot oper-
ation. The teacher signals has the three types of parame-

ters; the angle of the target point from the front direction
of the robot, the distance from the obstacles were meas- Figure 5 Results in various environments
ured by the local sensor mounted on the robot, and the
velocity of the rotation of the robot were controlled by a
human. Parameter adjustment is repeated until the error This section shows simulation and experiment re-
falls below the set value & (0 < §). sults of our proposed method. First, we explain how to
generate the teacher signal in the training environment,
and adjust the parameters of fuzzy membership func-
tions. Next, we show some different environments. Fi-
nally, we demonstrate the results of the actual robot.

IV. Simulation and experimental results

©ISAROB 2011 68



“~ Obstacle

Target
o]

Start
<— Obstacle

Figure 6 Actual results

Figure 4 shows the environment in the simulation.
Table 1 is the list of the parameters used in these simu-
lations. The simulation purpose is to move a robot to a
goal position on the left side of each environment from
the start at the right side without colliding against obsta-
cles.

Figure 5 shows the trajectory of the robot operated
by a human teacher. Figure 6 shows the trajectories of
the robot after the parameter adjustment based on the
teacher. By adjusting the parameters of fuzzy member-
ship functions, we can see that the robot reaches the
target without colliding against obstacles.

Next, we show the result in some different environ-
ments with pre-adjusted parameters in the previous en-
vironment. The starting position and the target point are
the same as the previous environment. Figure 7 shows
the results in the four simulation environments in differ-
ent shapes, where the numbers of obstacles are different.
We can see that the robot reach the target in all the envi-
ronments without re-adjusting the parameters.

Finally, we apply our proposed method to the actual
robot. We prepare a simulated environment created by
the teacher signals shown in Figure 5. The parameters of
membership functions are obtained by the simulation.
Figure 8 shows the trajectory obtained by the actual
robot. We can see that the actual robot reach the target
without colliding with obstacles.

V1. Conclusion

In this study, we proposed an angle-based neuro-
fuzzy navigation method. We control the rotation speed
of robots instead of the acceleration of each motor. Thus,
a controller structure was too compact to simplify the
generation of teaching signals even when applying the
robot to a complex structure. We showed the validity of
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our proposed method through simulations and experi-
ments.
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Abstract: The recognition of tactile apparent movement is normally a subjective sense. However, when applying tactile
apparent movement to an engineering system, quantitative evaluation is necessary. In a previous study, we examined
the body-sway caused by tactile apparent movement under fixed experimental conditions; however, the body-sway
characteristics were not fully investigated. In this study, we investigated the body-sway caused by tactile apparent
movement under fixed experimental conditions. We focused on biological information and body-sway, and compared
cases where the apparent motion was recognized and not recognized. Our findings will help to improve the
performance of systems that use tactile apparent movement.

Keywords: Tactile Apparent Movement, Body-sway, EMG,

I. INTRODUCTION

The tactile sense of our skin is one sense that is
being investigated for sensory substitution because the
possibility of losing the tactile sense is lower than the
possibility of losing sight, hearing, and other senses due
to congenital or acquired causes. Sensory substitution
means substituting a remaining sense for a lost sense.
For example, a tactile display can transmit information
using the tactile sense instead of the visual sense.

Apparent movement is a sensory illusion mainly
studied and reported in the field of vision. However, it is
known that apparent movement also appears in the
tactile sense. When two stimuli appear one after another
with an appropriate time lag, we sense movement of the
stimulus; that is to say, we sense that one stimulus
moves to the other stimulus.

The frequency characteristics of tactile apparent
movement have been investigated [1]-[3]. Ueda et al.
proposed a tactile display that combined tactile apparent
movement and phantom sensation [7],[8]. Park et al.
designed aperson identification authentication system
based on a tactile stimulus using a tactile display [9].
When applying tactile apparent movement to a tactile
display in which stimulation elements are arrayed, the
number of stimulation elements increases as a result of
[10],[11]. By applying
apparent movement to tactile displays, it should be

increasing transinformation

possible to realize smaller displays.
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The recognition of apparent movement is normally a
subjective sense. On the other hand, when applying
tactile apparent movement to an engineering system,
quantitative evaluation is necessary. In many previous
studies, however, evaluation of the recognition of
apparent movement was based on statistical techniques,
and quantitative evaluation was difficult.

In our previous study, we reported the body-sway of
an upper limb caused by tactile apparent movement
fixed [41-[6]. If
quantitative evaluation of the body-sway becomes

under experimental conditions
possible, we will be able to evaluate the tactile apparent
movement. The characteristics of the body-sway were
analyzed using an averaged electromyography (EMG)
waveform when apparent movement was recognized
based on frequency analysis. In that study, however, the
body-sway was not fully evaluated quantitatively.

In this

characteristics of body-sway and investigated the body-

study, we focused on the frequency

sway caused by tactile apparent movement.
Il. MEASUREMENTS

Fig. 1 shows the measurement system used in our
study. It consists of two PCs and five components: (1)
2) a
acceleration sensor, (3) a tracking system, (4) a
and (5)
presentation system.

an EMG measurement system, three-axis

stabilometer, a vibrotactile stimulation
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Fig. 2. Arrangement of 5 electrodes and body earth.

The sampling frequencies were different in each
system. In detail, biological information and three-axis
acceleration were acquired via the same A/D converter,
whose sampling frequency was 2000 Hz. The tracking
system’s sampling frequency was 60 Hz, and the
stabilometer’s sampling frequency was 80 Hz. PC1 was
synchronized with PC2 via a synchronization signal that
PC2 generated.

The number and positions of the EMG measurement
channels were defined as shown in Fig. 2. The number
of EMG channels was 7. The sampling conditions are
shown in Table 1.

The tracking system consisted of a CCD camera
(Library Corp.: GE60). Positions of tracking markers
are shown in Fig. 3. The tracking points were the upper
limb, shoulder, body, and below the ear lobe. Tracking
results were recorded on PC2 as coordinate data (X, Y).
The three-axis acceleration sensor was worn on the right

wrist.
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Fig. 4. Arrangement of four vibrators and accelerometer.

Y.

Fig. 5. Drive waveform of vibrator.

A stabilometer (Nitta Corp.: BPMS) measured the
subject’s center of gravity while standing still. The
posture on the stabilometer was based on stabilometry
defined by the Japan Society for Equilibrium Research.

The vibrotactile stimulation presentation system
consisted of four vibrators (Audiological Engineering
Corp.: Skin Stimulator). The subject held four vibrators
(SS1, SS2, SS3 and SS4) as shown in Fig. 4. The
vibrators were driven by the drive waveform shown in
Fig. 5. The drive waveform had four parameters, T, T,
T, and 1. In this study, tactile apparent movement was
generated by adjusting only the parameter 1. The other
parameters, T, Ts, and T,
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(d) Subject 4

(c) Subject 3
Fig.6. Averaged waveform of TP10ch

were fixed at T =100 ms, Tg =4 ms, and T = 3000 ms.
One trial was assumed to consist of driving vibrators
SS1 to SS4 in sequence. One set consisted of 30 trials,
and ten sets in total were performed.

The value of parameter T when the subject felt the
apparent movement the most is t,. The values of
parameter T representing the difference threshold for the
apparent movement are 7 and ty. They were measured
by
psychophysics measurements. In this study, vibrotactile

employing an adjustment method wused in
stimulations each composed of T, 11, T, and Ty were
presented to the subject. The body-sway caused by the
tactile apparent movement was evaluated by comparing
and examining the subject's reaction at this time. The
parameters Ty, T;, and Ty do not cause any apparent
movement while t,, causes tactile apparent movement.
Here, the relation of the T parameters is 1o < Ty < T, <
. One of the t parameters was selected randomly in
each trial, and a vibrotactile stimulation was presented
to the subject using that parameter. In the measurement,
the subject stood on the stabilometer, with their eyes
closed, wearing noise canceling headphones and

holding their dominant arm horizontally.
I11. ANALYSIS

The body-sway caused by apparent movement reported
in the previous study caused the upper limb to move in
the direction in which the stimulation image was moved
when the subject recognized an apparent movement. In
the present experiment, the subject held his or her upper
limb horizontally. If body-sway is caused, it is expected
that the arm would center on the shoulder and shake
periodically. Therefore, we focused on the frequency of
the measurement data. When periodic shaking appears
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difference should be observable in
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Fig.7. Averaged spectrum of TP10ch
the spectrum at a specific frequency compared with the
case where the apparent movement is not recognized.

As preprocessing, the EMG was filtered from 20 Hz
to 500 Hz and subjected to envelope processing, the
acceleration value was filtered from 0 Hz to 45 Hz, and
the velocity of the tracking points and the center of
gravity were analyzed using the finite difference method.
Then, the preprocessing data for 3000 ms (for center of
gravity only: 2500 ms) from the beginning of the
stimulation was averaged. The frequency spectrum was
calculated from the preprocessing data, averaged over
all trials for every 1. The spectral intensity of each
frequency was compared to examine the difference
between recognized and non-recognized apparent
motion, and a statistically significant difference was
found.

IV. RESULTS

Table 1 the
measurements. The parameter t that each subject

shows results of psychophysics

selected was different, indicating that the recognition of
tactile apparent movement is subjective.

Table 1. Results of the psychophysics measurement.

T [ms] T [Ms] Ty [ms]
Subject 1 20 70 120
Subject 2 10 70 120
Subject 3 30 70 110
Subject 4 10 80 160

As one example of the result, Fig. 6 shows the average
waveform of the preprocessing data for the tracking
point 10ch (TP10ch, Fig. 3). It is thought that TP10ch
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contains a lot of information about the body-sway
because TP10ch is an element in the same direction as
the direction in which the stimulation image is moved.
From Fig. 6, subject 1 and subject 4 exhibited periodic
shaking. This result suggests the possibility of the body-
sway having periodicity. Fig. 7 shows the averaged
spectrum of TP10ch. From 0 Hz to 10 Hz, the difference
in spectral intensities by a factor of 2 or more between
the recognized and non-recognized apparent motions for
subjects 1 and 4 was statistically significant (P < 0.01, t-
test). From the above result, it is possible that the body-
sway has periodicity because both subjects showed a
significant difference at a specific frequency. Here, the
channel on which the frequency with a significant
difference existed was extracted from all channels, and
the results are shown in Tables 2—4. Table 2 shows the
result of comparing t,, with 1y, Table 3 shows the result
of comparing t,,, with 1, and Table 4 shows the result of
comparing t,, with t;.. From the results, besides TP10ch,

other channels are expected to show a periodic response.
However, these are not reactions common to all subjects.

Table 2. Extracted channels for t,, vs. T

Subject TP CW EMG Acc
1 ch3,ch4 chl chl, ch2 | chl, ch2
ch7,ch8
ch9,ch10

2 ch6 -—- - -—-

3 ch7 - ch6, ch7 chl

4 ch5, ch8 --- chl chl
ch10

Table 3. Extracted channels for 1, vs. T,

TP CW EMG Acc

1 ch3,ch4 --- ché6 ---

2 ch3,ch9 | chl,ch2 - ch2

3 ch8 - ch6,ch7 -

4 ch3,ch5 --- ch2,ch5 ---

Table 4. Extracted channels for 1, vs. Ty

TP CW EMG Acc

1 ch9 - ch2 -

2 ch5,ch6 | chl,ch2 | ch2,ch5 ---
ch7

3 --- --- --- chl

ch6 -—- ch7 -—-
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This is thought to be due to the fixed parameter T in the
presented stimulation, because the parameter T is an
important parameter causing apparent movement.
Therefore, it will be necessary to conduct an experiment

that considers the influence of parameter T in the future.

V. CONCLUSION

In this study, we investigated the body-sway caused by
tactile apparent movement. Focusing on the frequency
characteristics of the body-sway, we tried to evaluate
the body-sway quantitatively. The results show the
that
apparent movement was recognized. In future work, the

possibility periodic shaking occurred when

T parameter of the presented stimulation will be
examined, and quantitative evaluation of the body-sway
caused by tactile apparent movement will be attempted.
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Abstract: Taste cognition is interfered by visual information; however the mechanism has not been clarified. We

assumed the interference model in the process of taste and visual information.
The tasks were matched/miss-matched between taste and visual
There were changes in o waves that originated in visual processing of a juice

analysis on EEG and the button response time.
information of orange or apple juice.

The model was tested with frequency

package and changes in p waves that originated in taste processing. There was the possibility with the parallel

processing mechanism in the visual-taste interference.

Keywords: taste cognition, visual information, interference, EEG

|. Introduction

There are studies using facial expressions [1] or skin
temperature on the nasal area [2] as a method to give an
objective evaluation on taste. There are also various
papers that handled taste and the brain [3] [4].
However, those papers that handled the brain and taste
have not reached an objective evaluation of products.
In this paper, therefore, a method to give an objective
evaluation on taste as well as products presented was
reviewed based on the relationship between taste and
the brain. Spontaneous brain waves were measured in
order to develop the taste processing model in this paper,
by focusing on integrated processing of vision and taste.
The taste processing model was designed to measure the
interaction of visual information and taste, including
whether information obtained from people’s eyes
influences taste cognition, or only taste influences taste
cognition.

Il. Interference between taste and vision

1. Proposal of taste processing model

The process to reach taste cognition in
interdependence between vision and taste was proposed
as the “taste processing model” in this experiment.
Information received from two sensory organs, i.e., eyes
for vision and the tongue for taste, is communicated to
the nerve center. Images entered through eyes are
recognized in the vision area, the information is sent to
the temporal association cortex, and the images seen are
interpreted as meaningful.  Taste entered from the
tongue transmits from the receptor called the taste buds
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on the tongue onto sensory nerve fibers, and the five-
taste (sweet, salty, delicious, bitter and sour)
information is taken over to the taste area in the brain.
These two kinds of information in the above are
integrated in the brain and the integrated information is
related to memory, leading to taste cognition (Fig.1).

-

Sensory Visual
organ (eyespp information

Taste
information

Integrated
processing

=P Taste
cognition
Sensory

organ
tongue

Fig.1. Proposed taste processing model

2. Verification of hypotheses with brain waves
The following three hypotheses are considered based
on the taste processing model. If responses of
spontaneous brain waves are successfully obtained in
accordance with these hypotheses, it will be useful to
support development of the taste processing model.
Spontaneous brain waves can be divided into three
bands including a waves (8-13Hz), B waves (14-30Hz)
and 6 waves (4-7Hz). o waves appear when eyes are
closed, when relaxed or not nervous, or when brain
activities are calm. B waves appear when stress is
accepted or during calculation. 6 waves appear in the
course from awakening to onset of sleep. It is also
known that a waves decrease when visual information is
given, in comparison with the time at rest [4]. In
addition to the above, we considered that the volume of



thoughts occurring in the brain when taste is given
(difficulty in relating short-term memory from vision or
long-term memory to taste) was involved in the
increase/decrease of o waves and B waves in this paper.
If these three hypotheses are verified with experiments,
the taste processing model will be successfully
developed. Hypotheses at this time were prepared
based on brain waves including o, f and 6 waves when
taste information of water was given.

111. EXPERIMENTS

1. Experiment method

Subjects were four healthy males (age: 21-22). The
experiment was conducted in a lab which was not a
shielded room, and lights were turned off during the
experiment, i.e., the condition of a dark room. First of
all, subjects sat on chairs, the experimenter presented a
table with the names of six samples (water, apple,
orange, strawberry, banana and pear) to ensure taste
cognition, and indicated one of them would be put into
the mouth. The subjects were instructed to identify
which sample was put into the mouth. They were to
push down the switch at hand immediately after they
knew what sample it was (considered that taste was
recognized). The reason for pushing down the button
is that the time from completion to integrate vision with
taste until taste cognition as shown in Fig.l is
considered to be interrelated with the time until pushing
down the button by the subjects. Therefore, after
explaining about the experiment, we asked them to
avoid movements except pushing down the button or
teeth grinding during the experiment.  After full
explanation, subjects were instructed to put on an
electrode cap to measure brain waves. They were also
asked to hold the hose (¢5%7 mm) connected to the One
Shot Measure 30ml (Sentec D-19002BK) in the mouth
using the lips, to enable input of a fixed amount. (The
hose was not sticking to the face, and the sample was
not visible.) Since the photo of the package is shown
before giving the sample (taste stimulation) in this
experiment, the task is in the order of visual stimulation
and taste stimulation. Eyes were opened when visual
stimulation was given, and closed when it ended.
Visual stimulation was given for five seconds, and
another five seconds were provided for the time to close
the eyes. Then, input of taste began. The sample was

input without notifying the subject of the timing of input.

The timeline of the experiment is indicated in Fig.2.

©ISAROB 2011

75

The Sixteenth International Symposium on Artificial Life and Robotics 2011 (AROB 16th 11),
B-Con Plaza, Beppu,Oita, Japan, January 27-29, 2011

o
v

o
h I I I I

1 Begin 1 Begin input 1 End

T Begin presentation(5seconds) T Push the button
1 End presentation(5seconds)

Fig.2: Timetable for the experiment

Table 1 includes Tasks 1 to 11. Enough time was
maintained between task and task in the experiment, and
the oral cavity was rinsed with water after and
immediately before taste stimulation. To avoid the
same sample to be input in a row, Tasks 1 to 5 and Tasks
6 to 11 in the experiment were conducted at least with
one-week interval.

Table 1: Tasks in the experiment
Task No. 1 2 3 4 5 6 7 8 9 10 | 11

Visual
presentation
Experiment

samples

o A X X X o A o A o A

X X w o A o A A o W | W

In regards to symbols in Table 1, O represents
orange juice, A represents apple juice and x represents
no stimulation. Orange juice and apple juice used in
the experiment was “Tropicana 100% Orange Juice”
and “Tropicana 100% Apple Juice.” Packages for
these two kinds of juice were photographed with a
digital camera for presentation. With the response
time like in Tasks 3, 4 and 5 as the reference where only
the sample was given, Tasks 8, 9, 10 and 11 were
considered to take longer for integrated processing
when the subjects respond, leading to a long button
response time. On the other hand, the button response
time was considered to be shorter for tasks which seem
to take less time for integrated processing.

2. Measurement method

Neurofax EEG1100 (Nihon Kohden) was used to
measure brain waves, and FOCUS (Nihon Kohden) was
used for analysis. 31 exploring electrodes in
accordance with the International 10-20 method are
arranged on the electrode cap (Electro Cap) (refer to
Fig.3). Unipolar induction was used for measurement
with both earlobes (Al and A2) as reference electrodes.
Experiments were completed within 60 minutes after
the electrode cap was worn (Fig.3). In regards to brain
waves extracted, the band with o waves was at 8-13Hz,
B waves at 14-30Hz and 6 waves at 4-7Hz. The
intervals to analyze brain waves included from the
beginning of visual stimulation presentation to the
completion of visual stimulation presentation, and from
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the beginning of taste stimulation presentation to button

pushing by a subject. The FFT was applied to these = 9
intervals and the content of brain waves in all channels 5 ‘;g oe
. ©
were averaged to obtain the content rate for these three — 2 Da
c
bands. g 10 op
S0 : :
© Task3(x, W) Task4(x, O) Task5(x, A)
EEG1100 Electrode
connection box
Fig.4: Taste and electroencephalographic response
(average * standard deviation)
Electro Cap
) m
24 Type Display R One Shot Measure . . i
(30mi) 2. Hypothesis 2: Presence of visual presentation
_ _ and electroencephalographic response
@5 x7 Vinyl chloride hose ) A .
60cm Next, tasks with taste information only are compared
with tasks where the same visual and taste information
gﬁt‘fﬂ'mage Suitch are presented such as visual information of apple and

taste information of apple (Tasks 6 and 7). For
Hypothesis 2, the volume of thoughts decreases upon
taste cognition, since integrated processing of vision and
taste goes easier with tasks with visual information.
IV. RESULTS Thus, we considered that o waves increase and p waves
decrease in comparison with brain waves when only
taste is presented. As a result of the experiment, the
content rate for a waves and B waves decreased when
Tasks 4 and 6 were compared, and increased when
Tasks 5 and 7 were compared. 6 waves have a
tendency to increase when vision is presented rather
than presenting taste only. A significant difference was
not recognized in Student’s t-test (significance
level=0.05; two-sided test) for Tasks 4 and 6 as well as
Tasks 5 and 7. Based on the above results, it is
assumed that in the case of Tasks 4 and 6, a waves
decreased and B waves increased as a result of relating
to long-term memory, and in the case of Tasks 5 and 7,
a waves increased and B waves decreased as a result of
relating to short-term memory (Fig.5).

Tester

Fig.3: Measurement system

1. Hypothesis 1: Taste and
electroencephalographic response

Tasks with taste presentation only are compared.
For Hypothesis 1, it was considered in the cases of
samples with and without taste that o waves decrease
and p waves increase because the burden of taste
integration increases for the sample with taste, as a
result of the load from the work to relate to long-term
memory. As a result of experiment, the content rate of
a waves tended to decrease and the content rate of
waves tended to increase for samples with taste in
comparison with samples without taste, when Tasks 3
and 4 as well as Tasks 3 and 5 were compared, and the
content rate of 6 waves decreased. This is because the
volume of thoughts increased more for the process to
screen orange or apple out of the given hints (water,
apple, orange, strawberry, banana and pear) than the
case of water. Significant difference was not
recognized in Student’s t-test (significance level=0.05;
two-sided test) of brain waves for either Tasks 3 and 4
or Tasks 3 and 5. Based on the above, the tendency of
the hypothesis was observed but statistically significant
differences were not recognized (Fig.4).

] T

g i DOa
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Task4(x, O)  Task6(O, O)  Task5(x,A) Task7 (A, A)
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Content rate[%]
—_ N W B~ o,

Fig.5: Presence of visual presentation and
electroencephalographic response (average + standard
deviation)
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3. Hypothesis 3: Electroencephalographic
response to match/mismatch of taste and
visual presentations

Next, tasks where the same vision and taste are
presented are compared with tasks where different
vision and taste are presented (Tasks 8 and 9). For

Hypothesis 3, we considered the case where taste

information does not match vision information given,

e.g., visual information of apple and taste information of

orange. In this case, integrated processing becomes

extremely difficult and the volume of thoughts
increases; therefore we considered that o waves
decrease and B waves increase compared with the case
where the same visual and taste information is given.

First of all, the content rate of a waves decreased, the

content rate of B waves increased and 6 waves also

increased in the case of Task 8 (A, O) compared with

Task 7 (O, O). On the other hand, the content rate of o

waves and B waves decreased and 6 waves increased in

the case of Task 9 (O, A) compared with Task 6 (A, A).

Significant difference was not recognized in Student’s t-

test (significance level=0.05; two-sided test) of brain

waves for Tasks 7 and 8 as well as Tasks 6 and 9. It is
considered that a waves decreased with short-term
memory in regards to the mismatch (Fig.6).

Task6(O, O)

o

By

o

1] 1]

Task7(A, A) Task8(0, A)

= N W b g
o o

o o

Content rate[%]

Task9(A, O)

Fig.6: Electroencephalographic response (average +
standard deviation) in match/mismatch of taste and
visual presentations

V. DISCUSSIONS

Based on the results of experiments at this time,
visual information as well as specific work in integrated
processing is added to the taste processing model
(Fig.1).

The model under Hypotheses 1was indicated in the
taste-vision processing model in Fig.7. The decrease
of a waves and increase of B waves can be explained
with the increase in the volume of thoughts at the time
of screening taste. Based on this, the model was
restructured.
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The model under Hypotheses 2 and 3 was indicated
in Fig.8. Increase/decrease of o waves and B waves
was considered to change depending on long-term
memory and short-term memory used to relate to
memory when the same taste information as visual
information is given. On the other hand, when taste
information different from visual information is given, o
waves decreased while p waves did not increase, by
relating to long-term memory without using short-term
memory; therefore the model was restructured.

VI. CONCLUSION

We measured spontaneous brain waves for the taste
processing model. In these experiments, a tendency of
a wave decrease and B wave increase was observed for
tasks with taste information only in comparison with
tasks where taste information of water only was
presented under “4.1 Taste and electroencephalographic
response.” Based on these results, the vision-taste
processing model was developed. It is possible to
explain from this model that integrated processing is
conducted in the interaction of vision and taste. We
hope to carry out statistical review by increasing the
number of subjects as well as the number of trials in the
future.
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We had assumed that p waves of brain waves
covered at this time increase/decrease as a result of
relating taste to memory; however a significant
difference was not recognized in any task. We will
confirm whether or not a significant difference is
recognized by calculating brain waves with the content
rate. Higher brain activities might not be occurring
when taste is obtained if there is no difference in f
waves; therefore review is desired. In this paper, a
model was developed by focusing on vision and taste
and conducting experiments. It is needless to say that
when an object is tasted, not only vision and taste but
also smell is an important sense, and we plan to review
the influence of smell on the brain in our future studies.
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Abstract: A dynamic analysis was subjected to thermal images of dorsal of the foot in this study. A
psychophysiological effect of a facial massage by aesthetician was evaluated. First, psychophysiological effects
of facial massage were assessed on proprietary stress test. Physiological indices measured were alpha-wave
power spectrum, dorsal skin temperature variations and high frequency component of heart rate variability. STAI,
POMS (Brief Form) and amount of sensory awareness was administered to evaluate for psychological status. The
aspects of the amount of sensory awareness were comfortable, awakening and effect of massage. Secondary, we
assessed stress response on thermal image of dorsal of foot. Thermal image of dorsal of foot was measured by

infrared thermography device.

Keywords: Thermal image, Peripheral skin temperature, Dynamic analysis, Comfort evaluation, Physiology meas

urement, Stress test

I. INTRODUCTION

Comfort evaluation has been performed by sensory
evaluation method or physiology index. Sensory
evaluation method has been widely used to
quantitatively evaluate the tendency of preference and
feeling of the user [1-5]. Though the sensory evaluation
method is easy-to-use, possible issues regarding
examinee’s individual variability on interpretation of
evaluation words have been indicated; a temper of
examinee affects the evaluation [6-8]. And unconscious
mental stress isn’t able to evaluate. Physiological index
is provided by bioinstrumentation, which is measured
by person. Physiological index is changed by
physiology condition and mind condition. Physiology
index is able to evaluate serial quantitative and
objective in comfort evaluation. However, corporeity on
electrode measurement such as electroencephalogram
(EEG) and electrocardiogram (ECG) may give physical
and mental stress. Noncontact and unconfined and
noninvasive measurement can be measured by infrared
thermography device. Measurement with infrared
thermography device will be projected to reduce
physical and mental stress. Peripheral of body is nasal,
hand, foot and such. Peripheral skin temperature (PST)
is regulated by the sympathetic nervous system. We
have evaluated phychophysiological condition such as
mental stress evaluation and comfort evaluation by
peripheral skin temperature. Peripheral skin temperature
was measured by infrared thermography device. In this
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study a dynamic analysis was subjected to thermal
images of dorsal of the foot. A psychophysiological
effect of a facial massage by aesthetician was evaluated.
First, psychophysiological effects of facial massage
were assessed on proprietary stress test. Physiological
indices measured were alpha-wave power spectrum,
dorsal skin temperature variations and high frequency
component of heart rate variability. STAI, POMS (Brief
Form) and amount of sensory awareness was
administered to evaluate for psychological status. The
aspects of the amount of sensory awareness were
comfortable, awakening and effect of massage.
Secondary, we assessed stress response on thermal
image of dorsal of foot. Thermal image of dorsal of foot
was measured by infrared thermography device

I1. EXPERIMENTAL

Experimental equipment set-up and electrode
arrangement for scalp EEG are shown in figure 1.
Experiments were executed in a measurement room. An
infrared  thermography  system  (TVS-200EX,
AVIONICS) was installed 1 m in front of subject.
Thermograms of dorsal of foot were created with 1-s
sampling periods. Image resolution of thermograms was
320x240 pixels, and room temperature was set at
26+1.0 degrees Celsius. Infrared emissivity of skin is
_=0.98. The subject was in a seated position in a resting
state. EEG was recorded at a sampling frequency of 200
Hz using a biological amplifier/sampler (5102 EEG
HEAD BOX, NF Electronic Instruments) and digital



e

Fig.1. The measurement system
and electrode arrangement for EEG.

Measurement
[RIL [ VI [ MAT| V2 [ R2 |

3 min.

TEST [ R3 | V3 |

6 min.

1min. 0.5 min. 0.5min. 0.5 min 0.5min. 0.5 min.

Fig.2. Protocol of the experiment.

signal processor unit (5101 PROCESSOR BOX, NF
Electronic Instruments). Electrodes used for scalp EEG
was Pz, based on the international 10-20 method, and a
reference electrode was Al. Electrodes used for ECG
were put on the superior margin of the sternum and the
cardiac apex, based on modified Lead NASA, in order
to reduce the artifacts of EMG from the ECG. A
common electrode for both EEG and the ECG was put
on Cz. An auditory stimulus of scratch sound was
reproduced by PC as a control stimulus. The protocol of
the experiment is shown in figure 2. Subjects were
nineteen 18- to 23-year-old healthy women. Subjects
were well-informed about the experiments and the
objective of this study before participation for
experiments. The experiment was performed once par a
subject. The measurement was not begun until the
subject had been in the room for at least 15 minutes in
order to habituate to the room temperature. The
measurement consisted of eye-closed resting periods
(period R1, R2 and R3), eye-opened evaluation periods
for evaluation of sensory awareness (period V1, V2 and
V3), eye-opened period under the controlled stimulation
of the mental work task (MAT) and eye-opened period
under the facial massage operation (period TEST).

The power spectra time series were calculated as
follows. The power spectrum time series of the EEG
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Table.1. Overall evaluation results
of indices in facial massage.

Indices Interpretation Significance
a -wave Brain activity n.s.
PST Sympathetic acceleration n.s.
HF Parasympathetic acceleration p**
POMS Depressive moods N+
STAI Trait anxiety P+
VAS #1 Comfortable p**
VAS #2 Arousal N+

lead from Pz was calculated every 5 s by FFT using
1024 data points at a sampling frequency of 200 Hz.
The a-waves were defined as the frequency components
of the EEG in the frequency range from 8 Hz to 13 Hz.
The power of o-wave was created as the sum of the
frequency components in the frequency range.

The PST time series was calculated as follows.
Thermal images of the right first toe region of the foot
were extracted from the thermogram of dorsal of foot
time series. PST time series were created as a cascade of
spatial average temperature for pixels in the interested
area of each thermal image.

HF time series was calculated as follows. A source
R-wave interval time series was extracted from ECG
time series by using threshold processing. Temporally
equidistant R-wave intervals (HRV) were derived by
resampling process in frequency of 20 Hz after cubic
spline interpolation. The power spectrum time series of
HRV was calculated every 1 s by fast Fourier
transformation (FFT) using 512 data points at a
sampling frequency of 20 Hz. Finally, HF time series
was created as a summation of discrete frequency
components in power spectrum time series of HRV, in
which the frequency range of HF was 0.15 Hz to 0.4 Hz.

POMS-short form, which had been shortened and
translated into Japanese, was administered. The POMS-
short form comprised of 30 questions about the current
mood state. These 30 questions were classified in 6 sub-
scales: T-A (‘tension and anxiety”), D (‘depression and
dejection’), A-H (‘anger and hostility”), V (‘vigor’), F
(‘fatigue’), and C (‘confusion’). The subjects selected
the raw score from one of five values (0, 1, 2, 3 and 4,
where 0 = no such mood state and 4 = extreme mood
state). These raw scores in each sub-scale were then
added to generate each sub-scale score.
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The STAI is a 20-item scale that measures acute
level of anxiety. The subjects selected the raw score
from one of four values (1, 2, 3, and 4, where 1 = not at
all and 4 = very much). A summary score is obtained by
adding the weight of each item. The STAI scores
indicate an increase in response to situational stress and
a decline under relaxing conditions. In this study, STAI-
JYZ, which regards Japanese cultural factors better, was 450sec 510sec 570sec
used. The STAI-JYZ exhibits acceptable internal >
consistency and test-retest reliability. The aspects of the
amount of sensory awareness were comfortable,
awakening and effect of massage. Each data was
expressed as ‘means * standard error (SE)’. Wilcoxon

330sec

- 357

signed-rank test was performed to evaluate them. B °‘3345
I1l. RESULTS AND DISCUSSION T
I

1. Psychophysiological effects of facial massage it
Table.l shows the result of the statistical test : ; L '
representing the psychophysiological effect of the facial . . _ [ 8
massage. "P" means positive response for the B gl 7 e - =88
interpretation of each index, and "N" means negative . l ._— 274
response. Each physiological index was normalized by et ; L 22

period R2. R2 was a baseline for the statistical test and Fig.3. Thermal image of dorsal of right foot
was compared with period R3 by the test. a-wave ratio
was 0.067+0.054 which indicates that a brain activity
had been maintained by having performed a facial
massage. PST ratio was 0.631+0.490 which represented
that had no significant changes in the massage. It is
considered that this is because of rather large standard
error between subjects. HF ratio was 1.406+0.094 and
increased remarkably after the massage (p<0.01). This
shows that the parasympathetic activity was enhanced

B AR g8 R8RS

|

LR

Normalized Temperature

by the facial massage. POMS score was compared in :/M 4ttt t 111
each scale before and after experiment. Most scores, i’o

which indicate negative feeling, tended to decline after el S o o et et o el e e
the experiment. Especially, T-A (‘tension and anxiety’) I (P (e (Ve e Dy NSy Py (P (0N
significantly declined from 42.68+1.747 to 39.58+1.294 H 1 .

(p<0.05), A-H (‘anger and hostility’) dropped D S ey Vel YO A | ! fﬂl/n I
38.05+0.609 to 37.16+0.158 (p<0.1), and also F 2## I - P (e (P (R

(‘fatigue’) was decreased 40.47+1.035 to 37.32+0.769
(p<0.05). Similarly, the score for anxiety in the STAI
significantly declined from 43.79+1.829 to 40.32+2.013 Fig.4. A temperature change in each area.
following the massage (p<0.1). Amount of sensory
awareness was compared before and after TEST.
‘Comfortable’ gathered from 0.503+0.015 to
0.621+0.029 (p<0.01). ‘Awakening’ declined from
0.563+0.033 to 0.517+0.045 (p<0.1). The ‘Anxiety’ in
the STAI and negative moods in POMS were

R2 TEST B3 R2 TEST R3 R2 TEST R3 Rz TEST R3 R2 TEST R3 RZ TEST R3 Rz TEST R3 R2 TEST R3 R2 TEST R3 R2 TEST R3

Segments

significantly decreased following the massage. These
results suggested that the facial massage had strong
effects on stress alleviation or psychological relaxation.
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Fig.5. A trail of the center of gravity of
the interested area in PST.

2. Dynamic analysis of dorsal thermal image
Thermal image of the measured dorsum of the right
foot is shown in Fig.3. Images were recorded at 300 s,
3305s,390s, 450,510,570, 630 s, 690 s, 690 s and
720 s each. The ankle, which is not peripheral part, had
small variations in temperature, while the temperature
in tiptoe changed rather large. These variations in
temperature were analyzed in detail. Thermal images of
the dorsum of the right foot were divided into squared
areas of 9 x 14 pixels each. Fig.4 shows time evolution
of variations in temperature of each divided area. Large
variations in temperature were shown in the areas of
tiptoe, while there were a small temperature changes in
the areas of ankle. It was indicated that the variations in
temperature were different in parts. However, similar
changes in temperature were seen generally. And the
time in which has greatest value in temperature of each
area was different. Fig.5 indicates a trail of the center of
gravity of focused area of a certain temperature in range
from period R2 to period R3. The range in temperature
was defined as follows. Highest temperature was
tracked in each area from period R2 to period R3. The
maximum and the minimum values were collected from
the tracked highest temperatures of each area. Then, the
range in temperature was defined as rank in the top 20%
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from the maximum to the minimum. In the trail, a
center of gravity was in the part of the ankle at the
beginning. The ankle has little variations in temperature
which is shown in figure 3. And the temperature of the
ankle tends to be high. The center of gravity of the
interested area moved towards a tiptoe in the middle of
period TEST.

IV. CONCLUSION

In this study, an activity of the autonomic nervous
system was evaluated by dynamic analysis in peripheral
skin temperature which shows activity of the autonomic
nervous systems. Peripheral skin temperature in the
dorsal of the foot was measured by infrared
thermography. A facial massage was used to promote
comfort. The rise of peripheral skin temperature by the
inhibition of the sympathetic nerve activity was found
in the area of tiptoe. Variations in temperature were
greatest in the area of tiptoe. A similar change in
temperature was seen in the area except the ankle.
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Abstract: In this study, aimed for a preference judgment for the face image of the person by the single trial ERP.
Cognitive task imposed on subjects with human faces. At the time of the image presentation of the key push it down,
and impose a problem the time response time (RT).200ms to 400ms after image presentation time of peak positive
potentials appear focused = 100ms. Calculated from the maximum amplitude + 100ms latency and area of potential.
P300 is analyzed to extract frequency components, 1.28 seconds for ERP 2-3Hz amplitude spectra obtained.1 Analyzed
EEG frequency components appear to recognize the human face image and asked the potential spectrum. Spectral
correlation potential in the area and potential. Correlated with latency and RT. Single-trial ERP waveforms were
extracted correctly.

Keywords: ERP, P300, preference, face image, feature extraction.

I INTRODUCTION infrared therm(?graph systgn (TVS-ZOOEX,

AVIONICS) was installed 0.7m in front of subject.

When a human being runs a social life, ability to Facial skin thermograms were created with 1s sampling
read the will of another person, and to take the periods. Image resolution of thermograms was
appropriate behavior is very important as towards other 320x240 pixels, and room temperature was set at 26 =
people  communicative  competence.  Emotional 1.0 degrees Celsius. a seated position in a resting. An
intelligence EQ is famous in recent year[1]. "KANSEI” electrode headpiece (Pasteless Electrode Helmet, Brain
is socialized in the same way of frequent occurrence Function Laboratory) and set of headphones were
for "Human being serious consideration” and "KANSEI placed on the subject. EEG was recorded at a sampling
society”. Communication is transmission of "KANSEI". frequency of 200 Hz using a biological plifier/sampler
If "KANSEI infomation” has gotten across to machine , (5102 EEG HEAD BOX, NF Electronic Instruments)
It should have gone of smooth communication between and digital signal processor unit (5101 PROCESSOR
person and person. Preference is one of the factors of BOX, NF Electronic Instruments). Electrodes used for
human action. KANSEI information communication scalp for scalp EEG were Pz, based on the international
technology is expected of used to human preference. It 10-20 method, and a reference electrode was Al.
will be the application as quite new communications Electrodes used for ECG were put on the superior
tool. Event Related Potential (ERP) is caused cerebral margin of the sternum and cardiac apex based on a
evoked potential reaction of the mental work of the modified Lead NASA in order to reduce artifacts of
subjects [2]. Preference is involved with attention and a EEG from ECG. A common ground electrode for both
cognitive level. There have been various investigations EEG and ECG was put on Cz. EEG was recorded at a
of preference to the event [3]. ERP was evaluated sampling frequency of 200 Hz using a biological
sensitivity information about the preference. However, amplifier/sampler (5102 EEG Head Box, NF Electronic
face images were not evaluated. That was aimed at Instruments) and digital signal processor unit (5101
estimating the correlation of the face image as Processor Box, NF Electronic Instruments).The protocol
preference because quantity of characteristic of the face for the experiment is shown in figure2. Subject was 22
image was extracted. year-old healthy men. Subject was well informed about

the experiments and the objective of this study before
1. EXPEROMENTAL participation experiments. The day of experiment could

be before or after the day scheduled. The measurement

Experimental ~ equipment setup and electrode was not begun until the subject had been in the room for

arrangement for scalp EEG are shown in figurel. at least 15 minutes to habituate to the room temperature.

Experiments were executed in a measurement booth In this study, subjects performed discrimination task of

divided with partition walls of 1.8m in height. An the face images. The subject carried out a discrimination
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task to distinguish images shown every 0.5 second in
the measurement. The images consist of the faces of the

man and woman. The target image is told to a subject st
before the measurement. The target image was

displayed on the display of the PC. Subjects was

instructed to push the key as quicklyas possible.

Response time (RT) was defined as the time of pushing
down the key on presenting stimulation. The

Fig.1. Measurement system and EEG electrode

presentation frequency of a target image and the non-
target image follows (Non-target) : (Target) = 1:1. In arrangement

addition, subjects carried out POMS (short form) and

STAI-JYZ and VAS (pleasant - unpleasant) before and

after the measurement pleasant. Afteran experiment, rest || Stimulation || rest

preference of each image was measured by VAS. The e B

) ) Fig.protocol
measurement was not begun until the subject had been

in the room for at least 15 minutes to habituate to the

room temperature. The experiment was conducted Stimulation || No Stimulation | [Stimulation | X 50

. . . . 0.5s 1 _ 0.5
during the day except with in 2 hours after eating, a was Fig_;?nfmmn N

limited to be conducted once daily for each subject. And : )
. . Fig.2. Experiment protocol
an oral explanation about experiment contents, purpose

and investigation object were given by a document, and

the subjects confirmed an agreement for the experiment 7 - . : . :
cooperation by a signature. The ERP is the reaction that 6l ,/ Peak

is caused when a percept. A component of ERP called Sl Areal Voltage
P300 is related to the cognition of stimulus.P300 can Wl of ERP
represent reaction corresponding to the discrimination

of the stimulus quantitatively. The ERP is expressed z 3

definitely so that discrimination of the stimulation is z 2f

performed easily. ingredient called P300 wave related to 1F

the recognition develops, and ERP are shown in figure 3. of —
An areal voltage and latency of the ERP were focused to 4 \ 5 v
evaluated quantity of the preference for the face image. N Latencyiof 1’-‘*005

In this study, P300 was defined as 300ms the positive ;

peak potential in range of 300+100ms. It was reported I 261? 30§ 400 500
that P300 and preference have positive correlation. “.m;c .

Positive areal potential in range oft100ms of the Fig.3. Latency and Areal Voltage of P300

latency of the peak was calculated. Areal voltage and
latency of the peak are assumed from the time when

showed the positive peak of100ms.Preference for the 318 . e

stimulation of the subjects have been assessed with ‘:12 I ’ B w0

areal voltage and latency of the peak. Calculated from é E

the maximum amplitude + 100ms latency and area of & E ’

potential. Areal Voltage and Amplitude spectrum are és | 3

shown are shown in figure4. P300 is analyzed to EO .

extract frequency components, 1.28 seconds for ERP 1- 0 60 120 0 200 400 600 800
Areal Voltage(ms- ¢ V) RT(ms)

7Hz amplitude spectra obtained. ERP is reaction of

induced by mental work to impose on task of subject. i )
Fig.4. Areal Voltage and Amplitude spectrum
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An ingredient called P300 wave related to the
recognition develops, and ERP for the discrimination
problem by the sight stimulation can arrest reaction
corresponding to the discrimination of the stimulation
quantitatively. ERP is developing that a difference of the
stimulation is big. In this study, preference of subject
was measured based on the areal voltage and latency of
ERP. Furthermore, P300 was extracted by frequency
analysis. Characteristic of an ERP pattern provided from
target stimulation, expression of the positive electric
potential is accepted as of 300ms by the stimulation
presentation and is called P300 wave generally. Analysis
of the ERP,
extracting the amplitude of P300, an area, quantity of

evaluation are usually made by

characteristic such as the top latency. The ingredient
related to discrimination should be included during the
response button exercise start time to push it down from
the time of the sensory receptor excitement by the
the evoked
potential should develop for positive electric potential

presentation stimulation. In addition,
because P300 wave affects it in one way or another for
cognitive process. It is quantity of characteristic of the
ERP to reflect these two businesses and refers to this
parameter. Method of evaluating on brain waves is
reading of P300 of top latency of positive electric
potential 250ms-500ms interval. About ERP and the
connection of the preference, the amplitude value and
an amplitude spectrum and correlation of the preference
of P300 were reported [4]. Imitated this in this study,
attention to = 50ms of the top latency of the positive
electric potential of the single trial ERP wave pattern, an
amplitude spectrum is demanded of 1-7Hz from the
time when the positive greatest amplitude for the
amplitude value and the ERP of 1.28 second time of
P300 in the section of =+
amplitude value and an amplitude spectrum were

50ms was showed. The

assumed on evaluation value. Preference for stimulation
of the subject was evaluated. The amplitude value,
amplitude spectrum, RT and latency relations is shown
in figure 3. Than a precedent study, the preference has
relation to an electric potential area of the amplitude
value of P300 for latency. Than a precedent study, the
preference has relation to an electric potential area of
the amplitude value of P300 for latency. Even this study
imitates, the preference as latency and an electric
potential area of P300 were estimated. An expression as
a lineament was extracted. The extraction method of the
expression compares eyebrows width and the width of
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the mouth with a standard value for a standard price at
the interval of the eyes of right and left. The correlation
of the psychology index was estimated as the numerical
value extracted

I11. RESULTS AND DISCUSSION

An electric potential area when the face image of the
man a target assumed and an amplitude spectrum and
RT and correlation of the latency are shown in figure
5.Equilateral correlation (r=0.406,n=50, *p <0.05) was
accepted between an electric potential area and
amplitude spectra in the case of a man a target.It is
supposed that an electric potential area and extraction of
amplitude spectrum P300 wave based for top latency
were made from P300 wave between 250-500ms. As a
result, an electric potential area and an amplitude
spectrum for an index were used when correlation of the
preference was judged. Because the electric potential
area was based for top latency, latency was used for an
evaluation index of the preference equally.Latency and
preference on correlation when the face image was
made of the man a target are shown in figure 6.Negative
correlation (r=-0.271, n=50, *p <0.05) was accepted
between a target liking it in the case of a man with
latency. When a subject discriminated the image of the
woman from it, as for meaningful correlation having
come out to the face image of the man than a woman, it
is thought that taste did not show a remarkable
difference because an object is the opposite sex.A target
used it for an index of the image extraction as a result of
above more because the taste in case of the man was
based on ERP. Eyebrows width and the width of the
mouth and the ratio of the interval of both eyes are
shown in figure 7.Eyebrows width and the ratio and the
taste of the interval of eyes did not have the correlation.
The width of the mouth and the ratio and the taste of the
interval of eyes did not have the correlation.The graph
was divided which was into top and bottom 15 items of
the polarity of the preference valuated are shown in
figure 8.Correlation (1=0.418, n=15, *p) equilateral
between the width of the mouth of the image which
taste was reflected on weakly and the ratio with the
interval of eyes and taste > 0.05) was accepted.If the
width of the mouth was wide, for the face image of the
man, it followed that it was favorable for the image.As
for the width of the mouth being wide, the subject takes
the expression of the person as "a smile". Therefore it
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followed that a subject had a favorable impression from
an image.

VI. CONCLUSION

In this study, the preference for the face ofthe
subject was evaluated. Brain waves and the correla
tion of the psychology index were accepted when u
sed ERP. An expression was extracted for quantity
of characteristic of the image. width of the mouth
was used for quantity of characteristic of the expre
ssion. As a result, correlation was accepted by area
and the taste of the width of the mouth.
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Abstract: This paper presents a design scheme of a minimal order observer-based guaranteed cost controller
for uncertain linear systems. The perturbations are assumed to be described by structural uncertainties. An
iterative linear matrix inequality (ILMI) approach is used to design the observer-based controller since the
problems contain inverse relations. We modify the algorithm of Matsunaga et al by optimizing a sufficiently
large initial guaranteed cost. This method can be implemented by LMI control toolbox of Matlab. Finally,
a numerical example is given to illustrate the effectiveness of the proposed method.
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I. INTRODUCTION

Considerable attention to the problem in robust
stability analysis and robust stabilization of uncer-
tain systems has been attracting many authors for
several last decades. One approach to this prob-
lem is the guaranteed cost control method which
not only achieves the stability of the uncertain sys-
tem but also guarantees an adequate level of per-
formance via linear matrix inequality (LMI) tech-
niques (Lien [2], Won and Park [3]).

Although the controller is usually constructed
by using state variables, it may not be possible to
measure all the states of the system in many cases.
The observer-based control is probably well suited
and better than the state control feedback in such
situations.

Since inverse relations among variables appear,
this paper concerns a design method of a minimal
order observer-based guaranteed cost controller via
an iterative linear matrix inequality (ILMI) tech-
nique under an assumption that the statistical
properties of the initial state variables are known.

II. PROBLEM STATEMENT

Consider a continuous-time uncertain system
x(t) = (A+ AA()x(t) + (B+ AB(t))u(t) (1)
y(t) = Ca(t) (2)

where z(t) € R™ is the state vector, u(t) € R" is
the control input vector, y(t) € R™ is the mea-
sured output vector, A, B, C' are known constant
real-valued matrices with appropriate dimensions,
and C is restricted to the form of C = [0 I,,].
Matrices AA(t) and AB(t) denote real-valued ma-
trix functions representing parameter uncertain-
ties. It is assumed that

AA(t) = DAFA(t)Ea, AB(t) = DpFp(t)Ep(3)
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with
FI(0)Fa(t) <I, FE(t)Fp(t) <1

where D4, Dp, Ex, Ep are constant real-valued
known matrices with appropriate dimensions, and
F4(t) and Fg(t) are real time-varying unknown
continuous and deterministic matrices.

We further assume that the initial state variable
x(0) is unknown, but their mean and covariance
are known

E[2(0)] = mo (4)
E [(2(0) — mo)(z(0) —mo)"] =% > O (5)
where FE [-] denotes the expected value operator.

The problem considered here is to design a min-
imal order observer

2(t) = Dz(t) + Fy(t) + Fu(t) (6)
@(t) = Pz(t) + Wy(t) (7)
and a controller
u(t) = K&(t) (8)
with
D= Ay + LAy, PT+WC =1,,

All A12

F=TB, TA— DI = EC, A=
’ = Aoy | Az
P=[I, 0], T=[L,mL]

so as to achieve an upper bound on the following
quadratic performance index

ElJ]=F /OO (" (1) Qe (t) +u” (t)Ru(t))dt (9)
0
associated with the uncertain system (1) and (2)

where @@ and R are given symmetric positive-
definite matrices.



III. MAIN RESULTS

In this section, a sufficient condition is es-
tablished for the existence of a minimal order
observer-based guaranteed cost controller for the
uncertain system (1) and (2). Here, it is assumed
that the feedback gain matrix is

K =-R'BTS, (10)

where S7 is a symmetric positive-definite matrix.
The main result of this study is given by Theo-

rem 1.

Theorem 1. If the following matrix inequalities op-

timization problem; min {yo + 1 + 2 + 3 + 74}

subject to

Ao XELT XET XT
EaX —CI 0 0
E.X 0 -0 o |<VY
X 0 0 fol_
(11)
(Ao GT GT GT G¥ GY  GT
Gy —6I O 0 0 0 0
Gy 0 —ul 0 0 0 0
GQ 0 0 fGiMI 0 0 0 <0
G3 0 0 0 —I/imj.[ 0 0
Gz 0 0 0 0 —thinod 0
G, 0 0 0 0 0 —R|
(12)

n m

T T
E €,1.00enr < 0, E €,101emi <M
=1 k=1

m m
Ze?nkQQGmk < 72, Zerj;y,k@Semk < 73 (13)
k=1 k=1

[~y vIYT TYT . 0T YT

Y’Ul —SQ

Yo, <0 (19)
_va _S2 i

where

Ao =AX + XAT - BR'BT + (DD’ + ¢eDpD%

+eimyBR'ELER R BT +6DpDE
+VinyBR'ELER R BT
Ao = SoAiy + AT Sy + Y Ay + AL YT
Y =SL, Z=1[S, Y],
G, =EgR'BTS,P, Go = D} Z"
Gs=DLz" G,=B"S, P

1
O = 5(51(20 +momg) + (S0 + memg )" 1)

1 1
0, = 5(52211 +31152), ©2 = §(Y221 +xIyT)
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1
O3 = §(YT212 +3LY), E;éz = [v1, 02, -, V]

Y11 Yo
o1 Yoo

has a solution S7 >0, S >0, X >0,Y, Z,( >0,
6>0,€e>0, €py >0,0>0, 0, >0, u>0,
Miny > 0, Viny > 0, 70, 71, 72, 73, 74 Which satisfy
the relation €' = €0, 071 = Oinw, 45 = Lino
and S;' = X, then the minimal order observer-
based control law (6)-(8) with (10) is a guaranteed
cost, controller which gives the minimum expected
value of the guaranteed cost

S = e =[0F_ 107, 1"

E[J] = E [27(0)$12(0) + €7 (0)5:(0)] (15)

where &€(t) = z(t) — Tz(t) is the estimated error of
the minimal order observer.
Remark 1: Since (11) and (12) have a constraint
of the relationship of the inverse, ILMI approach
is introduced to solve (Ghaoui et al [4], Cao et al
51).

Before giving a proof of Theorem 1, a key lemma
is introduced (Mahmoud and Zribi [6]).
Lemma 1. Let D and E be matrices of appropriate
dimensions, and F' be a matrix function satisfying
FTF < I. Then for any positive scalar «, the
following inequality holds

DFE + ETFTET <aDDT + o 'ETE. (16)
Proof of Theorem 1.

Equations (1) and (6)-(8) yield the closed-loop sys-
tem

x(t P P x(t
o = me €0 )
where
O = A+ AA(t)+ (B+AB(t)K
o, = (B+ AB(t))KP
O3 = -—TAA(t) —TAB(t)K
o, =D—-TAB({)KP
Define a candidate of Lyapunov function as
V() =a" ()Six(t) + €T (1)S:£(1)  (18)

then, the time derivative of (18) along to (17) is

calculated as

V() = wT (t)Quw(t) — (2T (t)Qx(t) + uT (t) Ru(t))
(19)

where

Ay Ay
AT As

Ay = S1(A+AA®R) + (A+AA1)T S,
~S1BR™'BTS, +Q — 25,AB(t)R™'B” S,

Ay = —S1AB(t)R™'BTS,P — AAT()TT S,
+SBR*ABT (1) TT S,

Az = S2D + D' Sy + PTSBR™'BT S, P
+28,TAB(t) R~ BT S, P



Under the condition
Q<0 (20)
equation (19) leads to
V(t) < — (@ ()Qa(t) + u” (t)Ru(t)) < 0 (21)

for any x(t) # 0 and the closed-loop system is
asymptotically stable.

Applying lemma 1., pre- and post-multiplying
by diag(S;*, I) on both sides, denoting X = S;*,
Y = SZL7 €iny = 6717 einv = 9713 Hinv = qul’
Vino = v~ !, and using Schur Complement lead to
(11) and (12).

Then, integrating (21) from 0 to T and as T
tends to the infinity yields

J= /O T (@ (H)Qz(t) + uT (1) Ru(t))dt
< xT(0)S12(0) + £7(0)S2£(0) = J*  (22)

where J* denotes the guaranteed cost. Here, we
consider the optimal expected value of the guaran-
teed cost. It is calculated as

E[J"] = 81 E [2(0)2” (0)] + trSy E [5(0)5%)}
(23)

A relation between mean and covarience of x(0) is
given by

Yo = E [2(0)x" (0)] — mom{ (24)
Substituting (24) into (23) yields

E[J*] = trS1 (3o + momy)
+rSy B [(2(0) — Ta(0))(2(0) — T2(0))"]
(25)

Here, it is readily seen that

E [(2(0) — T2(0))(2(0) — Tz(0))"]
=TT 4 (2(0) — Tmg)(2(0) — Tmg)?(26)

Hence, (25) leads to

E[J*] = trS1 (30 + moml ) + trSo(TSeTT
+(2(0) — Tmg)(2(0) — Tmg)T) (27)
Here, it can be assumed that an initial value of a

minimal order observer z(0) satisfies the following
equation without loss of generality.

z(0) —Tmy =0 (28)
Substituting (28) into (27) yields

E [J*] = tI’S1(EO + momg)
155 (811 + L9 4+ D10 LT 4 L¥op L)
(29)
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where

Y11 Y12

=
0 Yo Y2

Here, we consider positive scalars vo, v1, Y2, V3, 74
satisfying the following inequalities

trS1 (S + memy ) < Yo (30)
trSo¥i <m (31)

trSoLYa < o (32)
trSoX o LT < 3 (33)

trSo LYo LT < 74 (34)

Minimizing vo + v1 + 72 + ¥3 + 74 results in giv-
ing min E[J*]. By recalling tr(AB) = tr(BA),
(30)-(33) lead to (13). Next, by denoting 2542 =
[U1,V2,-, V], (34) is calculated as

trSo LY 9o LT
=] YIS, W, + vl VTS 'Y,
+- 4ol YTS; Y,
Yuv;

YUQ
= [oTYT oTYT - oTYT] S5 | | <y

Yv,,
(35)
Further, Schur complement derives (14) from (35).
Q.E.D.
It is noted that the inequalities (11) and (12)
cannot be solved directly by LMI because they con-
tain the scalars €, €y, 0, Ginv, i, Winy, and two
matrices Sy, X which satisfy the relation ST =X ,
€t = €inw, 071 = Oipy, 41 = Liny. There are a
number of algorithms available in literature, and
we apply the cone complementarity linearization

approach (Ghaoui et al [4]) to propose the algo-
rithm as follows.

Step 0: Set kmaz, Ymin and k.

Step 1: Choose a sufficiently large initial v such that

there exists a feasible solution to LMI condi-
tions

S S0 ottt s <

I X y Yo T V1T Y2T Y3 T V4T,
€€inv > ]-7 aeznv > 17 Mﬂznv > ]-»
inequalities (11)-(14)

Set ¥ =7, k=0, =1, set S1(k) = 51,
X(k) =X, e(k) = €,€inv(k) = €inv, 0(k) =0,
emv(k) = oinm ,U(k) = K, ,uinv(k) = Hinv-

Step 2.2 : Solve the following LMI problem

tr=Minimize(tr[S1 (k)X + X(k)S1]) +
e(k)emv + Geinv(k) —+ O(k)emv —+ Hﬁmv(k) —+
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Step 3.1

Step 3.2 :

Step 3.3

Step 3.4 :

Step 4

subject to

Sy 1

I x 0 wtntrtrntr<y,
€€iny > 17 eeznv > 17 Hliny > 17
inequalities (11)-(14)

: If k < ke and t > 2n + 6 + x then set
k=k+1 and go to 2.2.

If £ < knae, te<2n + 6 + kK, LMI con-
ditions are satisfied, and 7(0.5)*>%,,;n, then
4=4-7v(0.5)%. Else if v(0.5)!<7,in then exit
and 7 is an optimal value.

: I k<kpmasz, te<2n + 6 + k, LMI conditions
are not satisfied, i#1 and v(0.5)">7,,i, then
¥=4+7(0.5)%. Else if v(0.5)*<7,nin then exit
and 7 is an optimal value. Else if ¢ = 1 then
exit and no optimal solution is obtained.

If k=knaz, tx>2n + 6 + Kk, i#1 and
¥(0.5) >Ymin then 5=3+v(0.5)".  Else if
7(0.5)'<¥min then exit and ¥ is an optimal
value. Else if ¢ = 1 then exit and no optimal
solution is obtained.

: Set ¢ =7+ 1 and return to 3.1.

This algorithm allows the optimal value 4 can be
reached faster than that of Matsunaga et al [1]
because the correction is not fixed but depending
on iteration %.

IV. AN ILLUSTRATIVE EXAMPLE

Consider a system with

30 -2 0 3
0 20 -1 2

A=110 0 0| B |6|
0100 1

O:[OQIQ},m():OAb 20:147}3:97
, 0.1L Os

— diag(7,15,1,3), Da =

Q = diag( ), Da Oy Oy

Eq= U3R03Lh o diag(0.3,0.1,0.3,0.1),
0, 0,

Ep=1[1-11-1]".

Applying  Theorem 1, with ke =200,
Ymin=0.0001, x=0.000001 and initial ~=100,
we obtain a solution

©ISAROB 2011

—0.1844 —0.0440
—0.0074 —0.2493 °

L =
K = [~0.3837 —0.4460 0.5278 —0.4720] ,

E[J*] = 16.8893.

¥

90

optimal value of guaranteed cost

201

10 . . . . . . . . .
0 2 4 6 8 10 12 14 16 18 20
iteration

Fig. 1: Trajectory of optimal guaranteed cost ~.

V. CONCLUSION

A guaranteed cost observer-based control prob-
lem concerned on a minimal order observer has
been discussed. A sufficient condition for the exis-
tence of state feedback guaranteed cost controllers
is derived on the basis of the ILMI approach to
solve inverse relation. A numerical example is
given to illustrate the proposed method.
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Abstract : In this paper, we show an uncertain model of atwo link RR manipulator with uncertaintiesin the
two rotation angles of each joint, and show the extended system with uncertainty also in an output matrix. For
this system, we apply a guaranteed cost control method based on a linear upper bound. Parameter tuning of
~; in the linear upper bound is effective to design a feedback gain which have appropriate characteristics. In
the numerical simulation, we show an advantage that the state observer is effective to reduce the influence of

signal noisein state vector.

Keywords: Uncertain system, Guaranteed cost control, Observer based control

1 Introduction

The guaranteed cost control (GCC) is one of an effective
approach to design a robust control system. This method
is an extended version of the linear quadratic regulator
(LQR) that is one of the efficient method for designing
control system, and it is stated as an essential concept in
the modern control theorem. However, LQR method is
formulated as nominal form, thus, it is weak for the effect
of the disturbance which is caused by the uncertainty of
the system model, secular distortion, signal noise, ans so
on. The system performance is degraded by these distur-
bance effects.

For such a problem, under the assumption that an un-
certain parameter variation is in an admissible closed set,
the GCC method guarantees the upper bound of the per-
formance index variation [1]. Takahashi et a. extended
the GCC method to the case with uncertainty in an out-
put matrix [2], and they proposed the modeling method
for the uncertain inverted pendulum car system which in-
clude uncertainty in a pendulum angle and apply the guar-
anteed cost control method [3]. In this paper, we will pro-
pose a method of the GCC to the system with structured
uncertainties in input, state and also output matrix. And
show the effectiveness of the parameter tuning in the up-
per bound. At last, we will apply the state observer to
consider the influence of disturbance.

2 Formulation of the GCC problem

In this section, we will show the GCC problem with pa-
rameter variation in state, input and also output matrix.
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Let us consider the following uncertain system.

A(§)z(t) + B(Qu(t)

C )z (1) )

where, state, output and input vector are x € R",y €
R and u € R, respectively. Uncertain state matrix
A(&) € R, input matrix B(¢) € R™*!, and output
matrix C(¢) € R™*™ are defined as

p
Ap +Z§¢A1¢, €] <1

Alg) = @)
=1
q

B(() = Bo+» By, ¢l <1 (©)
j=1

C) = Co+ > C, [l <1 (4
k=1

where, A, By and Cy represent the system structure that
could be included in the linear system model. We call
these matrices as nomina element. A;, B; and C}; repre-
sent the uncertain system structure that could not be in-
cluded in the linear system model. We call these matrices
as uncertainties. Where p, ¢ and r are numbers of the cor-
responding uncertainties, £;, (; and v, are indeterminate
scalar parameters which represent the scale of uncertain-
ties and included a bounded closed set. These parameters
are used to normalize the structures of uncertainties.

Here we consider the GCC problem for the system of
eg. (1) which hasuncertainty in an output matrix. The per-
formanceindex function consists of the quadratic forms of



the input vector w(t) and the output vector y(t).

J(y7 u7 57 C7 ¢)
= /0 {y"()Qy(t) + uT(t)Ru(t)} dt  (5)

where Q € R™*™ > 0 and R € R*! > 0 are weighting
matrices of input and output vector, respectively. In virtue
of the uncertain structure (2), (3) and (4), the linear upper
bound becomes:

UL(A(E), B(C),C(¥), P,Q, R)

=> (% 'P+%AJPA;) + PR.P+Q, (6)

i=1

where

q
R, =) (B;R'Bj+ ByR 'B]) )
j=1

Qs =) (CoQCKk +CLQCy + CIQCL) (8
k=1
By applying this upper bound, we have stochastic alge-

braic Riccati equation (SARE) based on the linear upper
bound:

(Ag +yI)TP 4+ P(Ag +~I) 4+ CIQCy + Q.

p
—P(R, — R)P+) _7APA; =0 (9
i=1

wherey = 1/23F 47! R, = BoR™'B]. Feedback
gainis obtained as:

F=—-R'BjP

3 Skedetal form of the uncertain model

From the past research [4], we have a dynamics of uncer-
tain LTI system of atwo link RR manipulator. The link
1 is connected to the base with a rotation joint 1 and the
link 2 is connected to another end point of the link 1 with
arotation joint 2. Each joints and arms have physical pa-
rametersillustrated in table 1.

Table 1: Parametersof the Manipulator

Parameters | Meaning [unit]
0; Angle of thejoint [rad]
m; Mass of the arm [kg]
I; Inertia moment of the arm [kg - m?]
l; Length of the arm [m]
lai Distance from the joint to the center
of gravity of the arm [m]
g Gravity [m/s?]
T Input torque to the joint [N- m]
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Let us define a state vector x(¢) and an input vector w(t)
are

An input matrix A(£) and an output matrix B(¢) are ob-
tained as following:

01 0 0
Ale) = hll(/)hD 8 théhD (i)
| hoi/hp O haa/hp 0O
[ 0 0
B() = h22(/)hD _hlé/hD
| —hia/hp  hoz/hp
where
hp = hithas — hi,
hin = Acig(haz(malgr + mali)
+ Acamalga(hoz — hi2))
hia = AciAcamaglaa(hoa — hi2)
hor = Aci(—hiag(milgr + maly)
+ Acoamaglaa(hin — hi2))
hos = AC1A62m29lG2(h11—h12)

h11, h12 and hyo are given as follows:

hiy = I +mil,

+ Iy +ma(I3 + 125 + 2Ac0111G2)
hiz = I +ma(lgs + Acalilca)
hogs = I+ mal,

From A(¢) and B(¢), we can obtain deterministic ele-
ments Ay and By as (Af;, Aby) = (0,0). A; and B; are
obtained in the condition of (Af;, Afs) = (maxy,0) and
As and B are obtained in the condition of (A8, Af2) =
(0, maxs). Where max; isamaximum uncertainty of the
rotational anglein the joint i.

4 State observer

In this section, we consider the application of an identi-
cal state observer to the uncertain system (1). z(¢) isthe
state of the observer (estimation of the plant state), y(t)
is output from the plant, and w(t) is the input from the
controller to the plant, respectively.

z(t) = (A— KC)&(t) + Gy(t) + Hu(t)

where, K isobserver gain.
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5 Numerical example

5.1 Uncertain system

In this section, we will show the numerical example. Here
we consider that thejoint 2 is passive, thustheinput matrix
B(¢) becomes

0
By =| "l
—hi2/hp

The values of the physical parameters areillustrated asin
table 2.

Table 2: Parameters

Parameter Value | Parameter Value
mi 1 mao 1
I 0.03 I 0.03
I 0.3 Iy 0.3
lat 0.15 lao 0.15
g 9.8
For the above parameters, we have uncertain system as
follows:
0.0000 1.0000 0.0000 0.0000
A — 30.3093 0.0000 —12.1237 0.0000
0= 0.0000 0.0000 0.000 1.0000
—28.2887 0.0000 50.5155  0.000
0.0000
9.6220
Bo = 0.0000
—17.8694
For the disturbance A8, = Af; = 0.08, uncertain system
becomes:
0.0000 0.0000 0.0000 0.0000 |
A, — —0.0969 0.0000 0.0388 0.0000
L= 0.0000 0.0000 0.0000 0.0000
| 0.0905 0.0000 —0.1616 0.0000 |
[ 0.0000 0.0000  0.0000 0.0000 ]
A — 0.0056 0.0000 0.1059 0.0000
2= 0.0000 0.0000 0.0000 0.0000
| —0.0168 0.0000 —0.3192 0.0000 |
{0.0000 [ 0.0000
B, — | 00000 B, — | —0-0228
=1 0.0000 | 72 0.0000
0.0000 0.0686

5.2 Parameter Tuning ; of thelinear upper bound

Inthis paper, we use the linear upper bound for the SARE.
In the past research [2], we had shown that the effective of
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the parameter tuning of ~; inthe linear upper bound to de-
sign a system which have an appropriate characteristic of
closed loop system, in the case of the system have only
one uncertainty. Here we show the result with two uncer-
tainties of A; wherep = 2.

Degradation [%]

Figure1l: Degradation of the Performance I ndex

At first, we solve the SARE on the any point of ~,
and v, in 0.1 < 5 < 10000 (i = 1,2), and cal-
culate the performance index as Jror = mgPLQRa:O
and Jocc = xf Poecoxo. The weighting matrices are
@ =diag(1,1) and R = 1. From these results, we exam-
ine the ratio of the degradation of the performance index.
This result is illustrated in the figure 1 by double loga-
rithm 3D-chart, which z- and y-axis are logarithmic and
z-axis is plotted with a linear scale. In figure 1, the sur-
face illustrates the degradation ratio of the performance
index between GCC and LQR. The contour line on the z-
plane denotes a line of Jror and Jgcc are equal. The
minimum value takes Jocc/Jror = 0.6568 at a point
(71,72) = (46.8750,15.6250). This point is surrounded
by the square contour line that the corner is round. Inside
of this square, the GCC method provides a good result.
But in the outside region, areversed result is provided.

norm(F)

Figure2: Norm of Fgeco

Next, we will show the comparison of the norm of feed-
back gain in the same region. In figure 2, the contour line
on the z-plane denotes a results of the LQR method that
Fror = 68.8696. The minimum value of the norm of
feedback gain is norm(Fgcoc) = 55.2322 on the same



minimum point of figure 1. These results have a similar
tendency.

5.3 Numerical solution of SRAE

Here we show and compare the results of GCC and LOQR.
Thefollowing resultsisthe solution of the SARE (Propsed
method) on the minimum point (1, v2).

214.9665 54.3720 163.5782 31.4218

P _ | 543720 13.7807 41.6448  7.9989

GCC = 1 163.5782 41.6448 128.8797 24.5399
31.4218  7.9989  24.5399  4.6930

Feedback gainis

Fooo = [ —38.3216 —10.2522 —37.8073 —6.8958 ]

Eigenvalues of the closed loop system are:
( —7.8958 4 2.3148i, —4.3929 + 0.54604 )
The LQR result (Ordinary method) is follows.

309.6216 80.0140 250.8530 45.7467

p. | 800140 20.8360 65.4442 11.9205

LQE = | 950.8530 65.4442 210.2729 37.8890
45.7467 11.9295 37.8890  6.9139

Feedback gainis

Fror = [ —47.5721 —12.6897 —47.3509 —8.7623 ]

Eigenvalues of the closed loop system are:
(—23.0041 —4.3278 +£0.7210¢ — 2.8177)

5.4 Comparison of the numerical simulation

Here we will show the numerical simulation of uncertain
systems. Now, we compare the performance index func-
tion value of eq. (5) with the difference of system com-
position i) with/without observer, ii) with/without distur-
bance. The simulation is calculated by Euler's method
with step time is 0.01, time interval (0, 30) with an ini-
tial state valueis z(0) = [1 01 0]" and initial observer
state value is 2(0) = [ 0.1 0 0.1 0 ]". The disturbance
is added in the state vector (zo,z4) = (61, 6:) asasignal
noise of uniformly random number between (—0.08, 0.08)
on every step time.

Table 3: Comparison of the degradation

| NoNoise withNoise Degradation [%]
LQR1 | 1108.2367 1214.8047 1.0962
GCC1 | 1203.4899 1317.1795 1.0945
LQR2 | 1916.9598 2621.1953 1.3674
GCC2 | 2866.6822 3257.1295 1.1362

In tablel, LQR1 and GCC1 are the result without ob-
server. LQR2 and GCC2 are the result with observer. It
express the GCC have high performance value index but
have more robustness than the LQR method. In the case
with observer, this tendency becomes more remarkable.
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6 Conclusion

For the system which haves two uncertainties, we showed
the advantage of the state observer for theinfluence of dis-
turbance and parameter tuning of linear upper bound.
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