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Topics of interest include, but are not limited 

Important Dates 

and  also  workshop,  tutorial,  and  robotics  exhibition  will  be  held  at  the  same  time  during  the 
symposium  (AROB 17th  ’12). The workshop committee and  robotics exhibition committee members 
will be announced soon. 

 September 1, 2011                     Abstract submission date  

 September 15, 2011  Notification of acceptance 

 October 1, 2011    Author’s kit except final camera‐ready papers 

 October 15, 2011    Final camera‐ready papers submission date 

AARROOBB  1177tthh  ‘‘1122  

History 

The AROB was founded in 1996 under the support of Science and International Affairs Bureau, Ministry 
of Education, Culture, Sports, Science and Technology, Japanese Government. Since then, the symposium 
organized by the AROB has been held every year at B‐Con Plaza, Beppu, Japan except AROB 5th ’00 (Oita) 
and AROB 6th  ’01  (Tokyo). The seventeenth symposium will be held on January 19–21, 2012, at B‐Con 

Objective 

This symposium will bring together researchers to discuss development of new technologies concerning 
artificial  life  and  robotics  based  on  computer  simulations  and  hardware  designs  of  state‐of‐the‐art 
technologies, and to share findings on how advancements in artificial life and robotics technologies that 
relate to artificial intelligence, virtual reality, and computer science are creating the basis for exciting new 
research and applications in various fields listed in the following Topics. 

Conference Language

 English 

 Artificial brain research 

 Artificial living   

 Bipedal robot 

 Cognitive science 

 Control techniques 

 Evolutionary computations 

 Human‐machine cooperative systems 

 Intelligent control & modeling 

 Medical surgical robot 

 Molecular biology 

 Nano‐robotics 

 Pattern recognition 

 Robotics 

 Visualization 

 Artificial intelligence 

 Artificial mind research 

 Brain science 

 Complexity 

 Data mining 

 Fuzzy control 

 Human‐welfare robotics 

 Learning 

 Micromachines 

 Multi‐agent systems 

 Neurocomputing technologies 
and its application for hardware 

 Soccer robot 
 

 Artificial life 

 Bioinformatics 

 Chaos 

 Computer graphics 

 DNA computing 

 Genetic algorithms 

 Image processing 

 Management of technology 

 Mobile vehicles 

 Nano‐biology 

 Neural networks 

 Quantum computing 

 Virtual reality 

All correspondence related to the symposium should be addressed to:
AROB Secretariat 

ALife Robotics Corporation Ltd. 
1068‐1 Oaza Oshino, Oita, 870‐1121, JAPAN 

Tel / Fax: +81‐97‐594‐0181    Email: arobsecr@isarob.org 

isarob.org

Publication 

Accepted papers will be published  in the Proceedings of the AROB. Extended versions of the selected papers will be 

published  in  the  international  journal：ARTIFICIAL LIFE AND ROBOTICS and  in  the special  issue on special  topics of 
Artificial Life and Robotics, Appled Mathematics and Computation 

General Chair 
Masanori Sugisaka 

 
Program Chair 
        Hiroshi Tanaka   
 
Vice Chairs 

John L. Casti 
        Yingmin Jia 
        Ju‐Jang Lee 
        Henrik Hautop Lund 
        Hiroshi Tanaka 
 
Workshop Chair 
        Jang‐Myung Lee 
 
Advisory Committee Chair 

Fumio Harashima 
 

Assistant General Chair 
        Takao Ito 

Plenary Speakers 
We  will  upload  it  to  our 
website  as  soon  as  it  has 
been decided. 
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Artificial Life and Robotics 

 

We invite you to publish your paper 
in this journal full of inventive scientific findings and state-of-the art technologies. 

 

Two types of papers from the world are 
Ⅰ. Recommended papers presented at the International Symposium on Artificial 

Life and Robotics (ISAROB), 
 Ⅱ. Contributed papers    

 

  Contribution fee :     
4 pages or Under ￥19,950 / page (¥19,000 + 5 % consumption tax: only in Japan)
Extra page charge ￥16,800 / page (¥16,000 + 5% consumption tax: only in Japan) 

(Pages are counted on single-line basis as they appear in the journal.) 

 

     Shipping Cost:       
domestic ￥700 / delivery  
overseas ￥3,000 / delivery  

 

We deliver every corresponding author (or sponsor) one copy of journal in which his/her paper is 
included. We would like to tha nk authors for their support in the form of contribution fee  
payable before publication, which funds the pro duction of this journal contracted by Springer  
Japan. 

 

Order: 
1. Price for co-authors   

¥ 5,250  (¥5,000 + 5 % consumption tax: only in Japan) per copy 
(for every co-author) 
If necessary, please order extra copies for co-authors to the Journal Office. 

 

 2. Subscription fee   
¥ 21,000  (¥20,000 + 5 % consumption tax: only in Japan) per year, 

 

 3. Purchase price for single issue   
¥ 8,400  (¥8,000 + 5 % consumption tax: only in Japan) per issue. 

 

AROB Journal Office : joffice@isarob.org 
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Artificial Life and Robotics 

 

Our Review System 

 
For contributed papers, 
1. Duration: 

Two months is our tar get time of the whole review  process, however, we are trying our best to 
make it as short as possible. 

2. Review results: 
Every contributed paper w ill be reviewed by three as signed reviewers with score ranging from  
1 (highest mark) to 4 (lowest mark);  

 1. publish with no revision,    
2. publish with minor revisions, 

 3. possibly publish with revision and re-review,      
4. reject.  

Review results, a total score of the three evaluation scores, would be read as;. 
 3 or 4     :  accepted and to be published as it is, 

 4, 5, or 6  :  accepted and to be published after minor revisions, 
 7, 8, or 9  :  acceptable but subject to rewriting and re-review, 

 10, 11, or 12 :  rejected 
 
For recommended papers, 
   The recommended papers are ones th at the chair of each ses sion reads before, during, and after 

the symposium that year and recom mends to AR OB Journal Of fice using the sam e evaluation 
score abov e.  Therefore, th e quality of recommended papers is  ap parent at th e tim e of 
recommendation. 

 
 

 
We express our heartfelt gratitude to chairs and reviewers of ISAROB for their 

support and sincere voluntary work without which this journal never exists. 
 

 

 

 

AROB Journal Office : joffice@isarob.org 
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We invite you to advertise your company 
in th is in ternational jou rnal f inanced by ISAROB (In ternational Sy mposium o n Artificia l Life 
and Robotics ) and produced by a renowned publisher, Springer Japan. 

 
Merits: 
 
・Connectivity with ambitious academic circles in the rapidly-advancing fields, 
 
・Expanded publicity through toll electronic circulation by Springer-Japan, 
 
・Reasonable advertising fee (1 page = ¥ 90,000,  2 pages = ¥ 150,000) 
                              (Fee+ 5 % consumption tax: only in Japan) 
   

 
Please contact  AROB Journal Office at ALife Robotics Corporation Ltd. 

joffice@isarob.org  tel/fax: +81-97-594- 0181 

 

The Sixteenth International Symposium on Artificial Life and Robotics 2011(AROB 16th ’11), 
B-Con Plaza, Beppu, Oita, Japan, January 27- 29, 2011

©ISAROB 2011 A - 3



1068-1 Oaza Oshino, Oita, Japan 870-1121 
Tel: +81-97-567-3088 Fax:+81-97-594-0181 
URL:alife-robotics.co.jp E-mail ms@alife-
robotics.co.jp

ALife Robotics 
Corporation Ltd.Intelligent Mobile Robot

Full Version
Features：
1.Recognizes lines and moves 
on or along the line
2. Recognizes  the shape of 
objects
3. Can be controlled by voice 
(more than 20 sentences) 
4. Recognizes human faces 
(approx. 10 people) 
5. Can be controlled by the  
Internet and mobile phone 
(remote control)
Price: ¥4,000,000 ($48,000)

Fig.1 Full Version(Taro-1(right),Taro-
2(left) and Simplified Vesion

Fig.2 System block diagram

Simplified Version (Taro-A)

Size and weight of robot is half 
of those shown in Fig.1

Functions of full version 1.~4.  
are equipped with:

・Fundamental software based 
on Windows and Linux, is 
provided

･The robot is most suitable for 
R & D (Masters and Doctorate 
courses)

Price (Only hardware from 
¥1,000,000 ($12,000)) with 
fundamental software
Specs. and style can be changed

Fig.1: Full 
Version

(Taro-1 and 
Trao-2)

Fig.2: Simplified 
Version (Taro-A)

Those unit belongs to Australian 
Defense Force Academy (ADFA)( 
Australia), KAIST (South Korea), 
TATiUC (Malaysia), others.

The Sixteenth International Symposium on Artificial Life and Robotics 2011(AROB 16th ’11), 
B-Con Plaza, Beppu, Oita, Japan, January 27- 29, 2011
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1068-1 Oaza Oshino, Oita, Japan 870-1121 
Tel: +81-97-567-3088 Fax:+81-97-594-0181 
URL:alife-robotics.co.jp E-mail ms@alife-
robotics.co.jp

ALife Robotics 
Corporation Ltd.

・Size and weight : ½
of Full version of 
Intelligent Mobile 
Robot “Taro”

・We provide 
fundamental 
software for robot 
by Window or Linux

･Most suitable for 
research and 
development on 
mobile robot

・Most suitable for 
human being’s 
partner

Price JPY 1,000,000 
($12,000)

(*) Design and 
specification will be 
decided in 
consultation with 
customer

・Weight: 28kg

・Height: 60 cm （from the floor:65cm）, Width: 28cm, Depth: 40cm

・Robot behaviors can be controlled by voice or remote control

・Behaviors of the Simplified Version of the Intelligent Mobile Robot:

1.The robot can understand human voice commands and can reply in a robot 
voice . In addition, the robot can provide various information humans. 

2. A human asks the robot. “What is this?” and shows an object  to the robot. The 
robot answers verbally. (Pattern recognition and understanding)

3. The robot can carry various things (Foods, Letters, Newspapers, Other heavy 
materials (approximately 25-30kg). The robot can turn around accurately to a 
specified degree.

4. The robot can climb a sloop of 15-30 degrees.

5. The robot can teach a child by answering questions from the child in pleasant  
playing conditions as a private teacher.

6. The robot can teach English, Japanese, Chinese, and any other languages to 
humans. 

Main Specification of Taro-A

The Sixteenth International Symposium on Artificial Life and Robotics 2011(AROB 16th ’11), 
B-Con Plaza, Beppu, Oita, Japan, January 27- 29, 2011
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robotics.co.jp

ALife Robotics 
Corporation Ltd.

This unit belongs to Electro-Communication University, Tokyo, Japan

Sales Record (From 2009)

1. ADFA, Australia

2. Electro-Communication Univ., Japan

3. KAIST, Korea

4. TATiUC, Malaysia

5. Others
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ALife Robotics 
Corporation Ltd.

電子回路

単4電池×4本

サーボモータ

スイッチ

32mm150mm

100mm

Fig.1 Fish Robot (Sizes)

Fig.2 Picture of Fish Robot

Random Mode7

6 4 positions
Change of Swing 

Angle of Caudal Fin

5

LOW, HIGH 
Mode

Change of  Speed4

Left Turn3

Right Turn2

Power: ON,OFF 1

CommentsFunctionsSwitch No.

Table 1 Functions of Fish Robot

Price (¥15,000≈$181)

Included:

1.Hardware and Fundamental Software

2. PIC Writer

3.Text Book for Learning Control 
Techniques Based on PIC

OPTIONS:

C-MOS Camera, Remote Control Unit, 
Dorsal, Pectoral, Ventral Fins can be 
installed

Main Specification of Fish Robot

The Sixteenth International Symposium on Artificial Life and Robotics 2011(AROB 16th ’11), 
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HISTORY 
 

The AROB was founded in 1996 under the support of Science and International Affairs 
Bureau, Ministry of Education, Culture, Sports, Science and Technology, Japanese 
Government. Since then, the symposium organized by the AROB has been held every year at 
B-Con Plaza, Beppu, Japan except AROB 5th ’00 (Oita) and AROB 6th ’01 (Tokyo). The 
sixteenth symposium will be held on January 27–29, 2011, at B-Con Plaza, Beppu, Japan. 

 
 
OBJECTIVE 
 

This symposium will bring together researchers to discuss development of new technologies 
concerning artificial life and robotics based on computer simulations and hardware designs 
of state-of-the-art technologies, and to share findings on how advancements in artificial life 
and robotics technologies that relate to artificial intelligence, virtual reality, and computer 
science are creating the basis for exciting new research and applications in various fields 
listed in the following Topics. 
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GENERAL SESSION TOPICS 
 

Artificial intelligence Artificial life  
Chaos & Complexity Control techniques 
Data mining Evolutionary computations 
Human-machine cooperative systems  Image processing 

& Human-welfare robotics Learning 
Mobile vehicles Neural networks 
Pattern recognition & Visualization Poster session  
Robotics   
 
 

ORGANIZED SESSION TOPICS 
 

Advanced technologies Advanced vehicle control 
& Management skills AI-based systems 

Bio-inspired theory and application for human awareness promotion 
Biomimetic machines and robots Computer vision and sound analysis 
Control and automata Control and its application 
Data mining Dynamical information processing 

 in the brain 
Embracing complexity in  

natural intelligence 
Embracing complexity in  

sensor system organization 
Human agent interaction  Intelligent control 

toward social modification Intelligent systems 
Intuitive human-system interaction Learning control and robotics 
Medical science and complex system Robotics and pattern recognition 
Special environment navigation Structural change detection 

and localization for ongoing time series 
System sensing and control  

 
 
 
 
COPYRIGHTS 
 
Accepted papers will  be published in the proceeding of AROB and s ome of high quality papers in 
the proceeding will be requested to re-submit their papers for the consideration of publication in an 
international jo urnal AR TIFICIAL LIFE  AND RO BOTICS. All co rrespondence related to the 
symposium should be addressed to AROB Secretariat. 
 
 
 
 
 
AROB Secretariat 
ALife Robotics Corporation Ltd. 
1068-1 Oaza Oshino, Oita, 870-1121, JAPAN 
TEL/FAX：+81-97-594-0181 
E-MAIL：arobsecr@isarob.org 
Home Page：http://isarob.org/ 
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Takayuki Hirai 
 Nippon Bunri University 

President 
  

It is a great  p leasure fo r m e to  welco me yo u all to th e Si xteenth 
International Symposium o n Artificial Life and  Robo tics. I have  deep  
respect and great admiration for the many people who attend this event every 
year and contribute to  the development of technology on Artificial Life and 
Robotics. 
 Everyone's activ ities o n th e Org anizing C ommittee o f International 
Symposium on Artificial Life an d Robotics are outstanding.  Especially, our 
colleague, General Chairman P rofessor Su gisaka, has m ade a l arge 
contribution. 
 In th e un iversities o f Japan , Artificial Ro botics h as been gaining great 
interest by researchers and will develop as one of the leading research fields, 
which will sup port fu ture society.  However, while m any indu stries of 
Artificial Robotics have arrived and developed, it is sai d that there is still a 
great demand for engineers engaged in those industries. 
 It is our role to teach the  young of the future the technology of Artificia l 
Life Robotics which has been advanced and developed by all of you working 
internationally, and sen d talen ted people t o so ciety. To tak e this ro le, th e 
research ach ievements o f y ou attend ing th is International Sym posium are 
very valuable. 
 It's my heartfelt hope  that t his International Symposium will be successful  
and all of you will have a great time here in Beppu. 
 

Takayuki Hirai 
 Nippon Bunri University  

President 
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Masanori Sugisaka 
General Chairman 

(Professor, Nippon Bunri 
University and President, 

ALife Robotics Corporation, 
Ltd. , Japan)  

Masanori Sugisaka 
General Chairman of AROB 

  
It is my g reat p leasure to in vite you  all to th e Si xteenth In ternational 

Symposium on Artificial Life and Robotics (AROB 16th ‘11). 
The sym posium fro m th e first (19 96) t o th e Fou rteenth (2009) were  

organized by  Oita Uni versity, Ni ppon B unri U niversity(NBU), a nd ALife 
Robotics Cor poration Lt d. u nder t he sponsorship o f t he Sci ence and  
Technology Policy Bureau, the Ministry of Education, Science, Sports, and 
Culture ( Monbusho), pr esently, th e Min istry of Education, Cu lture, Spo rts, 
Science, and Technology (Monkasho), Japanese Government, Japan Society 
for the Promotion of Science (JSPS), The Commemorative Organization for 
the Japan World Exposition (’70), Air Force Office of Scientific Research , 
Asian Office of Aerospace Research and Development (AFOSR/AOARD), 
USA. I would like to express my sincere thanks to not only Monkasho, JSPS, 
the C ommemorative Organization fo r the Jap an World Ex position (’70), 
AFOSR/AOARD but al so Ja panese com panies(Mitsubishi E lectric 
Corporation, Advanced Technology R &D C enter, Oita Gas C o., Lt d., M E 
System Co. LTD, and Sanwa Shurui Co., LTD. for their repeated supports. 
This sy mposium i s orga nized by International O rganizing C ommittee o f 

AROB and is co-op erated by th e San ta Fe Institute (USA), RSJ, IEEJ, 
ICASE ( Now ICROS) ( Korea), C AAI ( P. R. China ), ISCIE, IEICE, I EEE 
Robotics and Automation Society Japan Chapter, JARA, and SICE. 
The AROB symposium is growing up by absorbing many new knowledge 

and technologies into it. The new technologies presented in this symposium 
bring happiness to human society. 
I hop e t hat this sym posium wil l facilit ate th e establish ment o f an 

international research Institute of Artificial Life and Robotics in future. 
Welcome and enjoy your stay in Beppu.  

 

Fumio Harashima 
Advisory Committee Chairman of AROB 

  
The science and technology (S&T) on  Artificial Life an d Robotics was born 

in 1996, and i t’s been providing human being wi th happiness. This S & T is 
not only important but also necessary for people living in the world to maintain 
high quality of life. Research is heart and desire of human being and the S&T 
is going toward clarifying tool to achieve our objective. 
I would l ike to congratulate researchers who work in th e fields on Artificial  

Life and Robotics. 
 Fumio Harashima 

Advisory Committe Chairman 
 (Pr ofessor, Tokyo 

Metropolitan University)
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Hiroshi Tanaka 
Program Chairman 

and 
Vice chairman 

 (Professor, Tokyo Medical  
 and Dental University) 

Hiroshi Tanaka 
Program Chairman and Vice chairman 

 of  AROB 
 
  
On behalf of the program committee, it is my g reat pleasure and hon or to 

invite you all to the Fifteenth International Symposium on Artificial Life and 
Robotics (AROB 15th 2011). This symposium is made possible owing to the 
cooperation of Nippo n Bunri University and Santa Fe In stitute. We are also 
debt to Japanese aca demic associations s uch as  SICE, RSJ, a nd se veral
private companies. I would like to express my sincere thanks to all of those 
who make this symposium possible. 
As is needless to say, th e Alife or biologically-inspired Robotics approach 

now at tracts wide i nterests a s a ne w paradigm of sci ence an d en gineering. 
Taking an example in the field of bioscience, the accom plishment of HGP 
(Human Ge nome Pr oject) a nd s ubsequent p ost-genomic com prehensive 
“Omics data” such as transcriptome, proteome and metabolome, bring about 
vast amount of bio-information. However, as a plenty of omics data becomes 
available, it becom es sin cerely recognized that the fram ework by  w hich 
these omics dat a can be understood t o m ake a whole picture o f life i s 
critically necessary. T hus, i n the post-genomic era, bi ologically-inspired 
systems approach like Alife i s expected to give one of new alternative ideas 
to integrate this vast amount of bio-data. 
This example shows the Alife approach is very promising and may exert a 

wide influence on t he effort to develop a new paradigm for ne xt generation 
of l ife science. We hope this symposium becomes a for um for e xchange of 
the id eas of t he attend ants from v arious fields, in cluding the life scien ce
field, who are in terested i n the fu ture possibility o f b iologically-inspired 
computation and systems approach.  
I am looking forward to meeting you in Beppu, Oita. 

 

Takao Ito 
Assistant General Chairman 

(Professor, Ube National 
College of Technology)  

 

Takao Ito 
Assistant General Chairman of AROB 

  
Given the intense competition in the field of artificial life and  robotics, the 
effective co ordination a nd e fficient m aintenance of i nformation exc hange 
take on increased importance. The AROB international conference provides 
us a unique opportunity t o enj oy t he discussions of al l new i ssues, an d t o 
share experiences related to t he advanced technologies. I am pleased to put 
together t his excellent program t hat rep resents s ubmissions f rom many 
countries around the world. 
I hop e th at y ou will en joy t his confer ence and  en joy Bep pu, Oita an d the 
culture richness it has to offer. 
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John Casti 
Vice Chairman 

(Professor, International 
Institute for Applied 

Systems Analysis, Vienna, 
Austria)  

John L. Casti 
Vice Chairman of AROB 

  
It is m y g reat p rivilege t o i nvite you  all to th e Sixteenth In ternational 

Symposium on Artificial Life and  Robotics (AROB 16th ‘11). As always at 
the AR OB, the pr ogram cont ains a wide vari ety o f co ntributions t o the 
developing areas of computer simulation of human processes, robotics, and 
general sy stems m odeling. We a re grateful t o al l t he c ontributors for t heir 
hard work in prepa ring t heir pres entations, an d l ook f orward t o the 
cutting-edge research that will be described. 
  

I h ope t hat fr uitful di scussions an d exchange of ideas between researc hers 
during symposium will yield new technological innovations for contributing 
to a better life for humans in the coming decades. This is truly a challenging 
period t o be alive, an d t he AR OB 16th conference holds the prom ise of 
offering solutions to some of our most pressing global human problems. 
 

Ju-Jang Lee 
Vice Chairman of AROB 

 
The Six teenth In ternational Symposium on  Artificial Li fe an d R obotics 

(AROB) will b e held in Bep pu, Oita, Japan  fro m Jan . 2 7h t o 29 th, 2011. 
This year’s Symposium will b e held am idst th e h igh ex pectation of the 
increasingly important role of the new interdisciplinary paradigm of sc ience 
and engi neering represented by the  fiel d of artificial life and rob otics t hat 
continuously attracts wid e in terests among scientist, research ers, and 
engineers around the globe. 
Since t he time of t he very first  AR OB m eeting i n 1996, each y ear, 

distinguished researchers a nd t echnologists f rom arou nd t he w orld are 
looking forward to attending and meeting at AROB. AROB is becoming the 
annual excellent forum that represents a unique opportunity for the academic 
and industrial communities to meet and assess the latest developments in this 
fast growing artificial life an d robotics field. AROB enables them to address 
new chal lenges, s hare solutions, discuss research di rections for the future, 
exchange views and ideas , view the results of applied research, present and 
discuss the latest development of new technologies and relevant applications.
In addition, AROB of fers the opportunity of hearing the opinions of well 

known leading experts in the field through the keynote sessions, provides the 
bases for regional and  in ternational co llaborative research, and  en ables to  
foresee th e fu ture evo lution of new scientific paradigms an d th eories 
contributed by the field of artificial life and robotics and associated research 
area. The twenty-first cen tury will beco me the cen tury of artificial life an d 
intelligent m achines in su pport of humankind and  AROB is con tributing 
through wide technical topics of interest that support this direction. 
It is  a great for m e as the  Vice Chairman of t he 16h  AROB 201 1 t o 

welcome everyone to this important event. Also, I would like to extend my 
special thanks  to all authors and s peakers fo r c ontributing t heir re search 
works, the participants, and the organizing team of the 16th AROB. 
Looking forward t o m eeting y ou at  t he 16th AROB i n B eppu-Oita and 

wishing you all the best. 
 

Ju-Jang Lee 
Vice Chairman 

(Professor, KAIST) 
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Henrik Hautop Lund 
Vice Chairman 

(Professor, Center for 
Playware, Technical 

University of Denmark)  
 

Henrik Hautop Lund 
Vice-Chairman of AROB 

  
I am much honored to invite you to the Sixteenth International Symposium 

on Artificial Life and  Rob otics (AR OB 1 6th ‘1 1). Th e in ternational 
symposium has been held each year si nce 1996, initially organized by Oita 
University and now being organized by Nippon Bunri University.  
The sy mposium at tracts an i mpressive r ange of researchers f rom a ll 

continents, who all share the vision of merging research based upon artificial 
life and robotics. The symposium is visionary in merging these two, science 
and engineering disciplines, and has  become the most important forum for 
research into merging artificial life and robotics. 
The research i n artificial life and  ro botics i s ve ry im portant si nce i t both 

brings us i nsight in to ourselves as hu man bein gs an d natural system s, an d 
brings u s new en gineering s olutions t hat may i nfluence o ur l ives. It  i s m y 
hope that you will use th is insight and opportunity to d evelop systems that 
help humankind in socially responsible ways. 
I wou ld lik e t o tak e t his opp ortunity to  th ank th e g eneral ch airman o f 

AROB, P rof. Masanori Sugisaka, f or being so visionary 1 6 y ears ag o t o 
engage in  cr eating and  organizing th is im portant annual ev ent fo r our 
research community. It takes a lot of courage to be the first to create a novel 
interdisciplinary research field suc h as the  one t hat c omes from  the m erge 
between artifi cial life an d ro botics. Prof. Su gisaka has sho wn how being 
courageous eno ugh to eng age in th e ad venturous activ ities of merging two 
fields may lead to very fruitful research and to the lively research community 
that yo u are now part of with you r participation in  t his in ternational 
symposium.  
I would also take this opportunity to thank Springer-Verlag for su pporting 

this research co mmunity, and remind all participants of the Springer-Verlag 
Artificial Life and Robotics Journal. Hopefully, we will see nu merous, high 
quality contributions to the journal as the outcome of this symposium and the 
research collaboration that may entail the symposium. Indeed, it is my hope 
that you will all en gage in open and fruitful scientific discussions with yo ur 
colleague researchers during the symposium, and that these discussions may 
open up for future research collaborations in order to bring new insight into 
artificial life and robotics to the community. 

Yingmin Jia 
Vice-Chairman of AROB 

(Professor, Beihang 
University, P.R.China)  

 

Yingmin Jia 
Vice-Chairman of AROB 

  
The 16th International Symposium on Artificial Life and Robotics (AROB) 
will b e held in  Bep pu, Oit a, Jap an fro m Jan. 27th to  29th, 2011 . As a 
vice-chairman, I  am honored and privileged to invite you all to  this fruitful 
3-day event.  
In 1996, the first Symposium was created and organized by Prof. Masanori 
Sugisaka, t he ge neral chai rman o f AROB. S ince th en, the sym posium 
attracts an i mpressive range of re searchers from a ll co ntinents, and 
distinguished achievements have been o btained t hat s hows hi s foresight i n 
merging tw o disciplines of artificial life an d ro botics. Moreov er, it is 
gratifying to see that there are more and more young colleagues, researchers 
and eng ineers fro m th e univ ersities, research  i nstitutions an d ind ustries 
interested in the field. I believe there is a rapid and better development in the 
near future.  
Looking f orward t o m eeting y ou at  t he 16th AROB i n B eppu, Oita an d 
wishing you enjoy your stay in Japan. 
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PT1 : Development Outline of Humanoid Robot: HUBO II 
 

Jun Ho Oh  
Professor of Mechanical Engineering, KAIST 

Director of Humanoid Robot Research Center (Hubo Lab) 
 

The fu ll size humanoid robot with h eight of arou nd 1.5 m is qu it 
differ from the toy size small ones in many aspects. It should have very 
stable an d well d esigned structure wit h l ittle u ncertainties. It  m ust 
strong enough to move i ts body weight but not so heavy to minimize 
the torques to drive the body parts. All the electrical parts and se nsors 
must b e co mpact to  be fit in th e enclosure of t he body. We desi gned 
such kind of parts including force/torque sensors, inertia sensors and all 
the driver ci rcuits, in ternal decent ralized cont rol arc hitecture and 
hardware. Anoth er important task is d esign walk algorithm. Walking 
algorithm is composed with two parts: off-line gait pattern design and 
real time stabilization control. Gait pattern design is t o find a period ic 
function for each joint of leg such that humanoid robot is to walk with 
desired v elocity k eeping certain  level of stab ility. W e su ggested a 
simple fu nction c onnected with c ubic s pline a nd si ne functions with 
minimal number of parameters. This approach simplifies the parameter 
adjustment procedure. Pl ay back of gait pattern found from the former 
process, howe ver, does not guarantee the robot walks i n real practice 
since there a re number of uncertainties involved in  real situ ation. The 
uncertainties include ground inclination, friction, un-modeled vibration 
of the body. The stabilization algorithm should deal with such kind of 
problems. Hub o’s wal k al gorithm has 8 l evels of  hi erarchical cont rol 
architecture to cope with the ge neral circum stances in wal king 
environment. Th e general issu es i ncluding m entioned abo ve will be 
presented. 

 
Plenary talker: 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 

Professor  
Jun Ho Oh  

Education:   
- In 1977, B.S. degree in Mechanical Engineering from Yonsie University, Korea 
- In 1979, M.S. degree in Mechanical Engineering from Yonsie University, Korea 
- In 1985, Ph.D. in Mechanical Engineering, University of California, Berkeley, USA 

 
Professional Training and Employment: 
- 1985 – present Professor of Mechanical Engineering, KAIST 
- 2010 – present Distinguished Professor at KAIST 
- 1997 – 1998 Visiting Professor, University of Texas, Austin, USA 
- 2010  Member of National Academy of Engineering of Korea 
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PT2 : Robotics:From Manufacturing to Intelligent Machine 
 

Tzyh Jong Tarn 
 

This presentation describes the evolution from tele-robotics to interactive 
robotics and to intelligent machines due to the silicon revolution. The 
impacts of this transformation to the manufacturing culture as well as the 
automated manufacturing research facility areoutlined. Finally the current 
trends in robotics research and new applications to intelligent life are 
described. 

 

 
 
 

 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Professor  
Tzyh Jong Tarn 

Education:   
  -1959, B.S. degree in Chemical Engineering, National Cheng Kung University, Tainan, Taiwan,   
        China 

-1965, M.E. degree in Chemical Engineering, Stevens Institute of Technology, Hoboken, USA 
-1968, D. Sc. Degree in Control Engineering, Washington University, St. Louis, USA 

 
Professional Training and Employment: 

-1968-1969 Postdoctoral Fellow, Washington University, St. Louis, USA 
  -1969-1972 Assistant Professor, Washington University, St. Louis, USA 
  -1972-1977 Associate Professor, Washington University, St. Louis, USA 
  -1 977-     Professor, Washington University, St. Louis, USA 
  -2003-2006 Chair Professor in Quantum Control, Tsinghua University, Beijing, China 
  -2 006-     Director, Center for Quantum Information Science and Technology, Tsinghua        
             University, Beijing, China 
  -2009-2010 Distinguished Visiting Chair Professor, National Cheng Kung University, Tainan, 

Taiwan, China 
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PT3 : Rescue Robot Systems 
- From Snake-like Robots to Human Interface - 

 
Fumitoshi Matsuno 

 
(Kyoto University, Japan) 

 
Intelligent rescue systems with information and communications 

technologies (ICT) and rob otics tec hnology (R T) have be en 
proposed to mitigate disaster damages, especially in Japan after the 
1995 H anshin-Awaji Eart hquake. In  p articular, it  i s has been 
stressed the importance of developing robots for search and rescue 
tasks, which can ac tually work in a real disaster site. In USA  the 
September 1 1, 2001 terrorist attack on New  York Ci ty and  
Washington, DC, the hijacked plane crash in Pennsylvania, and the 
Anthrax attack that immediately followed instantly changed people 
attitude about safety  an d s ecurity in their perso nal li ves. Pu blic 
safety an d se curity problems are not  li mited t o Ja pan a nd t he 
United States, since e very country has ex perienced man-made and 
natural disasters in the pa st. Solutions will de pend up on new , 
unconventional approaches to  se arch an d rescu e. R obotics, 
information and communications technologies, devices and system 
integration can play an important role in providing technology that 
can contribute to Safety, Security and Rescue activities. In this talk, 
I would like to explain my motivation to start the development of 
rescue robot system s for the disaster resp onse a nd d iscuss 
necessary te chnologies that c an accomplish s earch and resc ue 
missions. I also i ntroduce dev eloped rescue rob ots for th e 
information correction and teleportation human interface. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

 

Professor  
Fumitoshi Matsuno

Education:   
- In 1981, B.E. degree in Instrumentation Engineering from Nagoya Institute of Technology, Japan 
- In 1983, Master Degree from Dept of Control Engineering at Osaka University Japan 
- In 1986, Doctor Degree from Dept of Control Engineering at Osaka University, Japan 

 
Professional Training and Employment: 
- 1986 – 1991  Research Associate,  Osaka University 
- 1991 – 1996  Associate Professor,  Kobe University 
- 1996 – 2003  Associate Professor,  Tokyo Institute of Technology 
- 2003 – 2009  Professor, University of Electro-Communications, Tokyo 
- 2009 –      Professor, Dept of Mechanical Engineering and Science, Kyoto University 
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IT1 : Human-Robot Interaction and Social Relation 
 

Michita Imai 
(Keio University, Japan) 

 
 

This talk presents the factor of designing an anthropomorphic agent 
such as  a  co mmunication robot a nd an  em bodied c ommunicative 
agent. C ommunication i s a co operative p henomenon between 
participants. People i nvolved in a co mmunication sp eak an d h ear 
actively duri ng t he c onversation. However, i t i s di fficult t o en gage 
them in the communication with a robot because they seldom actively 
consider the communicative intention of t he robot. This talk explains 
the importance of social relationship between a human and a robot for 
engaging people in the communication. In particular, we consider how 
the relation  mak es them  co nsider t he in tention of t he robot. Also , I 
show what factors of the robot design elicit the social relation. 
 

 
Invited talker: 
 
 
 

 
 
 
 
    
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Associate Professor
Michita Imai  

Education: 
- In 1994, M.S. degree in Computer Science  fr om  Department of Computer Science, Keio University, Japan
- In 2002, Ph.D.(Eng.) in Computer Science from Department of Computer Science, Keio University, Japan 

 
 
Professional Training and Employment: 

- 1994-1997, Researcher, Human-Interface Laboratories, Nippon Telephone Telegram (NTT), Japan 
- 1997-2002, Researcher, ATR Media Integration and Communications Research Laboratories, Japan 
- 2002-2003, Assistant Professor, Department of Information and Computer Science, Keio University, Japan 
- 2002-2006, Researcher, JST Prest “Interaction and Intelligence” 
- 2003-2005, Lecturer, Department of Information and Computer Science, Keio University, Japan 
- 2005-present, Associate Professor, Department of Information and Computer Science, Keio University, Japan 
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IT2 : Micro Nano Robotics 
Tatsuo ARAI 

(Osaka University, Japan) 
 
 

Manipulation, se nsing, act uation, a nd a utomation i n m icro na no 
scale hav e va rious a pplications a nd co ntributions i n biotechnology, 
pharmacy, medicine as wel l as in industries. Micro hands are  
developed t o m anipulate m icro a nd n ano o rder si ze o bjects 
dexterously. Micro channels fabricated on a chip, called micro TAS or 
lab on chip, can provide various operations and processes for cells and 
tissues. Tho se activ ities in clude elab orating m achining, assem bly, 
fabrication and integration with MEMS technique a s well as robotics 
and m echatronics. The talk will co ver mainly two  t opics, m icro 
manipulation system with dexterous hand and desktop bio plant, along 
with their back ground and the state of the art in Japan. 

 
 
 
 

 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Prof. Tatsuo ARAI 

Tatsuo ARAI was born in  1952 in Tokyo. He received B.S. M.S. and PhD degrees from the University of Tokyo 
in 1975, 1977 , and 1986 r espectively. H e join ed th e Mech anical Engineering Labor atory, AIST , MITI (now  
METI) in 1977 , and was engaged in r esearch and devel opment of new arm design and con trol, mobile robot, 
teleoperation, and micro robotics. He  stay ed at MIT  as a v isiting scie ntist in  1986-1987. He was an adjun ct 
lecturer at  Chib a Universi ty in 1986-1996, an d a v isiting pro fessor at  the Scien ce Universit y of Tokyo in 
1996-1997. He moved to Osaka University in 1997 and since then he has been a Full Professor at the Department 
of S ystems Innovation , Gradu ate Schoo l of  En gineering Science. His cu rrent research top ics are mechanism 
design including parallel mechanisms, legged working robot, micro robotics for bio applications, humanoid robot, 
haptic interface, and network robotics. He has published more than 300 journal and conference papers on robotics 
and automation, 6  books, and h as 37  patents in cluding foreign 8 . The publ ication list is o n 
http://www-arailab.sys.es.osaka-u.ac.jp/publication/e_index.html 
He is a  m ember of IE EE, Int ernational Associ ation of Automation  and Robo tics in  Construction (IAARC), 

Robotic Society of Japan (RSJ), Society of Instrumentation and Control Engineers, Japan Society of Mechanical 
Engineers (JSME), and o ther societies. He is currently  an Editor -in-Chief of Journal of  Robotics and  
Mechatronics. He served as a Vice President of IAARC, a chair of Robotics and Mechatronics Division of JSME, 
a Dir ector of  R SJ, a ch air of  the Technical Adviso ry Com mittee of  th e Destr uction of  Aban doned Ch emical 
Weapon of the Cabinet Office. He has been organizing and chairing many research committees, conferences, and 
symposia for IEEE, IAARC, RSJ, SICE, and JSME. 
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IT3 : Quantifying Dance Movement Waza in Nihon-Buyo 
 

Mamiko SAKATA 
(Doshisha University, Japan) 

 
 

Dance is an intangible cultural asset. It is passed on from one person 
to another through oral instruction, and so are the waza, the skills and 
techniques. i nvolved i n da nce. M any t raditional da nces i n Japa n, 
however, are ‘endangered species’ due to the shortage of practitioners. 
We are atte mpting to  create d igital archives to rec ord and store the  
body m otions o f buyo using digital t echnologies, s uch as m otion 
capture. We are en deavoring to so lve th is serious issu e of l osing an 
important t radition. I n m y tal k, I  w ould l ike t o present part  of o ur
scientific analysis of the waza in Nihon-buyo, which have been passed 
down, sometimes in silent, tacit manners.  

 
 
 
 

 
 
 
 
 
 
 
    
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Associate Professor 
Mamiko Sakata  

Education: 
- 1999: M.S. degree in Cultural Studies and Human Sciences from Kobe University, Kobe, Japan 
- 2002: Ph.D. in Cultural Studies and Human Sciences from Kobe University, Kobe, Japan 

 
Professional Training and Employment: 
- 1999-2001: Researcher, ATR Media Integration & Communications Research Laboratories, Japan 
- 2002-2005: Lecturer, Department of Nursery ,Fukushima College, Japan 
- 2005-2008: Lecturer, Faculty of Culture and Information Science, Doshisha University, Japan 
- 2008-present: Associate Professor, Faculty of Culture and Information Science, Doshisha University, Japan 
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Henlik Hautop Lund and Tumi Thorsteinsson 
(Technical University of Denmark, Denmark) 

 
 

We s uggest t hat novel playware t echnology can  f unction as a  
mediator for playful social interaction over distance, where people are 
separated by physical distance but feel the presence  of each other 
mediated throu gh th e in teraction with th e p layware tech nology. In 
order to investigate such social playware, we developed the Playware 
Soccer g ame an d tested  th is with  m ore than  1,000  users d uring th e 
FIFA W orld Cu p 2010 in Sou th Af rica. Th e test w as co nducted in 
townships, orphanages f or HIV/AIDS c hildren, m arkets, F IFA fa n 
parks, etc. alo ng with simu ltaneous tests with sim ilar set-u ps in  
Europe an d Asia. With th e social playwa re, players  would com pete 
against each other sim ultaneously in  t he thre e c ontinents, Africa, 
Europe and Asia, and feel the presence of the competitors on the other 
continents expressed through the playware. The playware game is se t 
up to m otivate players to e ngage in training of technical soccer skills  
by receiving immediate feedback and offering challenges to players of 
all skills on the soccer playing on a modular interactive wall composed 
of modular interactive tiles that respond with coloured light, sound and 
scores on the players performance. This paper outlines the concept of 
social playwa re and physical-virtu al telep lay, an d ex emplifies th is 
with the playware soccer game. 
 

   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Professor  
Henrik Hautop Lund 
 

Education:   
- M.Sc. degree in Computer Science from University of Aarhus, Denmark  
- Ph.D. degree in Computer Systems Engineering from University of Southern Denmark  
 

Professional Training and Employment: 
- 1992-1993 and 1994-1995, Research Assistant, the National Research Council, Rome 
- 1996-1997, Research Associate (Post Doctor), Department of Artificial Intelligence, Edinburgh, UK 
- 1997-2000, Head of LEGO Lab 
- 1998-2000, Research Associate, Department of Computer Science, University of Aarhus, Denmark 
- 2000-2008, Full Professor, the Maersk Mc-Kinney Moeller Institute, University of Southern Denmark 
- 2003-2007, Member of the Danish Research Council 
- 2008-present, Full Professor, the Center for Playware, Technical University of Denmark 
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Luigi Pagliarini1,2 and Henrik Hautop Lund1 
(1Technical University of Denmark, Denmark) 

(2Academy of Fine Arts of Bari, Via Gobetti, Italy) 
 
 

In th is paper we t ry to describe how t he Modular In teractive Tiles 
System (MITS) can  be a valu able too l fo r in troducing stu dents to  
interactive pa rallel and di stributed p rocessing pr ogramming, by 
forcing and challenging programmers in designing interactive parallel 
and distributed systems. Indeed, MITS seems to bring a series of goals 
into th e education, su ch as p arallel pro gramming, d istributedness, 
communication p rotocols, master depe ndency, so ftware beha vioral 
models, adaptive interactivity, feedback, connectivity, topology, island 
modeling, user and m ulti-user interaction, which can hardly be found 
in other tools. We introduce the system of modular interactive tiles as 
a tool for easy, fast, and flexible hands-on exploration of these issues, 
and through examples show how to implement interactive parallel and 
distributed processing with different software behavioural models such 
as open loop, randomness based, rule based, user interaction based, AI 
and ALife based software. 
 

 
 
 
 
 
 
 
 
    
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Professor 
Luigi Pagliarini 

Education:  
- Master Degree in Experimental Neuropsychology 

 
Professional Training and Employment:  
An Artist, Art  Curator , Ps ychologist, Multim edia and Software D esigner, and a wor ldwide known as a 
theoretician and expert in (mainly Artistic) Robotics, A.I. and Artificial Life. 
- Professor, Theories of Perception and Psychology of Shape and of Computer Art, the Academy of Fine Arts of 

Bari, Italy 
- Associate Professor, Center for Playware, Technical University of Denmark 
- Founder and Director, the Pescara Electronic Artists Meeting 
- President, the Cultural Association Artificialia 
- Art Director, Ecoteca 
- Founder of RoboCup Junior and Member of its International Committee 

IT5 An Educational Tool for Interactive Parallel and Distributed Processing 

The Sixteenth International Symposium on Artificial Life and Robotics 2011(AROB 16th ’11), 
B-Con Plaza, Beppu, Oita, Japan, January 27- 29, 2011

©ISAROB 2011 P - 18



 
 

TIME TABLE (1/27) 
 

 Room A Room B Room C Room D 
 

Registration (Registration Desk) 
1/26    13:00  

(Wed)   17:00  
Welcome Party (at Hotel Shiragiku) 

Registration (Registration Desk) 

OS 1  ( 5 ) 

Chair  M. Uchida 

will end at 10:25 

OS 18  ( 4 ) 

Chair  K. J. Mackin 

 

OS 2  ( 4 ) 

Chair  H. Tanaka 

GS 4  ( 4 )  

Chair  S. Nakayama 

 

Coffee Break 
Opening Ceremony  (Room G)  Chair  J. M. Lee 

Plenary Talk (Room G) 

PT1  J.  H. Oh   Cha ir  Y.  G. Zhang 

Lunch 

IT1  M.  Imai 

IT2  T.  Arai 

Chair  M. Nakamura 

GS 10  ( 7) 

Chair  H. Yamamoto 
 
 

GS 21  ( 7 ) 

Chair  B. Fu 

 

PS 1  ( 8) 

Chair  J. J. Lee 

will end at 14:40 

Coffee Break 
OS 5  ( 5 ) 

Chair  S. Sagara 

 

GS 16  ( 5 ) 

Chair  K. Ikeda 

 

OS 24  ( 4 ) 

Chair  M. Imai 

will end at 15:45 

OS 17  ( 5 ) 

Chair  K. Naitoh 

1/27     8:00  

(Thu)    9:10 
 
 
 

   
10:10 
10:30 

 
10:55 

 
 
 

11:45 
 

12:40 
 
 
 
 
 

14:25  
14:45 

 
 
 
 

16:00 
16:05 

 
 
 

17:20 

OS 3  ( 5 ) 

Chair  M. Yokomichi 

OS 4  ( 5 ) 

Chair   Y . M. Jia 

GS 3  ( 5 ) 

Chair  D. E. Kim 

GS 19  ( 6 ) 

Chair  A. Nakamura 

will end at 17:35 

 
GS: General Session    OS: Organized Session    PS: Poster Session    PT: Plenary Talk     IT: Invited Talk 

GS1  Artificial intelligence GS20 Robotics IV OS14 Dynamical information  
GS2  Artificial life I GS21 Robotics V processing in the brain
GS3  Artificial life II PS1  Poste r Session OS15 Bio-inspired theory  
GS4  Chaos & Complexity OS1  System sensing and control I and application  
GS5  Contr ol techniques OS2  System sensing and control II OS16 Biomimetic machines  
GS6  Data mining OS3  Contr ol and its application and robots 
GS7  Evolutionary computations OS4  Intelligent Control OS17 Medical science  
GS8  Human-machine cooperative systems OS5  Advanced vehicle control and complex system 

& Human-welfare robotics I OS6  AI-based systems for human  OS18 Data mining 
GS9  Human-machine cooperative systems awareness promotion OS19 Embracing complexity in  

& Human-welfare robotics II OS7  Advanced technologies natural intelligence 
GS10 Image processing I & Management skills OS20 Embracing complexity in  
GS11 Image processing II OS8  Structural change detection for sensor system organization
GS12 Learning ongoing time series OS21 Learning control  
GS13 Mobile vehicles OS9  Computer vision and sound analysis and robotics 
GS14 Neural networks I OS10 Intelligent systems I OS22 Robotics and  
GS15 Neural networks II OS11 Control and automata pattern recognition 
GS16 Pattern recognition &Visualization OS12 Special environment navigation OS23 Intelligent systems II 
GS17 Robotics I and localization OS24 Human agent interaction  
GS18 Robotics II OS13 Intuitive human-system  toward social modification
GS19 Robotics III interaction  
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TIME TABLE (1/28) 
 

 Room A Room B Room C Room D 

Registration (Registration Desk) 

GS 5  ( 5 ) 

Chair  J. Murata 

 

OS 8  ( 5 ) 

Chair  T. Hattori 

 

OS 13  ( 5 ) 

Chair  M . Yokota 

GS 15  ( 5 )  

Chair  N. Kamiura 

 

Coffee Break 
Plenary Talk (Room G) 

PT2  T.  J. Tarn   Chair  J. J. Lee 

OS 7  ( 5 ) 

Chair  T. Ito 

GS 8  ( 4 ) 

Chair  T. Fuchida 

will end at 12:05 

GS 9  ( 4 ) 

Chair  N. Okada 

will end at 12:05 

OS 12  (5) 

Chair J. M. Lee 

 
Lunch 

OS10  ( 6 ) 

Chair  K. L. Su 

 

GS 2  ( 6 ) 

Chair  T. Arita 

 

OS 9  ( 6 ) 

Chair  Y. Yoshitomi 

GS 17  ( 5 ) 

Chair  D. W. Lee 

will end at 14:30  

Plenary Talk (Room G) 

PT3  F. Matsuno   Chair  H.  H. Lund 

Coffee Break 
OS11  ( 6 ) 

Chair  K. H. Hsia 

GS 7  ( 6 ) 

Chair   P . Sapaty 

 

GS 18  ( 5 ) 

Chair  E. Inohira 

will end at 17:15 

GS 13  ( 6 ) 

Chair  F. Dai 

1/28     8:00  

(Fri)     8:40 
 
 
 

   
9:55 

10:15 
 
 
 
 

11:05 
 
 
 
 
 

12:20 
 

13:15 
 
 
 
 

 
14:45  
14:50 

 
  

15:40 
16:00 

 
 

 
17:30 
18:30 

 
 

21:00 

AROB Award Ceremony (Chair  K. Naito) 

Banquet – Hotel Shiragiku (Chair Y. I. Cho)...... Address   Y. G. Zhang / Y. Ishida/ T. Arita 

                                                    J. M. Lee / K. L. Su / L. Pagliarini 
 

GS: General Session    OS: Organized Session    PS: Poster Session    PT: Plenary Talk    IT: Invited Talk 

 
 

GS1  Artificial intelligence GS20 Robotics IV OS14 Dynamical information  
GS2  Artificial life I GS21 Robotics V processing in the brain
GS3  Artificial life II PS1  Poste r Session OS15 Bio-inspired theory  
GS4  Chaos & Complexity OS1  System sensing and control I and application  
GS5  Contr ol techniques OS2  System sensing and control II OS16 Biomimetic machines  
GS6  Data mining OS3  Contr ol and its application and robots 
GS7  Evolutionary computations OS4  Intelligent Control OS17 Medical science  
GS8  Human-machine cooperative systems OS5  Advanced vehicle control and complex system 

& Human-welfare robotics I OS6  AI-based systems for human  OS18 Data mining 
GS9  Human-machine cooperative systems awareness promotion OS19 Embracing complexity in  

& Human-welfare robotics II OS7  Advanced technologies natural intelligence 
GS10 Image processing I & Management skills OS20 Embracing complexity in  
GS11 Image processing II OS8  Structural change detection for sensor system organization
GS12 Learning ongoing time series OS21 Learning control  
GS13 Mobile vehicles OS9  Computer vision and sound analysis and robotics 
GS14 Neural networks I OS10 Intelligent systems I OS22 Robotics and  
GS15 Neural networks II OS11 Control and automata pattern recognition 
GS16 Pattern recognition &Visualization OS12 Special environment navigation OS23 Intelligent systems II 
GS17 Robotics I and localization OS24 Human agent interaction  
GS18 Robotics II OS13 Intuitive human-system  toward social modification
GS19 Robotics III interaction  

The Sixteenth International Symposium on Artificial Life and Robotics 2011(AROB 16th ’11), 
B-Con Plaza, Beppu, Oita, Japan, January 27- 29, 2011

©ISAROB 2011 P - 20



 

 

 
TIME TABLE (1/29) 

 

 
GS: General Session    OS: Organized Session    PS: Poster Session    PT: Plenary Talk    IT: Invited Talk 

 

 

 Room C Room D Room E Room F 

Registration (Registration Desk) 

OS 14  ( 5 ) 

Chair  H. Suzuki 

will end at 09:55   

GS 6  ( 5 ) 

Chair  J. S. Shieh 

will end at 09:55 

GS 14  (5) 

Chair  T. Yamada 

will end at 09:55 

OS 19  ( 6 ) 

Chair  Y. Ishida 

Coffee Break 
OS 6  ( 7 ) 

Chair  K. Hashimoto 

 

 

GS 11  ( 5 ) 

Chair  J. Wang 

will end at 11:45 

OS 15  ( 7 ) 

Chair  M. Yasunaga 

OS 16  ( 7 ) 

Chair   K. Watanabe 

Lunch 

OS 20  ( 6 ) 

Chair   Y . Ishida 

 

 

OS 21  ( 6 ) 

Chair  H. H. Lee 

GS 12  ( 7 ) 

Chair  Y. G. Zhang 

will end at 14:55 

IT 3  M. Sakata 

IT 4  H. Lund  

IT 5  L.  Pagliarini 

Chair  Y. I. Cho 

will end at 14:55 
Coffee Break 

OS 22  ( 7 ) 

Chair  C. Zhang 

 

 

OS 23  ( 6 ) 

Chair  M. K. Habib 

will end at 16:30 

GS 20  ( 4 ) 

Chair  N. Uchiyama 

will end at 16:00 

GS 1  ( 4 ) 

Chair  T. Nakashima 

will end at 16:00 

1/29     8:00 

(Sat)    8:40 
 

10:10 
10:30 

 
 
 
 
 

12:15 

13:10 

 

 

 

 
 

14:40 
15:00 

 
 
 
 
 
 

 
16:45 
17:00 

 
18:00 

Farewell Party ( Room F) 

GS1  Artificial intelligence GS20 Robotics IV OS14 Dynamical information  
GS2  Artificial life I GS21 Robotics V processing in the brain
GS3  Artificial life II PS1  Poste r Session OS15 Bio-inspired theory  
GS4  Chaos & Complexity OS1  System sensing and control I and application  
GS5  Contr ol techniques OS2  System sensing and control II OS16 Biomimetic machines  
GS6  Data mining OS3  Contr ol and its application and robots 
GS7  Evolutionary computations OS4  Intelligent Control OS17 Medical science  
GS8  Human-machine cooperative systems OS5  Advanced vehicle control and complex system 

& Human-welfare robotics I OS6  AI-based systems for human  OS18 Data mining 
GS9  Human-machine cooperative systems awareness promotion OS19 Embracing complexity in  

& Human-welfare robotics II OS7  Advanced technologies natural intelligence 
GS10 Image processing I & Management skills OS20 Embracing complexity in  
GS11 Image processing II OS8  Structural change detection for sensor system organization
GS12 Learning ongoing time series OS21 Learning control  
GS13 Mobile vehicles OS9  Computer vision and sound analysis and robotics 
GS14 Neural networks I OS10 Intelligent systems I OS22 Robotics and  
GS15 Neural networks II OS11 Control and automata pattern recognition 
GS16 Pattern recognition &Visualization OS12 Special environment navigation OS23 Intelligent systems II 
GS17 Robotics I and localization OS24 Human agent interaction  
GS18 Robotics II OS13 Intuitive human-system  toward social modification
GS19 Robotics III interaction  
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TECHNICAL PAPER INDEX 
 

January 27 (Thursday) 
 

Room G 
10:55~11:45 Plenary Talk  
Chair  Y. G. Zhang (Academia Sinica, China) 
 

PT1  Development Outline of Humanoid Robot: HUBO II 
 J. H. Oh (KAIST, Korea) 

 

Room A 
12:40~14:25 Invited Talks  
Chair  M. Nakamura (Research Institute of Systems Control, Japan) 
 

IT1  Human-Robot Interaction and Social Relation 
M. Imai (Keio University, Japan) 

IT2  Micro Nano Robotics 
T. Arai (Osaka University, Japan) 

 

January 28 (Friday) 
 

Room G 
10:15~11:05 Plenary Talk 
Chair   J. J. Lee (KAIST, Korea) 
 

PT2  Data-driven two degree-of-freedom control for a micropump and microneedle  
integrated device for diabetes care 

Ruoting Yang (Washington University, USA) 
Mingjun Zhang (University of Tennessee, USA) 
T. J. Tarn (Washington University, USA) 

 

14:50~15:40 Plenary Talk 
Chair  H. H. Lund ( Technical University of Denmark, Denmark)  
 

PT3  Rescue Robot Systems - From Snake-like Robots to Human Interface - 
F. Matsuno (Kyoto University, Japan) 

 

January 29 (Saturday) 
 

Room F 
13:10~14:55 Invited Talks  
Chair  Y. I. Cho (Suwon University, Korea) 
 

IT3  Quantifying “Waza” in Nihon-Buyo Dance Movements 
M. Sakata (Doshisha University, Japan) 

IT4  Social playware for mediating tele-play interaction over distance 
H. H. Lund, T. Thorsteinsson (Technical University of Denmark, Denmark) 

IT5  An Educational Tool for Interactive Parallel and Distributed Processing 
       L.Pagliarini (Technical University of Denmark, Denmark / Academy of Fine Arts of Bari, 

Italy) 
H. H. Lund (Technical University of Denmark, Denmark) 
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January 27 (Thursday) 
 
8:00~Registration 
 
Room A 
9:10~10:25   OS1 【System sensing and control I】 
Chair: M. Uchida (The University of Electro-Communications, Japan) 
Co-Chair: T. Mizuno (Tokyo Polytechnic University, Japan) 
 
OS1-1 Analysis of speech signal based on frequency distribution and intonation  
      Naoya Ohta, Akio Nozawa (Meisei University, Japan) 
 
OS1-2 Color influences on human being evaluated with nasal skin temperature 

Tota Mizuno, Naoki Nakategawa, Yuichiro Kume (Tokyo Polytechnic University, Japan) 
 
OS1-3 Air speed control of airship-type fish robot 

Kunihiko Sato, Masafumi Uchida (The University of Electro-Communications, Japan) 
 

OS1-4 Regulated plus and minus power supply using approximate 2DOF robust digital control 
Atsushi Saitoh, Yusuke Tsuruhori, Yoshihiro Ohta, Kohji Higuchi, Kazushi Nakano (The University 
of Electro-Communications, Japan) 
 

OS1-5 Angle-based neuro-fuzzy navigation for autonomous mobile robots 
Shu Hosokawa, Joji Kato, Kazushi Nakano, Kazunori Sakurama (The University of 
Electro-Communications, Japan) 
 

14:45~16:00   OS5 【Advanced vehicle control】 
Chair: S. Sagara (Kyushu Institute of Technology, Japan)  
Co-Chair: M. Oya (Kyushu Institute of Technology, Japan) 
 
OS5-1 Robust active suspension control of vehicles with measurement noises 

Katsuhiro Okumura (Fukuoka Industrial Technology Center, Japan) 
Hideki Wada (Shin-Nippon Nondestructive Inspection, Japan) 
Yuichiro Taira (National Fisheries University, Japan) 
Masahiro Oya (Kyushu Institute of Technology, Japan) 

 
OS5-2 A method to improve stability of adaptive steering driver-vehicle systems 

Shingo Tamaru, Jinxin Zhuo, Qiang Wang, Masahiro Oya (Kyushu Institute of Technology, Japan) 
 
OS5-3 Robust controller for underwater vehicle-manipulator systems including thruster dynamics 

Yuichiro Taira (National Fisheries University, Japan) 
Junpei Sugino (Kyushu Institute of Technology, Japan) 
Natsuki Takagi (Miyakonojo National College of Technology, Japan) 
Masahiro Oya (Kyushu Institute of Technology, Japan) 

 
OS5-4 Digital adaptive control of a winged rocket applicable to abort flight 

Tomoaki Shimozawa, Shinichi Sagara (Kyushu Institute of Technology, Japan) 
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OS5-5 A master-slave control system for semi-autonomous underwater vehicle manipulator system 

Kana Kawano, Tomoaki Shimozawa, Shinichi Sagara (Kyushu Institute of Technology, Japan) 
 
16:05~17:20   OS3 【Control and its application】 
Chair: M. Yokomichi (University of Miyazaki, Japan) 
Co-Chair: N. Takahashi (University of Miyazaki, Japan) 
 
OS3-1 Observer-based guaranteed cost control 

Erwin Susanto, Mitsuaki Ishitobi, Sadaaki Kunimatsu (Kumamoto University, Japan) 
 
OS3-2 Observer based control of a manipulator system with structured uncertainty 

Chikara Aikawa, Nobuya Takahashi, Osamu Sato, Michio Kono (University of Miyazaki, Japan) 
 
OS3-3 Analysis of manipulator in consideration of collision between link and object 

Asaji Sato (Miyakonojo National College of Technology, Japan) 
Osamu Sato, Nobuya Takahashi, Masahiro Yokomichi (University of Miyazaki, Japan) 

 
OS3-4 Motion control of 2 DOF orthogonal robots with adaptive control 

Kazuma Funahashi, Feifei Zhang, Masanori Ito (Tokyo University of Marine Science and Technology, 
Japan) 

 
OS3-5 Development of 6-DOF force feedback system for rehabilitation of wrist paralysis 

Yasunobu Hitaka (Kitakyushu National College of Technology, Japan) 
Yoshito Tanaka (Fukuoka Institute of Technology, Japan) 
Yutaka Tanaka (Hosei University, Japan) 
Tomonori Kato (Fukuoka Institute of Technology, Japan) 

 
Room B 
9:10~10:10   OS18 【Data mining】 
Chair: K. J. Mackin (Tokyo University of Information Sciences, Japan) 
Co-Chair: T. Yamaguchi (Tokyo University of Information Sciences, Japan) 
 
OS18-1 Two-level time-series clustering for satellite data analysis 

Ayahiko Niimi, Takehiro Yamaguchi, Osamu Konishi (Future University Hakodate, Japan) 
 

OS18-2 PSP practice support system using defect types based on phenomenon 
Daisuke Yamaguchi (Toin University of Yokohama, Japan)  
Ayahiko Niimi (Future University Hakodate, Japan) 
Fumiyo Katayama, Muneo Takahashi (Toin University of Yokohama, Japan) 

  
OS18-3 Development and evaluation of satellite image data analysis infrastructure 

Akihiro Nakamura, Jong Geol Park, Kotaro Matsushita, Kenneth J. Mackin, Eiji Nunohiro (Tokyo 
University of Information Sciences, Japan) 

 
OS18-4 Application of neural network swarm optimization for paddy field classification from remote sensing 

data 
Kazuma Mori, Takashi Yamaguchi, Jong Geol Park, Kenneth J. Mackin (Tokyo University of 
Information Sciences, Japan) 
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12:40~14:25   GS10 【Image processing I】 
Chair: H. Yamamoto (Gifu University, Japan) 
 
GS10-1 Anomalous situations detection based on confluence  

Tatsuya Gibo, Shigeki Aoki, Takao Miyamoto, Motoi Iwata, Akira Shiozaki (Osaka Prefecture 
University, Japan) 

 
GS10-2 Automatic segmentation of liver region from non-contrast and contrast CT images employing 

tree-structural image transformations 
Masafumi Komatsu, , Guangxu Li, Hyoungseop Kim, Joo Kooi Tan, Seiji Ishikawa (Kyushu 
Institute of Technology, Japan)  
Akiyoshi Yamamoto (Kyushu Institute of Technology and Kyoaikai Tobata Kyoritsu Hospital, 
Japan) 

 
GS10-3 Obstacle detection using a moving camera  

Shao Hua Qian, Joo Kooi Tan, Seiji Ishikawa, Takashi Morie (Kyushu Institute of Technology, 
Japan) 
 

GS10-4 Hardware implementation of a census-based stereo matching using FPGA 
Jiho Chang, Sung-Min Choi, Eul-Gyoon Lim, Jae-il Cho (Electronics and Telecommunication 
Research Institute, Korea) 
 

GS10-5 Hand detection using Adaboost 
Jae-chan Jeong (Electronics and Telecommunication Research Institute and University of Science 
and Technology, Korea) 
Seung-min-Choi (Electronics and Telecommunication Research Institute, Korea) 
Ho-chul Shin (Electronics and Telecommunication Research Institute and University of Science and 
Technology, Korea) 
Jae-il Cho (Electronics and Telecommunication Research Institute, Korea) 
 

GS10-6 Improvement of early recognition of gesture patterns based on Self-Organizing Map 
Atsushi Shimada, Manabu Kawashima, Rin-ichiro Taniguchi (Kyushu University, Japan) 
 

GS10-7 Detection of a bicycle and its driving directions using HOG Feature 
Heewook Jung, Joo Kooi Tan, Hyeongseop Kim, Seiji Ishikawa (Kyushu Institute of technology, 
Japan) 

 
14:45~16:00   GS16 【Pattern recognition & Visualization】 
Chair: K. Ikeda (Nara Institute of Science and Technology, Japan) 
 
GS16-1 Parts layout decision of cell production assembly line using generic algorithm system and virtual 

system 
Hidehiko Yamamoto, Tomokazu Watanabe, Takayoshi Yamada (Gifu University, Japan) 
Masahiro Nakamura (LEXER RESEARCH Inc., Japan) 
Rafat Hessen Elsayed Elshaer (Zagazig University, Egypt) 

 
GS16-2 Parallelizing fuzzy rule generation using GPGPU 

Takesuke Uenishi, Tomoharu Nakashima, Noriyuki Fujimoto (Osaka Prefecture University, Japan) 
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GS16-3 Interactive musical editing system to support human errors and offer personal preferences for an 

automatic piano  
- A method for searching for similar phrases using DP matching - 
Kenichi Koga, Kentaro Minowa, Eiji Hayashi (Kyusyu Institute of Technology, Japan) 

 
GS16-4 Subsurface imaging for anti-personal mine detection by Bayesian super-resolution with Smooth-gap 

prior 
Satoshi Kozawa, Takashi Takenouchi, Kazushi Ikeda (Nara Institute of Science and Technology, 
Japan) 
 

GS16-5 Construction of a sense of force feedback and vision for micro-objects: 
Development the Haptic Device's controlling 
J.Noda, E.Hayashi (Kyushu Institute of Technology, Japan) 

 
16:05~17:20   OS4 【Intelligent Control】 
Chair: Y-M. Jia (Beihang University, China) 
Co-Chair: C. Jia (Beihang University, China) 
 
OS4-1 Feedback stabilization of linear systems with distributed input time-delay by backstepping method 

Chaohua Jia (Beijing University, China) 
 
OS4-2 Discrete-time iterative learning control for relative degree systems: a 2-D approach 

Deyuan Meng, Yingmin Jia (Beihang University, China) 
 
OS4-3 Distributed ｒobust ｃonsensus control of uncertain multi-agent systems 

Yang Liu, Yingmin Jia (Beihang University, China) 
 
OS4-4 Switching synchronization in a heterogeneous agent network 

Lei Wang, Yang Liu, Qi-ye Zhang (Beihang University, China) 
 
OS4-5 Model matching adaptive control of time delay systems with unknown relative degree 

Haixia Su, Yingmin Jia (Beihang University, China) 

 
Room C 
9:10~10:10 OS2  【System sensing and control II】 
Chair: H. Tanaka (Kogakuin University, Japan) 
Co-Chair: A. Nozawa (Meisei University, Japan) 
 
OS2-1 Quantitative evaluation of body-sway caused by tactile apparent movement 
      Kennichi Mogi, Masafumi Uchida (The University of Electro-Communications, Japan) 
 
OS2-2 A visual-taste interference model and the EEG measurement 

Hisaya Tanaka, Yuichi Sato (Kogakuin University, Japan) 
 
OS2-3 Dynamic analysis of dorsal thermal image 

Akio Nozawa, Yuya Takei (Meisei University, Japan) 
 

OS2-4 Feature extraction of human face image for preference database 
Yu Tachikawa, Akio Nozawa (Meisei University, Japan) 

 
 

 
The Sixteenth International Symposium on Artificial Life and Robotics 2011(AROB 16th ’11), 
B-Con Plaza, Beppu, Oita, Japan, January 27-29, 2011

©ISAROB 2011 P - 26



 
 
12:40~14:25 GS21 【Robotics V】 
Chair: B.Fu (Sahnghai Jiao Tong University, China) 
 
GS21-1 Designing practical omni-directional mobile module in the robot hardware platform for common 

use 
Moosung Choi, Sulhee Lee, Byungkyu Ahn, EunCheul Shin, Kwangyoong Yang, Hongseuk Kim 
(Korea Institute of Industrial Technology, Republic of Korea) 

 
GS21-2 New acoustic positioning system for under water robot using multiple frequencies 

Xiu Jing Gao, Feifei Zhang, Masanori Ito (Tokyo University of Marine Science and Technology, 
Japan) 

 
GS21-3 Development of under water use humanoid robot 

Yunyi Li, Eturo Shimizu, Masanori Ito (Tokyo University of Marine Science and Technology, 
Japan) 

 
GS21-4 Linear estimation method for position and heading with RDOA measurements 

G. H. Choi (Yonsei Unversity, Korea) 
H. S. Cheon (Changwon National University, Korea) 
J. B. Park (Yonsei Unversity, Korea) 
T. S. Yoon (Changwon National University, Korea) 
 

GS21-5 Omnidirectional state-changing gripper for various objects 
Kenjiro Tadakuma (Osaka University, Japan) 
Riichiro Tadakuma (Yamagata University, Japan)  
Hiroki Tanaka, Takuto Fukuda, Mitsuru Higashimori, Makoto Kaneko (Osaka University, Japan) 
 

GS21-6 Object co-occurrence graph for object search in 3D environment 
Puwanan Chumtong, Yasushi Mae, Kenichi Ohara, Tomohito Takubo, Tatsuo Arai (Osaka 
University, Japan) 
 

GS21-7 Study on the wall climbing robot driven by the caterpillar tracks 
Jiwu Wang, Yisong Wang, Weijie Gao (Beijing Jiaotong University, China) 
Sugisaka Masanori (Nippon Bunri University, Japan) 

 
14:45~15:45 OS24 【Human agent interaction toward social modification】 
Chair: M. Imai (Keio University, Japan) 
Co-Chair: H. Osawa (Japan Science and Technology Agency and Keio University, Japan) 
 
OS24-1 Social modification using implementation of partial agency toward objects 

Hirotaka Osawa (Japan Science and Technology Agency, Japan) 
Seiji Yamada (National Institute of Informatics, Japan) 

 
OS24-2 Inducement of attention to agent through averting gaze from the other  

Manami Suzuki, Yugo Takeuchi (Shizuoka University, Japan) 
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OS24-3 Behaviors for getting conscious responses  

Toshihiro Osumi, Masato Noda (Keio University, Japan) 
Hirotaka Osawa (Japan Science and Technology Agency, Japan) 
Yuki Kuwayama (Keio University, Japan) 
Kazuhiko Shinozawa (ATR, Japan) 
Michita Imai (Keio University, Japan) 

 
OS24-4 Cross-modal effects between gestures and words in human robot interaction 

Takamasa Iio (Advanced Telecommunications Research Institute International and Doshisha 
University, Japan) 
Masahiro Shiomi, Kazuhiko Shinozawa, Takaaki Akimoto (Advanced Telecommunications 
Research Institute International, Japan) 
Katsunori Shimohara (Doshisha University, Japan) 
Norihiro Hagita (Advanced Telecommunications Research Institute International, Japan) 

 
16:05~17:20 GS3 【Artificial life II】 
Chair: D. E. Kim (Yonsei University, Korea) 
 
GS3-1 Demand level investigation for future domestic system  

Shuki Inoue, Eiji Mimura (R&D Center The Kansai Electric Power Co., Inc., Japan)  
Shingo Aoki, Hiroshi Tsuji (Osaka Prefecture University, Japan) 

 
GS3-2 Visualizing language evolution as an emergent phenomenon based on biological evolution and 

learning 
Tsubasa Azumagakito, Reiji Suzuki, Takaya Arita (Nagoya University) 

 
GS3-3 Self-organizing stability of food web that emerges from the evolution of restrictions on speciation 

Hirofumi Ochiai, Reiji Suzuki, Takaya Arita (Nagoya University, Japan) 
 

GS3-4 Modeling electrosensory system of weakly electric fish 
Miyoung Sim, DaeEun Kim (Yonsei University, South Korea) 

 
GS3-5 Simultaneous cognitive origin of life and information 

Koji Ohnishi (Niigata University, Japan) 

 
Room D 
9:10~10:10   GS4 【Chaos & Complexity】 
Chair: S. Nakayama (Kagoshima University, Japan) 
 
GS4-1 Study on discrete adiabatic quantum computation in 3-SAT problems  

Mohamed El-fiky, Satoshi Ono, Shigeru Nakayama (Kagoshima University, Japan) 
 
GS4-2 Fault-tolerant image filter design using particle swarm optimization 

Zhiguo Bao, Fangfang Wang, Xiaoming Zhao, Takahiro Watanabe (Waseda University, Japan) 
 
GS4-3 (p,q)-Duffing oscillators and nonlinear energy harvesting (withdrawal) 

Tokuzo Shimada, Takanobu Moriya, Hisakazu Uchiyama (Meiji University, Japan) 
 
GS4-4 A most simple, alternative non-computer-aided proof of the Four-Color Theorem 

Koji Ohnishi (Niigata University, Japan) 
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12:40~14:40   PS1 【Poster session】 
Chair: J. J. Lee (KAIST, Korea) 
 
PS1-1 Authentication of the reconstructed image from Computer Generated Hologram: 

To use the digital watermark 
Norihiro Fujii, Ken-ichi Tanaka (Meiji University, Japan) 

 
PS1-2 An aerial handwritten character recognition based on motion direction and ratio of  

stroke length 
Y. Nishida (Fukui University of Technology, Japan) 
K. Ogura, H. Miura, N. Matsuda, H. Taki (Wakayama University, Japan) 
N. Abe (Kyushu Institute of Technology, Japan) 

 
PS1-3 Gamer robot for the rock-paper-scissors game by hand motion recognition 

Ho Seok Ahn, Dong-wook Lee, Hogil Lee (Korea Institute of Industrial Technology, Republic of 
Korea) 

 
PS1-4 Analysis method of tooth meshing condition and motion of gears 

Edzrol Niza Mohamad, Masaharu Komori, Hiroaki Murakami, Aizoh Kubo (Kyoto University, Japan) 
 

PS1-5 Research for an adaptive user’s intent-detection method for the use in rehabilitation robots 
Jun-Young Jung, Duk-Yeon Lee, DongWoon Choi, In-Hun Jang, Ho-Gil Lee, HyunSub Park, 
Dong-Wook Lee (University of Science and Technology and Korea Institute of Industrial Technology, 
Republic of Korea) 

 
PS1-6 Development of touch sensor system of silicone-type artificial skin for an interactive  

android robot 
Duk-Yeon Lee, Dong-Wook Lee, Dongwoon Che, Hyun-Sub Park, Ho-Gil Lee, Jun-Young Jung 
(Korea Institute of Industrial Technology, Republic of Korea) 

 
PS1-7 Remote control and conversation system between human and android robot via internet 

Dong-Wook Lee, Dongwoon Che, Jun-Young Joung, Hoseok Ahn, Hyunsub Park, Ho-Gil Lee 
(Korea Institute of Industrial Technology, Republic of Korea) 

 
PS1-8 The optimal method of searching the effective combination of dither matrix 

Tsuneyasu Kato, Ken-ichi Tanaka (Meiji University, Japan) 
 

14:45~16:00   OS17 【Medical science and complex system】 
Chair: K. Naitoh (Waseda University, Japan) 
Co-Chair: T. Matsuo (Kanagawa Institute of Technology, Japan) 
 
OS17-1 The inevitability of the bio-molecules: five nitrogenous bases and twenty amino acids 

K.Hashimoto, H.Inoue, K.Naitoh (Waseda University, Japan) 
 

OS17-2 Engine for brain development: Similarity between engine and brain 
H. Kawanobe, K. Naitoh (Waseda University, Japan)  

 
OS17-3 Spatial surface wave spread network from Ambient Noise correlation 

Z. Zheng, K. Yamasaki, T. Fujiwara, N. Sakurai, K. Yoshizawa (Tokyo University of Information 
Science, Japan) 
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OS17-4 Effect of hot summer against environment which was induced by extra economical demand via 
Japanese Ecological Footprint 
K. Yamasaki, T. Fujiwara, N. Sakurai, K. Yoshizawa, Z. Zheng (Tokyo University of Information 
Sciences, Japan) 

 
OS17-5 Blood flow velocity waveforms in the middle cerebral artery at rest and during exercise 

T. Matsuo, S. Watanabe, M. Sorimachi, M. Kanda, Y. Ohta (Kanagawa Institute of Technology, 
Japan) 
T. Takahashi (Asahikawa Medical College, Japan) 
 

16:05~17:35   GS19 【Robotics III】 
Chair: A. Nakamura (National Institute of Advanced Science and Technology, Japan) 
 
GS19-1 Design of the transmitting device for motion control of robots 

Masaharu Komori, Jungchul Kang, Fumi Takeoka, Yukihiko Kimura (Kyoto University, Japan) 
 
GS19-2 Construction and basic performance tests of underwater monitoring network 

Chunhu Liu, Bin Fu, Han Zhang, Lian Lian (Shanghai Jiao tong University, China) 
 
GS19-3 On the use of human instruction for improving the behavior of RoboCup soccer agents 

Yosuke Nakamura, Tomoharu Nakashima (Osaka Prefecture University, Japan) 
 
GS19-4 Development of an autonomous-drive personal robot  

“An environment recognition system using image processing and an LRS” 
Yasushi Kibe, Hideki Ishimaru, Eiji Hayashi (Kyushu Institute of Technology, Japan) 
 

GS19-5 Design of robotic behavior that imitates animal consciousness 
－Emotion expression of robotic arm based on eyeball movement－ 
Koichiro Kurogi, Kei Ueyama, Eiji Hayashi (Kyushu Institute of Technology, Japan) 
 

GS19-6 Development and experimental study of a novel pruning robot 
S. Ueki (Toyota Colleges of Technology, Japan) 
H. Kawasaki (Gifu University, Japan) 
Y. Ishigure (Marutomi Seikou Co., Ltd., Japan) 
K. Koganemaru (Gifu University, Japan) 
Y. Mori (Hashima karyuu kougyou Ltd., Japan) 

 
January 28 (Friday) 
 
8:00~ Registration 
 
Room A 
8:40~9:55   GS5 【Control techniques】 
Chair: J. Murata (Kyushu University, Japan) 
 
GS5-1 Autonomous decentralized control scheme for large scale and dense wireless sensor networks with 

multiple sinks  
Masahito Maki, Akihide Utani, Hisao Yamamoto (Tokyo City University, Japan) 
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GS5-2 Advanced adaptive communication protocol for ubiquitous sensor networks 

Shuichi Osawa, Akihide Utani, Hisao Yamamoto (Tokyo City University, Japan) 
 

GS5-3 Lateral control of unmanned vehicle using PD controller 
Young Chul Cha (Pusan National University, Korea) 
Jong Il Bae (Pukyung National University, Korea) 
Kil Soo Lee, Dong Seok Lee, Yun Ja Lee, Man Hyung Lee (Pusan National University, Korea) 

 
GS5-4 A control method with pheromone information for transport system 

Yoshitaka Imoto, Yasutaka Tsuji, Eiji Kondo (Kyushu University, Japan) 
 

GS5-5 Implementation of real-time distributed control for discrete event robotic manufacturing systems 
using Petri nets 
Gen’ichi Yasuda (Nagasaki Institute of Applied Science, Japan) 

 
11:05~12:20   OS7 【Advanced technologies & Management skills】 
Chair: T. Ito (Ube National College of Technology, Japan) 
Co-Chair: Y. Uchida (Ube National College of Technology, Japan) 
 
OS7-1 An analysis of firm’ capacity in Mazda’s Keiretsu 

R. Takida, T. Ito, S. Matsuno (Ube National College of Technology, Japan) 
K. Voges (University of Canterbury, New Zealand) 
Y. Ishida (Toyohashi University of Technology, Japan) 
M. Sakamoto (University of Miyazaki, Japan) 

 
OS7-2 An analysis of structure importance in Mazda’s Keiretsu 

S. Tagawa, R. Takida, T. Ito (Ube National College of Technology, Japan) 
R. Mehta (New Jersey Institute of Technology, USA) 
H. Hasama (Fukuoka Institute of Technology, Japan) 
M. Sakamoto (University of Miyazaki, Japan) 

 
OS7-3 A centrality analysis between transactions and cross shareholdings in Mazda’s Keiretsu 

E. Niki, R. Takida, T. Ito (Ube National College of Technology, Japan) 
R. Mehta (New Jersey Institute of Technology, USA) 
L. P. NG (Hoecheong Industries (Holding) Co., Ltd, China) 
M. Sakamoto (University of Miyazaki, Japan) 

 
OS7-4 Bottom-up pyramid cellular acceptors with four-dimensional layers 

Yasuo Uchida, Takao Ito (Ube National College of Technology, Japan) 
Makoto Sakamoto, Takashi Ide, Kazuyuki Uchida, Ryoju Katamune,  
Hiroshi Furutani, Michio Kono, Satoshi Ikeda (University of Miyazaki, Japan) 
Tsunehiro Yoshinaga (Tokuyama College of Technology, Japan) 

 
OS7-5 Cooperating systems of four-dimensional finite automata 

Yasuo Uchida, Takao Ito (Ube National College of Technology, Japan) 
Makoto Sakamoto, Kazuyuki Uchida, Takashi Ide, Ryoju Katamune,  
Hiroshi Furutani, Michio Kono (University of Miyazaki, Japan) 
Tsunehiro Yoshinaga (Tokuyama College of Technology, Japan) 
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13:15~14:45   OS10 【Intelligent systems I】  
Chair: K-L. Su (National Yunlin University of Science and Technology, Taiwan) 
Co-Chair: J-H. Tzou (National Formosa University, Taiwan) 
 
OS10-1 The study of path error for an Omnidirectional Home Care Mobile Robot 

Jie-Tong Zou (National Formosa University, Taiwan) 
Feng-Chun Chiang (WuFeng Institute of Technology, Taiwan) 

 
OS10-2 A* searching algorithm applying in Chinese chess game 

Cheng-Yun Chung (National Yunlin University of Science and Technology, Taiwan) 
Te-Yi Hsu (Industrial Technology Research Institute, Taiwan) 
Jyh-Hwa Tzou (National Formosa University, Taiwan) 
Kuo-Lan Su (National Yunlin University of Science and Technology, Taiwan)  

 
OS10-3 Multi-robot based intelligent security system 

Yi-Lin Liao, Kuo-Lan Su (National Yunlin University of Science and Technology, Taiwan) 
 

OS10-4 Implementation of an auction algorithm based multiple tasks allocation using mobile robots 
Kuo-Lan Su, Jr-Hung Guo (National Yunlin University of Science and Technology, Taiwan) 
Chun-Chieh Wang (Chienkuo Technology University, Taiwan) 
Cheng-Yun Chung (National Yunlin University of Science and Technology, Taiwan) 

 
OS10-5 Fuzzy programming for mixed-integer optimization problems 

Yung-Chin Lin (National Yunlin University of Science and Technology, Taiwan) 
Yung-Chien Lin (WuFeng University, Taiwan) 
Kuo-Lan Su (National Yunlin University of Science and Technology, Taiwan) 
Wei-Cheng Lin (I-Shou University, Taiwan) 
Tsing-Hua Chen (WuFeng University, Taiwan) 

 
OS10-6 Develop a vision based auto-recharging system for mobile robots 

Ting-Li Chien (Wu-Feng University, Taiwan) 
 
16:00~17:30   OS1 1 【Control and automata】  
Chair: K-H. Hsia (Far East University, Taiwan) 
Co-Chair: K-L. Su (National Yunlin University of Science and Technology, Taiwan) 
 
OS11-1 Super-twisting second order sliding mode control for a synchronous reluctance motor 

Huann-Keng Chiang, Wen-Bin Lin, Chang-Yi Chang (National Yunlin University of Science and 
Technology, Taiwan) 
Chien-An Chen (Automotive Research and Testing Center, Taiwan) 

 
OS11-2 Shape recognition applied in a semi-autonomous weapon robot 

Chun-Chieh Wang, Chyun-Luen Lin (Chienkuo Technology University, Taiwan) 
Kuo-Lan Su (National Yunlin University of Science and Technology, Taiwan) 

 
OS11-3 Camera position estimation and feature extraction from incomplete image of landmark  

Kuo-Hsien Hsia (Far East University, Taiwan)  
Shao-Fan Lien (National Yunlin University of Science and Technology, Taiwan) 
Juhng-Perng Su (National Yunlin University of Science and Technology and Overseas Chinese 
University, Taiwan) 
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OS11-4 A novel variable structure theory applied in design for wheeled mobile robots 
Chun-Chieh Wang (Chienkuo Technology University, Taiwan) 

 
OS11-5 Parameter identification of Lorenz system using RBF neural networks with time-varying learning 

algorithm  
Chia-Nan Ko, Yu-Yi Fu, Cheng-Ming Lee, Guan-Yu Liu (Nan-Kai University of Technology, 
Taiwan) 

 
OS11-6 Motion planning of a landmine detection robot 

Kuo-Lan Su (National Yunlin University of Science and Technology, Taiwan) 
Hsu-Shan Su, Sheng-Wen Shiao, Jr-Hung Guo (Yunlin University of Science and Technology, 
Taiwan) 

 
Room B 
8:40~9:55   OS8 【Structural change detection for ongoing time series】 
Chair: T. Hattori (Kagawa University, Japan) 
Co-Chair: H. Kawano (NTT Advanced Technology, Japan) 
 
OS8-1 DP method for structural change detection as optimal stopping  

---- verification and extension --- 
Tetsuo Hattori, Katsunori Takeda (Kagawa University, Japan) 
Hiromichi Kawano (NTT Advanced Technology, Japan) 
Tetsuya Izumi (Micro Technica Co., Ltd., Japan) 

 
OS8-2 Change detection experimentation for multiple regression using ESPRT 

---- one variation is periodic function --- 
Katsunori Takeda, Tetsuo Hattori (Kagawa University, Japan) 
Hiromichi Kawano (NTT Advanced Technology, Japan) 
Tetsuya Izumi (Micro Technica Co., Ltd., Japan) 

 
OS8-3 Continuous change point detection for time series images using ESPRT 

Katsunori Takeda, Tetsuo Hattori (Kagawa University, Japan) 
Hiromichi Kawano (NTT Advanced Technology, Japan)  
Tetsuya Izumi (Micro Technica Co., Ltd., Japan) 
Shinichi Masuda (C Micro Co., Ltd., Japan) 

 
OS8-4 DP method for structural change detection as optimal stopping  

---- experimentation in multiple regression model --- 
Hiromichi Kawano (NTT Advanced Technology, Japan)  
Tetsuo Hattori, Katsunori Takeda (Kagawa University, Japan)  
Tetsuya Izumi (Micro Technica Co., Ltd., Japan) 

 
OS8-5 Comparison of change detection methods for ongoing time series data  

---- extended SPRT, Chow Test, extended DP ---- 
Hiromichi Kawano (NTT Advanced Technology, Japan)  
Tetsuo Hattori, Katsunori Takeda (Kagawa University, Japan)  
Tetsuya Izumi (Micro Technica Co., Ltd., Japan) 
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11:05~12:05   GS8 
【Human-machine cooperative systems & Human-welfare robotics I】 
Chair: T. Fuchida (Kagoshima University, Japan) 
 
GS8-1 EMG control of a pneumatic 5-fingered hand using a Petri net  

Osamu Fukuda, Jonghwan Kim (National Institute of Advanced Industrial Science and Technology, 
Japan) 
Isao Nakai, Yasunori Ichikawa (SQUSE Inc., Japan) 

 
GS8-2 Haptic warning method on steering behavior for urgent lane change situation 

Jae-Woo Sim, Chi-Hoon Shin (University of Science and Technology, Korea) 
Young Woo Kim (Electronics and Telecommunication Research institute, Korea) 

 
GS8-3 Depth calculation by using Face detection ASIC 

Seung Min Choi (Electronics and Telecommunications Research Institute, Korea) 
Jae-chan Jeong (University of Science and Technology, Korea) 
Jaeil Cho (Electronics and Telecommunications Research Institute, Korea) 

 
GS8-4 An experimental study on interactive reinforcement learning 

Tomoharu Nakashima, Yosuke Nakamura, Takesuke Uenishi, Yosuke Narimoto (Osaka Prefecture 
University, Japan) 

 
13:15~14:45   GS2 【Artificial life I】 
Chair: T. Arita (Nagoya University, Japan) 
 
GS2-1 Improved artificial bee colony algorithm for large-scale optimization problems  

Ryuta Gocho, Akihide Utani, Hisao Yamamoto (Tokyo City University, Japan) 
 
GS2-2 Simulation of self-reproduction phenomenon of cells in two-dimensional hybrid-cellular automata 

model 
Takeshi Ishida (Nippon Institute of Technology, Japan) 

 
GS2-3 A physics modeling of butterfly’s flight control by GA and ANN and its over-evolution problem 

R. Ooe, I. Suzuki, M. Yamamoto, M. Furukawa (Hokkaido University, Japan) 
 
GS2-4 Emergence of behavior intelligence on artificial creature in different virtual fluid environments 

Keita Nakamura, Ikuo Suzuki, Masahito Yamamoto, Masashi Furukawa (Hokkaido University, 
Japan) 

 
GS2-5 Behavior emergence of virtual creature living in complex environments 

Kenji Iwadate, Ikuo Suzuki, Masahito Yamamoto, Masashi Furukawa (Hokkaido University, Japan) 
 

GS2-6 Three-dimensional morphogenesis by cell division and death in viscoelastic amorphous computing 
Eisuke Arai, Fumiaki Tanaka, Masami Hagiya (University of Tokyo, Japan) 
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16:00~17:30   GS7 【Evolutionary computations】 
Chair: P. Sapaty (National Academy of Sciences, Ukraine) 
 
GS7-1 A study on efficient query dissemination in distributed sensor networks 

- Forwarding power adjustment of each sensor node using particle swarm optimization -  
Junya Nagashima, Akihide Utani, Hisao Yamamoto (Tokyo City University, Japan) 

 
GS7-2 Evaluation of a competitive particle swarm optimizer in multimodal functions with complexity 

Yu Taguchi, Hidehiro Nakano, Akihide Utani, Arata Miyauchi, Hisao Yamamoto (Tokyo City 
University, Japan) 

 
GS7-3 An effective allocation method of ZigBee sensor nodes using a discrete particle swarm optimizer 

Ryota Saito, Hidehiro Nakano, Akihide Utani, Arata Miyauchi, Hisao Yamamoto (Tokyo City 
University, Japan) 

 
GS7-4 An implementation of probabilistic model-building coevolutionary algorithm 

Takahiro Otani, Takaya Arita (Nagoya University, Japan) 
 

GS7-5 Modeling and solution for optimization problems with incomplete information  
-- A general framework and an application to cruising taxi problems -- 
Makoto Ohara, Hisashi Tamaki (Kobe University, Japan) 

 
GS7-6 Prime number generation using memetic programming 

Emad Mabrouk (Kyoto University, Japan) 
Julio César Hernández Castro (University of Portsmouth, UK) 
Masao Fukushima (Kyoto University, Japan) 

 
Room C 
8:40~9:55   OS13 【Intuitive human-system interaction】 
Chair: M. Yokota (Fukuoka Institute of Technology, Japan) 
Co-Chair: T. Oka (Nihon University, Japan) 
 
OS13-1 A High-speed 3D image Measurement Method 

Ke Sun, Yundi Yao, Cunwei Lu (Fukuoka Institute of Technology, Japan)  
 

OS13-2 3-D face recognition method based on optimum 3-D image measurement technology 
Hiroya Kamitomo, Yao Xu, Cunwei Lu (Fukuoka Institute of Technology, Japan) 

 
OS13-3 User study of a life-supporting humanoid directed in a multimodal language 

T. Oka (Nihon University, Japan) 
T. Abe (Nihon Computer Kaihatsu Co. Ltd, Japan) 
K. Sugita, M. Yokota (Fukuoka Institute of Technology, Japan) 
 

OS13-4 A multimodal language to communicate with life supporting robots through a touch screen and a 
speech interface 
T. Oka, H. Matsumoto, R. Kibayashi (Nihon University, Japan) 
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OS13-5 Some consideration on user interface switching functions for the weaker at IT 

Shinichi Inenaga, Kaoru Sugita (Fukuoka institute of technology, Japan)  
Tetsushi Oka (Nihon University, Japan) 
Masao Yokota (Fukuoka institute of technology, Japan) 

 
11:05~12:05   GS9  
【Human-machine cooperative systems & Human-welfare robotics II】 
Chair: N. Okada (Kyushu University, Japan) 
 
GS9-1 Crutch gait pattern for robotic orthosis by the feature extraction 

In Hun Jang, Jun-Young Jung, Duk-Yeon Lee, DongWook Lee, Ho-Gil Lee, HyunSub Park 
(Korea Institute of Industrial Technology, Republic of Korea) 

 
GS9-2 Design of personal support system in telephone correspondence using smart phone 

Hiroyuki Nishiyama, Fumio Mizoguchi (Tokyo University of Science, Japan) 
 
GS9-3 Advanced networking and robotics for societal engagement and support of elders 

Peter Sapaty (National Academy of Sciences, Ukraine) 
Masanori Sugisaka (Nippon Bunri University, Japan) 

 
GS9-4 Construction of the muscle fatigue evaluation model based on accuracy of power 

Akihiro Suzuki, Norihiko Kato, Yoshihiko Nomura, Hirokazu Matsui (Mie University, Japan) 
 

13:15~14:45   OS9 【Computer vision and sound analysis】 
Chair: Y. Yoshitomi (Kyoto Prefectural University, Japan) 
Co-Chair: M. Tabuse (Kyoto Prefectural University, Japan) 
 
OS9-1 Outdoor autonomous navigation using SURF features  

M. Tabuse, T. Kitaoka (Kyoto Prefectural University, Japan) 
D. Nakai (Kyoto Prefectural Subaru High School, Japan) 
  

OS9-2 Facial expression recognition of a speaker using front-view face judgment, vowel  
judgment and thermal image processing 
T. Fujimura (Works Applications Co. Ltd, Japan) 
Y. Yoshitomi, T. Asada, M. Tabuse (Kyoto Prefectural University, Japan) 

 
OS9-3 Facial expression recognition of a speaker using vowel judgment and thermal image  

processing  
Y. Yoshitomi, T. Asada (Kyoto Prefectural University, Japan)  
K. Shimada (Nova System Co., Ltd., Japan) 
M. Tabuse (Kyoto Prefectural University, Japan) 
 

OS9-4 A human-machine cooperative system for generating sign language animation using thermal image 
processing, fuzzy algorithm, and simulated annealing 

T. Asada, Y. Yoshitomi (Kyoto Prefectural University, Japan) 
 
OS9-5 Music recommendation system using the time-series discrete wavelet transform and the fastICA 

K. Horiike (Taka Dance Fashion Co., Ltd., Japan) 
Y. Yoshitomi (Kyoto Prefectural University, Japan) 
T. Tokuyama (Shofu Inc., Japan) 
M. Tabuse (Kyoto Prefectural University, Japan) 
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OS9-6 Music recommendation system aimed at improving recognition ability 
H. Konishi, Y. Yoshitomi (Kyoto Prefectural University, Japan) 

 
16:00~17:30   GS18 【Robotics II】 
Chair: E. Inohira (Kyushu Institute of Technology, Japan) 
 
GS18-1 DEA various method used Restricted Multiplier DEA 

Shingo Aoki, Ryota Gejima, Tomoharu Nakashima (Osaka Prefecture University, Japan) 
 
GS18-2 Efficient distributed ontology management scheme for inference in surveillance networks 

Soomi Yang (The University of Suwon, Korea) 
 

GS18-3 Recovery technique from classified errors in adjustment tasks of domestic appliances 
Akira Nakamura, Yoshihiro Kawai (National Institute of Advanced Industrial Science and 
Technology, Japan) 
 

GS18-4 A visual debugger for developing RoboCup soccer 3D agent 
Yosuke Nakamura, Tomoharu Nakashima (Osaka Prefecture University, Japan) 
 

GS18-5 Development of pulse control type MEMS micro robot with hardware neural network 
Kazuto Okazaki, Tatsuya Ogiwara, Dongshin Yang, Kentaro Sakata, Ken Saito, Yoshifumi Sekine, 
Fumio Uchikoba (Nihon University, Japan) 

 
Room D 
8:40~9:55   GS15 【Neural networks II】 
Chair: N. Kamiura (University of Hyogo, Japan) 
 
GS15-1 Medical image diagnosis of lung cancer by revised GMDH-type neural network using various kinds 

of neurons 
Tadashi Kondo, Junji Ueno (The University of Tokushima, Japan) 

 
GS15-2 Neural Network application using GPGPU 

Yuta Tsuchida, Michifumi Yoshioka (Osaka Prefecture University, Japan) 
 
GS15-3 Evaluation of an optimal design method for multilayer perceptron by using the Design of 

Experiments 
E. Inohira, H. Yokoi (Kyushu Institute of Technology, Japan) 

 
GS15-4 A learning method for dynamic Bayesian network structures using a multi-objective particle swarm 

optimizer 
Kousuke Shibata, Hidehiro Nakano, Arata Miyauchi (Tokyo City University, Japan) 
 

GS15-5 Remarks on folding behavior of mapping capability of neural network direct controller for 
many-to-one plant 
Takayuki Yamada (Ibaraki University, Japan) 
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11:05~12:20 OS12 【Special environment navigation and localization】 
Chair: J. M. Lee (Pusan National University, South Korea) 
 
OS12-1 Optimal posture control of two wheeled inverted pendulum robot on a slanted surface 

Youngkuk Kwon, Joonbae Son, Jaeoh Lee, Jongho Han, Jangmyung Lee (Pusan National University, 
Korea) 

 
OS12-2 Efficient CAN-based network for marine engine state monitoring system 

Junseok Lee, Yoseop Hwang, Jaehan Jo, Jangmyung Lee (Pusan National University, Korea) 
 
OS12-3 Localization Algorithm using Virtual Label for a Mobile Robot in Indoor and Outdoor Environment 

Kiho Yu, Mincheol Lee, Junghun Heo, Youngeun Moon (Pusan National University, South Korea) 
 
OS12-4 Potential field method applied on the navigation of multiple mobile robots with limited ultrasonic 

sensing 
Chiyen Kim, Mincheol Lee, Junyoung Beak, Chibeom Noh (Pusan National University, South 
Korea) 

 
OS12-5 Adaptive tuning of a Kalman filter using Fuzzy logic for attitude reference system 

Taerim Kim, Joocheol Do, Eunkook Jung, Gyeongdong Baek, Sungshin Kim (Pusan National 
University, South Korea) 

 
13:15~14:30   GS17 【Robotics I】 
Chair: D. W. Lee (Korea Institute of Industrial Technology, Korea) 
 
GS17-1 Trajectory control of biomimetic robots for demonstrating human arm movements 

T. Kashima, M. Iwaseya (Tomakomai National College of Technology, Japan) 
 
GS17-2 A study on reinforcement learning scheme in cooperative network-systems of sensor nodes and 

mobile robots 
Koichi Hirayama, Akihide Utani, Hisao Yamamoto (Tokyo City University, Japan) 

 
GS17-3 Towards the automation of cashew shelling operation 

Son Doan Tran (Ho Chi Minh University of Technology, Vietnam) 
Naoki Uchiyama, Suguru Kirita, Norifumi Yamanaka (Toyohashi University of Technology, Japan) 
Phat Minh Ho (Ho Chi Minh University of Technology, Vietnam) 
 

GS17-4 Research on the velocity variation method for precise motion transmission 
Masaharu Komori, Jungchul Kang, Yukihiko Kimura, Fumi Takeoka (Kyoto University, Japan) 
 

GS17-5 Towards the enhancement of biped locomotion and control techniques - walking pattern classification 
Basak Yuksel (Mitsubishi Electric Corporation, Advanced Technology R&D Center, Japan and 
Middle East Technical University, Turkey) 
Kemal Leblebicioğlu (Middle East Technical University, Turkey) 
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16:00~17:30   GS13 【Mobile vehicles】 
Chair: F. Dai (Tianjin University of Science & Technology, China) 
 
GS13-1 Geometrical analysis and design of motion transmitting element for mobile vehicles  

Masaharu Komori, Fumi Takeoka, Jungchul Kang, Yukihiko Kimura (Kyoto University, Japan) 
 
GS13-2 Underwater unknown acoustic source localization based on Sound Propagation Loss: theory 

analysis and simulation results 
Han Zhang, Bin Fu, Chunhu Liu, Lian Lian (Shanghai Jiao tong University, China) 

 
GS13-3 Position recognition system of autonomous vehicle via Kalman filtering 

Dong Jin Kim (Pusan National University, Korea) 
Jong Il Bae (Pukyung National University, Korea.) 
Kil Soo Lee, Dong Seok Lee, Yun Ja Lee, Man Hyung Lee (Pusan National University, Korea) 

 
GS13-4 Dynamic modeling, stability and energy efficiency analysis of crab walking of a six-legged 

robot (withdrawal) 
Shibendu Shekhar Roy (National Institutes of Technology, India) 
Dilip Kumar Pratihar (Indian Institutes of Technology, India) 
 

GS13-5 Motion analysis of towed vehicle on survey system for deep sea 
Kohei Oshima, Etsuro Shimizu, Masanori Ito, Sadanobu Omichi (Tokyo University of Marine 
Science and Technology Japan) 
 

GS13-6 Path planning of an autonomous mobile robot considering region with velocity constraint in real 
environment 
Tae Hyon Kim (Kyoto University, Japan) 
Kiyohiro Goto (The University of Electro-Communications, Japan) 
Hiroki Igarashi, Kazuyuki Kon, Noritaka Sato, Fumitoshi Matsuno (Kyoto University, Japan) 

 
January 29 (Saturday) 
 
8:00~ Registration 
 
Room C 
8:40~9:55   OS14 【Dynamical information processing in the brain】 
Chair: H. Suzuki (The University of Tokyo, Japan) 
Co-Chair: T. Kohno (The University of Tokyo, Japan) 
 
OS14-1 Signal transmission in multilayer asynchronous neural networks 

Wataru Kobayashi, Makito Oku, Kazuyuki Aihara (The University of Tokyo, Japan)  
 
OS14-2 A two-variable silicon neuron circuit based on Izhikevich model 

Nobuyuki Mizoguchi, Yuji Nagamatsu, Kazuyuki Aihara, Takashi Kohno (The University of Tokyo, 
Japan) 

 
OS14-3 A three-variable silicon neuron circuit 

Yohei Nakamura, Kazuyuki Aihara, Takashi Kohno (University of Tokyo, Japan) 
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OS14-4 Theory of mind in a microscopic pedestrian simulation model 

Ryo Adachi, Kazuyuki Aihara (The University of Tokyo, Japan) 
 
OS14-5 A neural network model for categorical effects in color memory 

Chihiro Imai (University of Tokyo, Japan) 
Satohiro Tajima (Japan Broadcasting Corporation, Japan)  
Kazuyuki Aihara, Hideyuki Suzuki (University of Tokyo, Japan) 
 

10:30~12:15   OS6 【AI-based systems for human awareness promotion】 
Chair: K Hashimoto (Osaka Prefecture University, Japan) 
Co-Chair: K. Takeuchi (Osaka Electro-Communication University, Japan) 
 
OS6-1 A Survey of AI-based systems for human awareness promotion in meta-cognition 

Kiyota Hashimoto, Kazuhisa Seta, Hiroshi Tsuji (Osaka Prefecture University, Japan) 
Kazuhiro Takeuchi (Osaka Electro-Communication University, Japan) 

 
OS6-2 A multilingual problem-based learning environment for awareness promotion 

Ryusuke Taguchi, Katsuko T. Nakahira (Nagaoka University of Technology, Japan)  
Hideyuki Kanematsu (Suzuka National College for Technology, Japan)  
Yoshimi Fukumura (Nagaoka University of Technology, Japan) 

 
OS6-3 An effective visualization of style inconsistencies for interactive text editing 

Kazuki Shimamura, Kazuhiro Takeuchi (Osaka Electro-Communication University, Japan) 
Kiyota Hashimoto (Osaka Prefecture University, Japan) 

 
OS6-4 An intelligent meta-learning support system through presentation 

Kazuhisa Seta (Osaka Prefecture University, Japan) 
 
OS6-5 A task ontology construction for presentation skills 

Kiyota Hashimoto (Osaka Prefecture University, Japan) 
Kazuhiro Takeuchi (Osaka Electro-Communication University, Japan) 

 
OS6-6 Country domain governance: An analysis by datermining of country domains 

Katsuko T. Nakahira, Hiroyuki Namba, Minehiro Takeshita, Shigeaki Kodama, Yoshiki Mikami 
(Nagaoka University of Technology, Japan) 

 
OS6-7 Extraction and comparison of tourism information on the web 

Xiaobin Wu, Sachio Hirokawa, Chengjiu Yin, Tetsuya Nakatoh, Yoshiyuki Tabata (Kyushu 
University, Japan) 

 
13:10~14:40   OS20 【Embracing complexity in sensor system organization】 
Chair: Y. Ishida (Toyohashi University of Technology, Japan) 
Co-Chair: Y. Watanabe (Nagoya City University, Japan) 
         K. Harada (Toyohashi University of Technology, Japan) 
 
OS20-1 Performance evaluation of immunity-based statistical en-route filtering in wireless sensor networks 

Yuji Watanabe (Nagoya City University, Japan) 
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OS20-2 Improvement of immunity-based diagnosis for a motherboard 

Haruki Shida, Takeshi Okamoto (Kanagawa Institute of Technology, Japan) 
Yoshiteru Ishida (Toyohashi University of Technology, Japan) 

 
OS20-3 Visualization of keystroke data and its interpretation  

T. Samura, K. Tani (Akashi National College of Technology, Japan) 
Y. Ishida (Toyohashi University of Technology, Japan) 

 
OS20-4 Extraction of learning point by visualization of skill 

Shihoko Kamisato, Yukihiro Mori, Nobuhiro Yamashiro, Kentaro Noguchi (Okinawa National 
College of technology, Japan) 
Yoshiteru Ishida (Toyohashi University of Technology, Japan) 

 
OS20-5 Prediction of electron flux environment at geosynchronous orbit using neural network technique  

Kentarou Kitamura, Yusuke Nakamura (Tokuyama College of Technology, Japan) 
Masahiro Tokumitsu,Yoshiteru Ishida (Toyohashi University of Technology, Japan) 
Shinichi Watari (National Institute of Information and Communications Technology, Japan) 

 
OS20-6 A diagrammatic classification in a combinatorial problem: The case of a Stable Marriage Problem  

Tatsuya Hayashi, Yoshikazu Hata, Yoshiteru Ishida (Toyohashi University of Technology, Japan) 
 
15:00~16:45   OS22 【Robotics and pattern recognition】 
Chair: C. Zhang (Tsinghua University, China) 
Co-Chair: T. Zhang (Tsinghua University, China) 
 
OS22-1 Application of the genetic algorithm on face recognition 

Fengzhi Dai (Tianjin University of Science and Technology, China) 
Liqiang Shang (Vestas Wind Technology (China) Co., Ltd, China) 
Naoki Kushida (Oshima National College of Maritime Technology, Japan) 
Masanori Sugisaka (Nippon Bunri University, ALife Robotics Co., Ltd, Japan) 

 
OS22-2 Study on the disturbance rejection of Virtual Slope Walking by Stepper-2D Robot 

Mingguo Zhao (State Key Laboratory of Robotics and System (HIT) and Tsinghua University, 
China) 
HaoDong, Naiyao Zhang (State Key Laboratory of Robotics and System (HIT), China) 

 
OS22-3 A new method for mobile robots to avoid collision with moving obstacles  

Yi Zhu, Tao Zhang, Jingyan Song (Tsinghua University, China) 
Masatoshi Nakamura (Saga University, Japan) 

 
OS22-4 Some thought for the Mckibben muscle robots 

Huailin Zhao (Shanghai Institute of Technology, China) 
Xiaoqing Jia (Shanghai Maritime University, China) 
Masanori Sugisaka (Nippon Bunri University, Japan) 

 
OS22-5 Vehicle 3D estimation based on time series images and prior knowledge  

Haoyin Zhou, Tao Zhang, Changshui Zhang, Peng He (Tsinghua University, China) 
 
 
 
 
 

 
The Sixteenth International Symposium on Artificial Life and Robotics 2011(AROB 16th ’11), 
B-Con Plaza, Beppu, Oita, Japan, January 27-29, 2011

©ISAROB 2011 P - 41



 
 
OS22-6 Automatic drawing of correct topographical distribution of EEG rhythms based on unified suitable 

reference selection 
Bei Wang, Xingyu Wang (East China University of Science and Technology, China) 
Akio Ikeda (Kyoto University, Japan) 
Takashi Nagamine (Sapporo Medical University, Japan) 
Hiroshi Shibasaki (Takeda General Hospital Research, Japan) 
Masatoshi Nakamura (Saga University, Japan) 

 
OS22-7 Research on surface crack detection based on laser scanning and image processing techniques 

Guangming Cai, Jiwu Wang, Mingcheng E, Wenliang Guo (Beijing Jiaotong University, China)  
Sugisaka Masanori (Nippon Bunri University, Japan) 

 
Room D 
8:40~9:55   GS6 【Data mining】 
Chair: J. S. Shieh (Yuan Ze University, Taiwan) 
 
GS6-1 Development of motion analysis system using acceleration sensors for tennis and its evaluations  

Takaya Maeda, Kenichirou Fuji, Hiroki Tamura, Koichi Tanno (University of Miyazaki, Japan) 
 
GS6-2 Discriminate approach for data selection in data envelopment analysis 

Akio Naito, Shingo Aoki (Osaka Prefecture University, Japan) 
 
GS6-3 Proposal of recommender system simulator based on small-world model 

Ryosuke Saga, Kouki Okamoto (Kanagawa Institute of Technology, Japan) 
Hiroshi Tsuji (Osaka Prefecture University, Japan) 
Kazunori Matsumoto (Kanagawa Institute of Technology, Japan) 

 
GS6-4 Construction and analysis of purchase factor model by using creativity method 

Kodai Kitami, Ryosuke Saga, Kazunori Matsumoto (Kanagawa Institute of Technology, Japan) 
 

GS6-5 Developing a monitoring psychological stress Index system via photoplethysmography 
Jiann-Shing Shieh1, Yu-Ren Chiou (Yuan Ze University, Taiwan) 
Shou-Zen Fan (National Taiwan University, Taiwan) 

 
10:30~11:45   GS1 1 【Image processing II】 
Chair: J. Wang (Beijing Jiaotong University, China) 
 
GS11-1 Simple analog-digital circuit for motion detection and its application to target tracking system 

Takuya Yamamoto, Kimihiro Nishio (Tsuyama National College of Technology, Japan) 
 
GS11-2 Analog motion detection circuit using CCD camera based on the biological vision system and its 

application to mobile robot 
Yasuyuki Kondo, Takumi Yamasaki, Kimihiro Nishio (Tsuyama National College of Technology, 
Japan) 
Toshinori Furukawa (Kurashiki University of Science and the Arts, Japan) 

 
GS11-3 Real-time visual target tracking for Augmented Reality (withdrawal) 

Donghoon Lee (University of Science and Technology, Korea)  
Inhun Jang, Hyunsub Park, Moonhong Baeg (Korea Institute of Industrial Technology, Korea) 
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GS11-4 Detecting human flows on a road different from main flows 

Mison Park, Joo Kooi Tan, Yuuki Nakashima, Hyongseop Kim, Seiji Ishikawa 
(Kyushu Institute of Technology, Japan) 
 

GS11-5 Study on the height measurement based on the image processing technique 
Jiwu Wang, Weijie Gao, Yisong Wang (Beijing Jiaotong University, China) 
Masanori Sugisaka (Nippon Bunri University, Japan) 

 
13:10~14:40   OS21 【Learning control and robotics】 
Chair: H. H. Lee (Waseda University, Japan) 
Co-Chair: H. Ogai (Waseda University, Japan) 
 
OS21-1 A neuro PID control of power generation using low temperature gap 

Kun-Young Han, Hee-Jae Park, Hee-Hyol Lee (Waseda University, Japan) 
 
OS21-2 An efficient identification scheme for nonlinear polynomial NARX model 

Yu Cheng, Miao Yu, Lan Wang, Jinglu Hu (Waseda University, Japan) 
 
OS21-3 Traffic signal control of multi-forked road  

ChengYou Cui, Mizuki Takamura, Hee-Hyol Lee (Waseda University, Japan) 
 

OS21-4 Control design methods for platooning in robot car 
Ryo Takaki, Xin Zhao, Harutoshi Ogai (Waseda University, Japan) 
 

OS21-5 Building of reverse logistics model in reusable recovery and optimization considering transportation, 
inventory, and backorder costs  
Jeong-Eun Lee, Hee-Hyol Lee (Waseda University, Japan) 

 
OS21-6 Advanced pipe inspection robot using rotating probe and image processing 

Ryuta Oyabu, Kentarou Nishijima, Zhicheng Wang, Harutoshi Ogai (Waseda University, Japan) 
Bishakh Bhattacharya (Indian Institute of Technology, India) 
 

15:00~16:30   OS23 【Intelligent systems II】 
Chair: M. K. Habib (The American University in Cairo, Egypt) 
Co-Chair: Y. I. Cho (University of Suwon, Korea) 
 
OS23-1 Intelligent speech recognition filtering 

Yong Im Cho (University of Suwon, Korea) 
 
OS23-2 Multi robotic system and the development of cooperative navigation behaviors for humanitarian 

demining 
Maki K. Habib (The American University in Cairo, Egypt) 

 
OS23-3 Development of Flexible Surgical Manipulator for Natural Orifice Transluminal Endoscopic 

Surgery  
Jungwook Suh, Hoseok Song, Kiyoung Kim, Jungju Lee (Korea Advanced Institute of Science and 
Technology, Republic of Korea) 

 
OS23-4 Swing-up and LQR stabilization of rotary inverted pendulum 

Minho Park, Yeoun-Jae Kim, Ju-Jang Lee (Korea Advanced Institute of Science and Technology, 
Republic of Korea) 
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OS23-5 Intelligent information retrieval system  
Young Im Cho (University of Suwon, Korea) 

 
OS23-6 A study on real-time face verification and tracking with segmented common vector 

Dongkyu Ryu, Minho Park, Ju-Jang Lee (Korea Advanced Institute of Science and Technology, 
Republic of Korea) 

 
Room E 
8:40~9:55   GS14 【Neural networks I】 
Chair: T. Yamada (Ibaraki University, Japan) 
 
GS14-1 A study of SVM using the combination with online learning method and  

Midpoint-Validation Method  
Shingo Yamashita, Takeshi Yoshimatsu, Hiroki Tamura, Koichi Tanno (University of Miyazaki, 
Japan) 

 
GS14-2 Video object segmentation using color-component-selectable learning for self-organizing maps 

Shin-ya Umata, Naotake Kamiura, Ayumu Saitoh, Teijiro Isokawa, Nobuyuki Matsui (University of 
Hyogo, Japan) 

 
GS14-3 Properties of localized oscillatory excitation on the non-linear oscillatory field 

Ryota Miyata, Koji Kurata (University of the Ryukyus, Japan) 
 

GS14-4 Multiple Granger causality tests for network structure estimation from time-series data 
Hikaru Harima (Kyoto University, Japan) 
Shigeyuki Oba (Kyoto University and Japan Science and Technology Agency, Japan)  
Shin Ishii (Kyoto University, Japan) 
 

GS14-5 A simulation study of visual perceptual learning with attentional signals 
Satoshi Naito, Naoto Yukinawa (Kyoto University, Japan) 
Shin Ishii (Kyoto University and RIKEN, Computational Science Research Program, Japan) 

 
10:30~12:15   OS15 【Bio-inspired theory and application】 
Chair: M. Yasunaga (University of Tsukuba, Japan) 
Co-Chair: K. Yamamori (University of Miyazaki, Japan) 
 
OS15-1 Study of computational performance of Genetic Algorithm for 3-Satisfiability problem 

QingLian Ma, Yu-an Zhang, Makoto Sakamoto, Hiroshi Furutani (University of Miyazaki) 
 

OS15-2 An adaptive resolution hybrid binary-real coded genetic algorithm 
Omar Abdul-Rahman, Masaharu Munetomo, Kiyoshi Akama (Hokkaido University, Japan)  
 

OS15-3 Neural network with exponential output neuron for estimation of physiological activities from 
protein expression levels 
Kazuhiro Kondo, Kunihito Yamamori, Ikuo Yoshihara (University of Miyazaki, Japan) 
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OS15-4 Asynchronous migration for parallel genetic programming on computer cluster with multi-core 
processors 
Shingo Kurose, Kunihito Yamamori, Masaru Aikawa, Ikuo Yoshihara (University of Miyazaki, 
Japan) 

 
OS15-5 Classification of species by information entropy and visualization by self-organizing map 

Kentaro Nishimuta, Ikuo Yoshihara, Kunihito Yamamori (University of Miyazaki, Japan) 
Moritoshi Yasunaga (University of Tsukuba, Japan) 

 
OS15-6 Digital-signal-waveform improvement on VLSI packaging including inductances 

H. Shimada, S. Akita, M. Ishiguro, N. Aibe (University of Tsukuba, Japan) 
I. Yoshihara (University of Miyazaki, Japan) 
M. Yasunaga (University of Tsukuba, Japan) 

 
OS15-7 Digital-signal improvement-method using Pareto optimization 

S. Akita, H. Shimada, M. Ishiguro, N. Aibe, M. Yasunaga (University of Tsukuba, Japan) 
I. Yoshihara (University of Miyazaki, Japan) 
 

13:10~14:55   GS12 【Learning】 
Chair: Y. G. Zhang (Academia Sinica, China) 
 
GS12-1 Reinforcement learning with the mechanism of short-term depression for learning rate  

S. Kubota (Yamagata University, Japan) 
 
GS12-2 A method for finding multiple subgoals for reinforcement learning 

Fuminori Ogihara, Junichi Murata (Kyushu University, Japan) 
 
 
GS12-3 Temporal difference approach in linearly-solvable Markov decision problems 

M. A. P. Burdelis, K. Ikeda (Nara Institute of Science and Technology, Japan) 
 
GS12-4 Mutual learning of multi consciousness agent including the ego for autonomous vehicle 

Atsunori Mori, Hirokazu Mastui (Mie University, Japan) 
 

GS12-5 Reinforced learning by using a learned results of a different form robot 
Nobuo Shibata, Hirokazu Matsui (Mie University, Japan) 
 

GS12-6 The acquisition of sociality by using Q-learning in a multi-agent environment 
Yasuo Nagayuki (Otemae University, Japan) 
 

GS12-7 Effect of interaction between rules on rule dynamics in multi-group minority game 
Takashi Sato (Okinawa National College of Technology, Japan) 
 

15:00~16:00   GS20 【Robotics IV】 
Chair: N. Uchiyama (Toyohashi University of Technology, Japan) 
 
GS20-1 Design of the android robot head for stage performances 

Dongwoon Choi, Dong Wook Lee, Duk Yeon Lee, Jun Young Jung, Hogil Lee (Korea Institute of 
Industrial Technology, Korea) 
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GS20-2 Implementation of IMU using wavelet transform and variable IIR filter 

Woojin Seo, Bongsu Cho (Pusan National University, Korea) 
Jaehong Lee (Hyosung Industrial Machinery, Korea)  
Kwang Ryul Baek (Pusan National University, Korea) 

 
GS20-3 Development of crawler type rescue robot with slide mechanism 

Go Hirano (Kinki University, Japan) 
Seiji Furuno (Kitakyushu National College of Technology, Japan) 
 

GS20-4 Proposal of intelligence module type robot that can exchange it in seamless 
Shunta Takahashi, Kohei Miyata, Yuhki Kitazono, Lifeng Zhang, Seiichi Serikawa (Kyushu Institute 
of Technology, Japan) 

 
Room F 
8:40~10:10   OS19 【Embracing complexity in natural intelligence】 
Chair: Y. Ishida (Toyohashi University of Technology, Japan) 
Co-Chair: T. Okamoto (Kanagawa Institute of Technology, Japan) 

K. Harada (Toyohashi University of Technology, Japan) 
 
OS19-1 A systemic payoff in a self-repairing network 

Masahiro Tokumitsu, Yoshiteru Ishida (Toyohashi University of Technology, Japan) 
 
OS19-2 Effects of a membrane formation in Spatial Prisoner’s Dilemma 

Yuji Katsumata, Yoshiteru Ishida (Toyohashi University of Technology, Japan) 
 
OS19-3 Extracting probabilistic cellular automata rules from spatio-temporal patterns and analyzing 

features of these rules  
Takuya Ueda, Yoshiteru Ishida (Toyohashi University of Technology, Japan) 

 
 

OS19-4 Emergence of observable rules in a spatial game system 
K. Harada, Y. Ishida (Toyohashi University of Technology, Japan) 

 
OS19-5 An artificial intelligent membrane for detect network intrusion 

Takeshi Okamoto (Kanagawa Institute of Technology, Japan) 
 
OS19-6 A dynamic Houjin (square) and a symmetric Houjin 

Yuki Tsuzuki, Yoshiteru Ishida (Toyohashi University of Technology, Japan) 
 
10:30~12:15   OS16 【Biomimetic machines and robots】  
Chair: K. Watanabe (Okayama University, Japan)  
Co-Chair: K. Izumi (Saga University, Japan) 
 
OS16-1 Basic position/force control of single-axis arm designed with an ultrasonic motor 

Keisuke Ogiwara, Fusaomi Nagata (Tokyo University of Science, Japan) 
Keigo Watanabe (Okayama University, Japan) 

 
OS16-2 Cooperative swarm control for multiple mobile robots using only information from PSD sensors 

Takahiro Yamashiro, Fusaomi Nagata (Tokyo University of Science, Japan) 
Keigo Watanabe (Okayama University, Japan) 
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OS16-3 Control of movement on stairs for a cleaning robot 
Takahisa Kakudou, Keigo Watanabe, Isaku Nagai (Okayama University, Japan) 

 
OS16-4 Jumping rhythm generator by CPG for a multi-legged robot 

Masaaki Ikeda, Kiyotaka Izumi (Saga University, Japan) 
Keigo Watanabe (Okayama University, Japan) 

 
OS16-5 A bearing-only localization solved by an unscented Rauch-Tung-Striebel smoothing 

Saifudin bin Razali, Keigo Watanabe, Shoichi Maeyama (Okayama University, Japan) 
 
OS16-6 Trajectory tracking control for nonholonomic mobile robots by an image-based approach 

Tatsuya Kato, Keigo Watanabe, Shoichi Maeyama (Okayama University, Japan) 
 
OS16-7 A nonholonomic control method for stabilization an X4-AUV 

Zainah Md. Zain, Keigo Watanabe (Okayama University, Japan) 
Kiyotaka Izumi (Saga University, Japan)  
Isaku Nagai (Okayama University, Japan) 

 
15:00~16:00   GS1 【Artificial intelligence】 
Chair: T. Nakashima (Osaka Prefecture University, Japan) 
 
GS1-1 Adaptive co-construction of state and action spaces in reinforcement learning  

Masato Nagayoshi (Niigata College of Nursing, Japan) 
Hajime Murao, Hisashi Tamaki (Kobe University, Japan) 

 
GS1-2 Autonomous acquisition of cooperative behavior based on a theory of mind using parallel Genetic 

Network Programming 
Kenichi Minoya, Takaya Arita (Nagoya University, Japan) 
Takashi Omori (Tamagawa University, Japan) 

GS1-3 A comparison of learning performance in two-dimensional Q-learning by the difference of Q-values 
alignment 
Kathy Thi Aung, Takayasu Fuchida (Kagoshima University, Japan) 

 
GS1-4 Robot path planning in unknown environment based on ant colony algorithm 

Cu Xuan Tien, Young Sik Hong (Dongguk University, South Korea) 
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Development Outline of the HUBO2 

 

Jun Ho Oh 

Humanoid robot research center, Korea advanced institute of science and technology 
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Data-driven Two Degree-of-Freedom Control for a Micropump and 
Microneedle Integrated Device for Diabetes Care 

 
 Ruoting Yang*, Mingjun Zhang**, and Tzyh-Jong Tarn* 

* Department of Electrical and Systems Engineering, Washington University, St. Louis, MO, 63130, USA 

e-mail: ryang@wustl.edu, tarn@ese.wustl.edu. 
**Department of Mechanical, Aerospace and Biomedical Engineering, University of Tennessee, Knoxville, TN, USA. 

email: mjzhang@utk.edu. 

 
Abstract: This paper presents a dynamic model for a micropump and microneedle integrated system for diabetes care. A 
novel data-driven two degree-of-freedom control mechanism is proposed for regulating blood glucose concentration to 
shorten regulating time while maintaining the stability of the system in the presence of model uncertainties and 
unexpected disturbances. Exact feedforward linearization, gain scheduling, and data-driven planning technique are 
applied to improve regulation performance as well as robustness. Simulation results indicate that the proposed control 
has great potential in drug delivery problems. 
 

 
1 Introduction 
 
Diabetes mellitus is a disease in which the patient has 

difficulty regulating blood glucose. Diabetes may affect 

the functioning of many physiological systems, causing 

everything from retinopathy and circulatory problems, 

to nephropathy and heart disease. While diabetes can be 

treated with insulin, the dosage of insulin must be 

strictly regulated - excess insulin can cause 

hypoglycemia, whereas insufficient insulin can cause 

hyperglycemia. 

Fig. 1 shows a schematic drawing of a insulin 

infusion microdevice consisting of a piezoelectric 

micropump, multiple silicon microneedles, an insulin 

reservoir, a membrane, wireless telemetry, and a remote 

control component. This control system regulates blood 

glucose levels by driving the piezoelectric micropump 

based on glucose sensor measurements.  Very generally, 

sensor readings are passed via wireless telemetry to the 

controller, which then drives the micropump, causing 

the release of insulin from the reservoir, through the 

microneedles into the patient’s bloodstream.  

The challenges of controller design mainly come 

from three areas. First, these systems usually have 

serious nonlinearities, which are poorly estimated by the 

corresponding linearized systems. Second, the output 

measurements often have large model uncertainties, 

disturbances, and slow sampling rates. Third, in the 

event of an accidental insulin overdose, there is no way 

to retrieve the insulin to avoid hypoglycemia.  

 

Fig. 1 A schematic drawing of a micropump and 

microneedle integrated for controlled insulin delivery 

 

Recently, advanced control mechanisms have been 

applied for glucose control, including PID [1, 2], model 

predictive control [3, 4], and robust control [5], among 

others [6]. However, the regulating time that draws the 

blood glucose concentration from a high level to the 

basal level is still too long for all these methods. In this 

paper, we propose a new data-driven feedback and 

feedforward integrated 2DOF (Two Degree-Of-

Freedom) control mechanism to shorten regulating time 

while maintaining the stability of the system in the 

presence of model uncertainties and unexpected 

disturbances. As shown in Fig. 2, the 2DOF control 

method contains two parts: (1) the feedforward control 

provides the nominal control to rapidly drive the system 

towards the desired goal; (2) the feedback control 

stabilizes the system. It has been proven that the 2DOF 

controller performs better than controllers that only use 

feedback under reasonable model uncertainty[7]. The 

2DOF control mechanism is said to be time-based if the 

reference trajectory is given by a time-driven planner. In 

contrast, a data-driven 2DOF control mechanism 
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utilizes a data-driven planner to generate the reference 

trajectory. 

 

 
 

Fig. 2 The schematic of data-driven 2DOF method. ΣFF 

is the feedforward controller, ΣFB is the feedback 
controller, and ΣPF is the coordinate transformation 
between the flat output reference zd and the output yd. 
The data-driven planner is driven by an action reference 
s generated by the output measurement, instead of 
driven by time. 
 

The data-driven 2DOF control uses exact 

feedforward linearization and gain scheduling methods, 

instead of exact feedback linearization, to improve 

robustness to model uncertainties, while has the same 

regulation performance. In addition, we use a data-

driven planning technique, which can further improve 

robustness towards model uncertainties and unexpected 

disturbances in comparison to the other 2DOF controls. 

While the data-driven planner aids in robustness, it is 

also advantageous compared to other planning 

approaches because it does not need to replan and 

regenerate the reference trajectory at every sampling 

time instant [8]. Since the action reference parameter is 

calculated nearly at the same rate as the feedback 

control, the planning process is adjusted rapidly, which 

enables the planner to handle unexpected disturbances 

within one control execution sampling time.  

This paper is organized as follows. Dynamics modeling 

of the microdevice is introduced in Secion II. The data-

driven 2DOF control mechanism is discussed in Section 

III-V. Computer simulation is conducted in Section VI. 

Conclusions and future work are discussed in the final 

section. 

 

2 Dynamics modeling 
 
2.1 The micropump 

The piezoelectric diaphragm displacement pump can 

be modeled as follows [9], 

  
4

13 0
2

3 (5 2 )(1 )
= ,

4 (3 2 )

a d V
Vol

h

 


 



         (1) 

where Vol  is the volume change and V0  is the 

voltage applied to the lead zirconate titanate film with 

piezoelectric coefficient d13 = 3×10-10 m/N and Poisson's 

ratio µ = 0.3. The thickness and the radius of the 

membrane are h and a, respectively.   

Papers [10] and [11], demonstrated that the flow rate 

increases linearly at low actuating frequencies. When 

the actuating frequency exceeds a critical value, though, 

the flow rate does not increase and may even decrease 

sharply. As a result of this electro-mechanical-fluid 

coupling, the membrane deflects in an undesirable way 

at high frequencies[12]. 

If a voltage signal with changing polarity drives the 

micropump, then the flow rate can be approximated as a 

linear function with respect to the voltage and the 

actuating frequency at low frequencies. 

 

0 0( , ) = 2 = ,pump dQ V f f Vol A fV           (2) 

where 4 2
13= 6 (5 2 )(1 ) /4 (3 2 )dA a d h      is a 

constant coefficient. 

If, for example, V0 = 1.5 V, a = 100 µm and h = 10 

µm then according to equation  (1), we will have ΔVol  

= 3.675×10-3 µl. Assuming that the micropump is driven 

at 100 Hz, equation (2) gives the pumping speed as 

0.735 µl/s. 

 

2.2 Microneedle 
Microneedles are attractive for medical applications 

in that they are able to provide painless drug transport 

pathways while at the same time largely reducing the 

risk of infection at injection site.  

The volume flow rate of a microneedle can be 

expressed as  

 
Qneedle = ΔP / R,                      (3) 

where ΔP is the pressure drop across the channel, and 

R  is the channel resistance for a circular channel, 

where 

 
R =8µL / πr4,                          (4) 

In equation (4), µ is the fluid viscosity, while L and r are 

the channel length and  radius, respectively. We choose 

a straight microneedle with 100/30  µm outside/inside 

diameter. 

Because the tatal resistance of a microneedle array is 

often smaller than the sum of the individual channel 
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resistances,  a high needle density increases the 

volume flow rate as follows,   

 
      Qneedle = ΔP / kdR,                      (5)  

where kd is the discount coefficient. 

The microneedle array is not sufficiently large to 

allow free flow, but it is large enough not to cause 

significant resistance. Ma et al. [13] showed that for 

microneedles, the flow rate is nearly linear to the 

actuating frequency at low frequencies. As a result, it is 

reasonable to assume that the microneedle array does 

not impede the flow from the micropump. 

 
2.3 Microsensor 

One of the major glucose sensors is the amperometric 

sensor, which determines the solution concentration by 

measuring the current generated during a chemical 

reaction. The amperometric sensor can be modeled as 

follows [14]:  

 

2 1= ,sig sigI c I c G OS                   (6) 

GS = CF(Isig – OS),                     (7) 

where GS  and G are the sensor and blood glucose level, 

respectively.,Isig is the sensor signal,. CF is the 

calibration factor and OS is the offset current. The 

sensor sensitivity is characterized by the ratio of c1 and 

c2, 

The sensor glucose model can be rewritten as 

  

2 1 2(1 )S SG c G c CF G CF c OS       

         1 2= ,SG G OF                   (8) 

where 1 2= c , 2 1= c CF , and 2= (1 )OF CF c OS . 

2.4 Glucose-insulin Kinetics 
Shimoda’s three-compartment model [15] can be 

used to describe the kinetics of either regular insulin or 

a monomeric insulin analog supplied as a continuous 

subcutaneous infusion. 

 

1 1=Q kQ u     (9) 

2 2 1= ( )Q p o Q kQ                    (10) 

2= ( ) /e b iI k I i pQ V                   (11) 

Here Q1 and Q2 stand for the insulin masses at the 

injection site and the intermediate site, respectively. I is 

the plasma insulin concentration with the basal value ib. 

u is the subcutaneous insulin infusion rate. k and p are 

the transition rate constants, and o and ke are 

degradation decay rates. The parameter Vi stands for the 

plasma distribution volume. 

The minimal model [16] has been widely accepted as 

the fundamental model to describe insulin-glucose 

interactions:  

 

1( )bG XG P G G GI                  (12) 

2 3 ( ),bX P X P I I                    (13) 

where G is the plasma glucose level (with basal value 

Gb), X is the interstitial insulin concentration, GI is the 

intravenous glucose uptake,  P1 is a coefficient for 

glucose effectiveness, and P3 / P2 is a measure of insulin 

sensitivity [16].  

Combining all subsystems and letting x1 = S – OF / θ1, 

x2 = G – Gb, x3 = X, x4 = I – Ib, x5 = Q2, x6 = Q1, and θ3 

= p / Vi, we have the following sixth-order nonlinear 

model. The meaning of the parameters are summarized 

in the Table I. 

 

1 1 1 2 2=x x x    

2 2 3 1 2= ( )bx x G x P x GI     

3 2 3 3 4=x P x P x   

4 3 5 4= ex x k x                                 

5 6 5= ( )x kx p o x   

6 6=x kx u   

1= ,y x                              (14) 

subject to 0 ( ) 10 / ( ) 75 / .u t U h and y t mg dL    

The input u=CV0 is a linear function of the applied 

voltage V0 according to the arguments presented in 

subsections A and B. In order to simplify the 

presentation, let us assume C = 1. 
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TABLE 1: Physical variables in the dynamic models 

 

Symbol Description 

x1(mg/dL) sensor measured plasma glucose level 

x2(mg/dL) plasma glucose level  

x3(min–1) interstitial insulin  

x4(mU/L) plasma insulin level  

x5(mU/Kg) insulin mass at intermediate site  

x6(mU/Kg) insulin mass at the injection site  

P1(min–1) glucose effectiveness  

P3/ P2(L/ mU) insulin sensitivity  

Vi(L/Kg) plasma distribution volume  

u(mU/Kg/min) insulin infusion rate  

Gb(mg/dL) basal plasma glucose level  

ib(mU/L) basal plasma insulin level  

OF calibration factor  

OS offset current  

c1 / c2 sensor sensitivity  

 

Consider a class of nonlinear systems 

 
( , )x f x u                           (15) 

y = h(x)                             (16) 

with state nx RÎ , input mu RÎ and output my RÎ . 

In equations (15)-(16), we assume that the vector field 

f(x,u) and the function h(x) are smooth.  

The glucose control problem is to regulate the blood 

glucose concentration from a high level to the basal 

level. Exact feedback linearization based nonlinear 

controls [17] can have good performance, however, 

these methods are sensitive to model uncertainties and 

disturbances, which is a big issue in glucose control 

problem. As a result, we will apply exact feedforward 

linearization technique based on differential flatness, 

which is more robust to the feedback linearization[18]. 

The feedforward linearization problem is to design a 

control ud to track a smooth reference trajectory 

connecting two stationary setpoints 0 0 0( , )d d du x y  and 

( , , )T T T
d d du x y  within a finite time interval [0,  ]t TÎ . 

The control and state variables satisfy the following 

relationships 

 
0 0 0 0 0 0( , ) : ( , ) = 0, = ( ),d d d d d du x f x u y h x        (17) 

( , ) : ( , ) = 0, = ( ).T T T T T T
d d d d d du x f x u y h x       (18) 

2.5 Differential flatness 
Definition [19, 20]: A system is said to be 

differentially flat if there exists a set of m differentially 

independent variables, 1[ ,...,  ]Tmz z z=  such that  

 
( )( , , , , ),z x u u u                      (19) 

( )( , , , ),x z z z    and                (20) 

( 1)( , , , ),u z z z                       (21) 

where , , and  are smooth functions of their 

arguments at least in an open subset of Rn+m(β+1), Rm(α+1), 

and Rm(α+2), respectively. A vector z which satisfies the 

above equations is called a flat output, and then the 

output vector can be written with respect to the flat 

output, 

 
( )( ) ( ( , ,..., )y h x h z z z    .            (22) 

All flat systems can be transformed into a normal 

form  

 

      

1 2

1

( )( , , , , ),   for 1, ,

i i

i

i

i i

i i
r r

i
k i u u u i m

 

 

  






 






   

  (23) 

via the Brunovsky state [21]:  

 

1 2

1 1 1 2 2
1 2 1 1( , , , , , , , , , , ) ,

m

m m T
r r r              (24) 

where 
1

m

ii
r n


 .  

By Delaleau and Rudolph [21], for the set of algebraic 

equations  
 

( )( , , , , )  i
i iu u u v                    (25) 

there always exists a solution 

( )( , , , , ) ,u v v v                     (26) 

where 1[ ,..., ]T
mv v v  and max( )i  . 

For example, consider a MIMO system 

 

1 2 1x x u                            (27) 

2 3 1 1x x x u                          (28) 
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3 2 2 .x x u                           (29) 

Set the Brunovsky state: 1 2 2( , , )x x x   . Then the 

MIMO system can be transformed into  

 
1 1
1 2 1u                            (30) 

2 1 1 2 1
2 2 2 1 1 2 1 2 .u u u u                    (31) 

As a result,  

 
1 1

1 1 2u                              (32) 

2 1 1 1 1 1 1
2 2 1 1 2 1 1 2( ) ( ).u                        (33) 

In fact, differential flatness is equivalent to dynamic 

feedback linearization on an open and dense set using a 

class of invertible dynamic feedbacks [20]. For SISO 

systems, a differentially flat system is equivalent to a 

static feedback linearizable system [22]. Fliess et al. 

[20] has proved that a flat system is controllable. 

 Hagenmeyer and Delaleau [18] showed that if the 

desired trajectory is in close proximity to the initial 

condition x0, i.e., 

 

      ( )
0 ( , , , ) ,d d dx z z z                 (34) 

then after applying the exact feedforward linearization 

control 

 
( )( , , , , ),d d d du v v v                   (35) 

the MIMO nonlinear system (23) is equivalent to the 

Brunovsky normal form (Proposition 1, [18]). 

 

1i i

i i

j j
r r

j j
r dr

 

 
 



 

                             (36) 

2.6 Two degree-of-freedom Control 
As shown in Fig. 2, the 2DOF controllers contain two 

components: feedforward control providing nominal 

input, and feedback control ensuring stability. The 

addition of feedforward controllers can improve the 

tracking performance when compared with the use of 

feedback controllers alone under acceptable model 

uncertainties, and thereby, significantly shorten the 

regulating time. However, model-based feedforward 

controllers alone cannot resist large model 

uncertainties[23], feedback controllers have been 

employed in conjunction with feedforward to reduce 

uncertainty-caused errors, such as sliding mode control 

[24], backstepping control[25], and PID control [18]. In 

this paper, we propose a 2DOF controller described as 

follows:  

 
( )( , , , , ) + ( )( ),d d d d du v v v K         (37) 

where K(ξ) is a scheduled gain. The gain scheduling 

control is designed to compensate unknown model 

uncertainties and avoid singularity problem, which often 

occur when using linearization techniques [26, 27]. 

Several gain scheduling methods[8] can be chosen 

dependent on the system requirements. These include 

hard switching, linear interpolation, and switching with 

hysteresis.  

The 2DOF method improves the robustness of the 

conventional  feedback linearization[17], which is very 

sensitive to model uncertainties. The feedback 

linearization technique exactly cancels nonlinearities via 

state feedback, while the 2DOF control method uses 

exact feedforward linearization (35), which is known to 

be more robust than feedback linearization in terms of 

model uncertainties[18].  

In the next section, a data-driven planning technique 

will be presented to further improve robustness towards 

both model uncertainties and unexpected disturbances. 

 
3 Data-driven Planner 
 

The 2DOF control can have better tracking 

performance than the use of feedback control alone in 

the presence of acceptable model uncertainties.[7] In 

reality, model uncertainties and unexpected disturbances 

can be large and result in substantial deviation of the 

output trajectory from the predefined planning trajectory. 

The time-driven 2DOF control often deteriorates this 

deviation, since the time-driven planner cannot stop, but 

instead continues to gives offline-computed values as 

time evolves. This fact will lead to poor performance, 

and even instability.  The data-driven planner, however, 

refers to the current output and the planning trajectories 

‘stop’ and ‘wait’ the system recovered from the 

disturbances. As a result, the data-driven 2DOF 

controller will not deteriorate the substantial deviation 

created by the model uncertainties or disturbances.  

As shown in equation (17)-(18), we need plan a 

sufficiently smooth reference trajectory connecting an 
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initial setpoint and a terminal setpoint in the time 

interval T, and then use this trajectory to develop a exact 

feedforward linearization control (35). The sufficiently 

smooth reference trajectory (Fig. 3 the dotted curve) can 

be constructed using a polynomial series [28] as follows, 

 

 2 1

0 0 = 1
( ) = ( ) / , [0, ],

r j

d T jj r
y t y y y a t T t T




  

  
(38) 

where r is the relative degree [17] of the nonlinear 

system (15)-(16), and  
 

( 1)( 1) (2 1)!
= , = 1, , 2 1.

!( ( 1))!(2 1 )!

j r

j

r
a j r r

j r j r r j

  
 

    


(39) 

Alternatively, we can use an exponential function (Fig. 

3 the solid curve),  

 
/

0= ( )( / 1) ,t b
T Ty y y t b e y             (40) 

where b = T / 10. 

 

 

Fig. 3 Polynomial planner (dotted) v.s. Exponential 

planner (solid). In this illustratrion, we choose T = 100, 

y0 = 10 and yT = 0. 

 

These reference trajectories yd(t) are sufficiently 

smooth, yet steep. As shown in Fig. 4(a), if an 

unexpected disturbance is applied over a short time 

period t , the output error y(t) - yd(t) grows sharply, as 

does the state error e = x – xd. According to [18] and 

equation (34), the feedforward control ud will fail to 

translate the nonlinear system into a normal form. This 

problem occurs because the time-driven planning 

trajectory refers to the reference trajectory at time 

instant t, i.e., yd(t). As a result, the time-driven 

feedforward control can have poor tracking 

performance, which may even lead to instability.   

The data-driven planner [29, 30] is a closed-loop 

planner (Fig. 2) driven by an action reference, s, which 

is a non-time scalar factor generated by measurement 

data. As shown in Fig. 4(b), a simplified data-driven 

reference trajectory refers to the reference trajectory in 

the output level, i.e., yd(y). The output error is zero and 

the corresponding state error is much smaller than the 

state error generated when using time-driven planning. 

As a result, the feedforward controller can guarantee 

good tracking performance.  Theorem 1 gives a 

sufficient condition for stability of the data-driven 

control approach. Very generally, this theorem implies 

that the stability of data-driven control is at least the 

same as the stability of the time-driven control.  

Moreover, in contrast to other planning approaches 

[8], the data-driven planner need not replan and 

regenerate a reference trajectory at every sampling time 

instant. In fact, the action reference parameter is 

calculated nearly at the same rate as the feedback 

control, meaning that the planning process is adjusted 

rapidly, enabling the planner to handle unexpected 

disturbances within one control execution sampling 

time.  

Theorem 1 [30]: If the nonlinear system (15)-(16) is 

asymptotically stable with a time-driven controller u(t), 

and the event s is monotonically increasing (or non-

decreasing) with time t, i.e., 

  
/ 0 (or / 0),ds dt ds dt               (41) 

Then this system is asymptotically stable (or stable) 

under the data-driven controller ( )u s . 

 

 

Fig. 4 Time-driven versus data-driven planning 

trajectory. A time-driven planning trajectory refers to the 

time instant t, while a data-driven planning trajectory 

refers to the output level y.  

 

The data-driven planner develops a relationship 

between the output y and its derivatives , ,...,y y  and 
( )ry . The exponential reference trajectory is easier to 

analyze than the polynomial trajectory, although yT  can 

only be approximately reached in time T. Given the 

output y, the time t can be calculated from equation 
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(40) directly.  

 
      / 1 = ,t b W                          (42)  

where 0( 1, ( ) /( ) )T TW W y y y y e     is the -1 branch 

of the Lambert W function, which is the solution of the 

function 0( ) /( ) = W
T Ty y y y e We  . From these 

equations, the first order derivative ( )y t  is 

  
      1

0( ) = ( )( 1) / .W
Ty t y y W e b            (43)  

If the output monotonically decreases with t, the event S 

is defined as  

 
      S = y0 – y; S0  = 0,                    (44)  

Thus, the derivatives of y can be written as functions of 

S,  
 

( ) 1
0( ) = ( )( ( ) 1) / ,W S

Ty S y y W S e b  (45)

( ) ( 2) ( 1) 2( ) = ( ( ) 2 ( )) / , > 2,i i iy S y S by S b i   (46) 

2( ) = [ ( ) 2 ( )] / ,Ty S y S y by S b            (47)  

where 0( ) ( 1,[ ( )] /( ) )T TW S W y y S y y e    . 

   Keeping in mind that the output y(t) may suddenly 

increase because of a short unexpected disturbance, we 

examine the effect of this disturbance on the event S. In 

order to keep the monototically nonincreasing condition 

required for Theorem 1, as shown in Fig. 5, the event S 

first increases as y decreases, but then stops evolving 

after y reaches a valley yc. S resumes evolution again 

only after y returns to the level of yc. 

 

 

Fig. 5 The event S stops growing until y is recovered 

from the disturbance. 

 

 

4 Control Application 
 

In this section, we will constuct flatness-based 

feedforward control for the insulin delivery system (14). 

The output is 1=z x , so the states can be described as 

functions of z, …, z(n) 

 

    1 = ,x z  

    2 = ( )/ ,x z z   

    3 2 1 2 2= ( ( ))/ ,bx x P x G x    

      4 3 2 3 3 3= ( )/ ,bx x P x P i P   

      5 4 4= ( ( )) / ,e b ix x k x i V p   

      6 5 5= ( ( ) )/ .x x p o x k   

In this case, the input also is a function of ( 1), , , nz z z   , 

since 

 

      6 6=u x kx                           (48) 

 

Hence, the system (14) is differentially flat. 

The 2DOF controller can be written as 

 

      = ( ) ( ) ( ),du K z PD e                 (49) 

 

where ( )K z  is a hard-switching scheduled gain, and 

the state ( 1)= [ , ,..., ]n
d d d dz z z   . The PD controller is 

 

      ( ) ( ) ( )p d d dPD e K z z K z z     .        (50) 

The feedforward control ud = Θ(ξd) can be computed as 

 

2 1 2

21

31 22 1 21

32 23 1 31 22

33 24 1 31 23 32 22

34 25 1 31 24 32 23 33 22

35 26 1 31 25 32 24 33 23 34 22

4 3 2 3

= ( )/ ,

= 1/( ),

= [ ] ,

= [ ( ) ] ,

= [ ( ) 2 ] ,

= [ ( ) 3 3 ] ,

= [ ( ) 4 6 4 ] ,

= (

d d

b

x

D x G

x x P x D

x x P x x D

x x P x x x x D

x x P x x x x x x D

x x P x x x x x x x x D

x x P x

   

 



 
  

   

    






3

5 4 4 3

6 5 5

62 61

)/ ,

= ( )/ ,

= ( ( ) )/ ,

( ) = .

e

d

P

x x k x

x x p o x k

x kx







 
 




       (51) 
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5 Simulation Results 
 

 To demonstrate the effectiveness and robustness of 

the data-driven 2DOF control algorithm, we test 

different cases by computer simulation using Matlab 

and Simulink. The system parameters are set as Table II.  
 

Table 2: System Parameters Used In The Simulation 

Parameters Value  Parameters Value 

P1 0.003082 ke 0.267 

P2 0.02093  θ1 0.33 

P3 0.00001282 θ2 0.33 

Gb 85 ib 0 

o 0.0125 P 0.25 

k 0.25 Vi 0.21 

 
5.1 Test of robustness 

First of all,  the robustness of the data-driven 2DOF 

control method is tested by a couple of cases. 
 

Case 1: Various initial glucose input 

Initial glucose inputs range from 5 to 40 mg/min at 6 

- 11 min and the BGL(blood glucose level) is sampled 

every 5 min. When the data-driven 2DOF control is 

applied, the BGL converges to the basal level in 80 - 

130 min, and remains above the minimal level. The 

magnitude of the insulin infusion rate grows as the 

initial glucose input increases. The maximum insulin 

infusion reaches 7 U/h, which is under the constraints.  

  

 

Fig. 6 The data-driven 2DOF control approach is tested 

by various initial glucose input, the BGL converges to 

the basal level in 80 - 130 min, and remains above the 

minimal level. 

 

Case 2: Various sampling interval 

Two glucose inputs 40 and 3 mg/min are administered 

at 6 - 11 min and 17 - 26 min, respectively. The BGL is 

sampled from 5 to 20 min. The BGL converges to the 

basal level in 130 - 160 min. Clearly, the proposed 

method can control blood glucose levels even for a 20 

min sampling interval, which would cause poor 

performance in most feedback-based controllers. The 

feedforward linearization technique in the 2DOF control 

largely reduces the dependence of the real-time 

feedback, leading to the sampling robustness observed 

in our simulations.  

 

 

Fig.  7  The BGL is sampled from 5 min to 20 min. 

The BGL converges to the basal level in between 130 

min and 160 min. 

 

Case 3: model uncertainties 

Two glucose inputs 40 and 3 mg/min are 

administered at 6 - 11 min and 17 - 26 min, respectively. 

The BGL is sampled every 5 min. The system (14) with 

model uncertainties can be written as  

 

    ( , ) ( ,0)x f x u f x  ,                 (52) 

 

where ( ,0)f x  implies that model uncertainties are  

proportional to vector field f(x,0), and  >0 is a 

constant coefficient. For  values of 0.5, 1, and 1.5, the 

BGL still converges under the same controller 

parameters. The larger model uncertainty leads to a 

longer convergence time; however, one can always 

adjust the gains of the PD controller (50) to achieve 

desired performance.  
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Fig.  8  The BGL converges to the basal level subject 

to model uncertainties. The model uncertainties are 

assumed to be 0.5 (solid), 1(dashed) and 1.5(dotted) 

times of the proposed model.  

 
5.2 Comparing to other control algorithms 
1) Time-driven approach 

With a 10 mg/min initial glucose, a disturbance of 1 

mg/min glucose is applied over the time period from 36 

- 47 min. The data-driven approach converges to the 

basal level at 130 min, while the time-driven approach 

requires 200 min - a significant, and biologically costly 

delay relative to the  data-driven approach. 

 

 

Fig.  9 In the event of disturbance, the time-driven 

control converges to the basal level at 200 min, while 

the data-driven control converges at 130 min. 

 

2) MPC approach 

The MPC (Model Predictive Control)[3, 31] is the 

most extensively applied control mechanism in 

industrial processing besides PID control. The Linear 

MPC approach first applies local Jacobian linearization, 

then uses a finite-horizon optimal control as follows, 

 

 =1

=1

( ( | ) ( )) ( ( | ) ( ))

( 1) ( 1)

p
T

i

m
T

i

y k i k r k i Q y k i k r k i

u k i Ru k i

     

    




(86) 

Two glucose inputs 40 and 3 mg/min are administered at 

6 - 11 min and 17 - 26 min, respectively. Using the MPC 

approach with a 5 min sampling interval, the BGL 

converges to the basal level at 170 min, while the data-

driven 2DOF control stabilizes the BGL at 140 min.  
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Fig.  10 BGL converges to the basal level at 170 min 

by MPC appraoch, while BGL converges at 130 min by 

the data-driven 2DOF control approach. 

 

3) PD control 

Two glucose inputs 20 and 3 mg/min are administered 

at 6 - 11 min and 17 - 26 min, respectively. Using the 

classical PD approach with a  5 min sampling interval, 

the BGL converges to the basal level at 160 min. When 

the first initial glucose input changes to 40 mg/min, 

however, the BGL significantly undershoots the 

minimal allowable glucose level, which may be 

dangerous to the patient. For both 20 mg/min and 40 

mg/min, though, the data-driven 2DOF control approach 

makes the BGL converge at 140 min while at the same 

time remaining will within the safety range. 

 

 

Fig.  11 Using the data-driven 2DOF control approach, 

the BGL converges at 140 min and above the minimal 

level in both cases, while the BGL goes underneath the 

minimal level using the classical PD control approach.  
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4) Backstepping control with Extended Kalman Filter 

Yang et al. [6] proposed a backstepping control 

algorithm for the glucose control problem. Two glucose 

inputs 20 and 3 mg/min are administered at 6 - 11 min 

and 17 - 26 min, respectively. When we apply the 

classical backstepping control approach with a 5 min 

sampling interval and given full state information, we 

find that the BGL converges to the basal level at 150 

min, which is comparable with our proposed approach. 

However, when EKF (Extended Kalman Filter) [32] is 

applied to estimate the states, the BGL goes underneath 

the minimal allowable level.  
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Fig. 12 Using the backstepping control approach with 

full states information, the BGL converges to the basal 

level at 150 min, similar to the data-driven approach. 

However, when EKF is used to estimate the states, the 

BGL goes underneath the minimal level.  

 
6 Conclusions 
 

A new data-driven 2DOF control mechanism for 

controlling a micropump and microneedle integrated 

device is presented in this paper. Compared with several 

feedback techniques in literature, this approach 

demonstrates much shorter regulating time for glucose 

control. In addition, this method also resists more model 

uncertainties and unexpected disturbances than other 

2DOF controls, while has the same regulaton 

performance. This work focuses on theorectial 

breakthrough and validation by computer simulation. 

Labortary experiments will be implemented in future 

work.  
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Abstract: Intelligent rescue systems with high information and robot technology have been expected to mitigate 

disaster damages, especially in Japan after the 1995 Hanshin Awaji Earthquake and in USA after the September 11, 

2001 terrorist attack on New York City. Public safety and security problems are not limited to Japan and the United 

States, since every country has experienced man-made and natural disasters in the past. This paper introduces a 

developed grouped rescue robot systems with high-functionality multiple mobile robots and robust/scalable 

information infrastructure for searching tasks in disaster scenario.  
 
Keywords: search and rescue, safety and security, RT and ICT,  

 

 

I. Introduction 

Intelligent rescue systems with information and 

communications technologies (ICT) and robotics 

technology (RT) have been proposed to mitigate disaster 

damages, especially in Japan after the 1995 Hanshin-

Awaji Earthquake. In particular, it has been stressed the 

importance of developing robots for search and rescue 

tasks, which can actually work in a real disaster site. In 

USA the September 11, 2001 terrorist attack on New 

York City and Washington, DC, the hijacked plane crash 

in Pennsylvania, and the Anthrax attack that 

immediately followed instantly changed people attitude 

about safety and security in their personal lives. Public 

safety and security problems are not limited to Japan 

and the United States, since every country has 

experienced man-made and natural disasters in the past. 

Solutions will depend upon new, unconventional 

approaches to search and rescue. Robotics, information 

and communications technologies, devices and system 

integration can play an important role in providing 

technology that can contribute to Safety, Security and 

Rescue activities.  

II. DDT project of rescue robot systems 

Japan, which suffered Hanshin Awaji Earthquake, has 

drawn on the lessons of that experience to alleviate the 

damage caused by disasters in major urban areas. It is 

well known that rescue in 3 hours is desirable, and that 

the survival rate becomes drastically low after 72 hours. 

We should search and rescue victims from debris within 

this 'golden 72 hours' [1]. 

A lot of rescue robots have been developed in Japan. 

From 2002 to 2007 "Special Project for Earthquake 

Disaster Mitigation in Urban Areas" (DDT Project) 

launched by Ministry of Education, Culture, Sports, 

Science and Technology, Japan [2]. In DDT project we 

have 4 mission units (MU) to accomplish our objective 

as follows with considering disaster scenario (Fig. 1).  

Fig. 1 Overall concept in disaster scenario 

1. Information Infrastructure System Mission Unit  

Main systems in this MU are RF ID tags and Micro 

servers. Tasks of this group is global information 

collection (> 10 km) using ad hoc networks, micro 

servers, RF ID tags, home facilities, etc. and 

development of communication protocols, data 

structures, etc. for data integration. 

2. Aerial Robot System Mission Unit  

Main systems in this MU are helicopters, airships, 

balloons. Tasks of this group are global surveillance (< 

some km) for information collection at the initial state 

of incidents and local surveillance from sky (< 200 m) 

for victim search and support of ground vehicles as the 

second deployment. Fig. 2 and 3 show an autonomous 
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helicopter (Prof. H. Nakanishi, Kyoto Univ.) and a 

balloon for information gathering (Prof. M. Onosato, 

Hokkaido Univ.), respectively.  

3. In-Rubble Robot System Mission Unit 

Main systems in this MU are serpentine robots, 

crawler-type robots, and sensor balls. Tasks of this 

group are local information collection in the rubble pile 

(< 30 m) for victim search and environmental check.  

Serpentine snake-like robots KOHGA (Prof. F. Matsuno, 

Kyoto Univ.) and SORYU (Prof. S. Hirose, Tokyo 

Institute of Technology) are shown in Fig. 4 and Fig. 5, 

respectively.  

4. On-Rubble Robot System Mission Unit 

Main robots in this MU are crawler type, wheeled, 

and jumping robots. Tasks of this group are local 

surveillance on the rubble pile (< 50 m) for victim 

search and environmental check. Fig. 6, 7 and 8 show a 

wheel type robot FUMA (Prof. F. Matsuno, Kyoto 

Univ.), a two-tracks robot with an arm HELIOS (Prof. S. 

Hirose, Tokyo Institute of Technology) and a four-tracks 

robot with an arm KOHGA3 (Prof. F. Matsuno, Kyoto 

Univ.), respectively.  

These rescue robot systems have some sensor, for 

example a camera and a laser range finder (LRF). An 

operator controls a robot using a user interface based on 

the transmitted information from the remote site. Their 

abilities are restricted by communication performance 

in a practical environment.  

III. Development and Integration of New 
Grouped Rescue Robots System 

When size of a disaster area is very large and fast 

information gathering is required, robotic system has to 

use multiple robots to acquire information. Another 

requirement is online data processing to use collected 

information to subsequent rescuer operation. To address 

these issues, the project [3] in our group founded by 

NEDO from 2006 to 2008 focuses on the following:  

I. A high-functionality multiple mobile robot system. 

II. A robust and scalable information infrastructure, 

which includes network and GIS data system. 

 
Fig. 4 KOHGA (Prof. F. Matsuno) 

 

 
Fig. 5 SORYU (Prof. S. Hirose) 

 
Fig. 2 Autonomous helicopter (Prof. H. Nakanishi) 

 
Fig. 3 Info-balloon (Prof. M. Onosato) 

    
Fig. 6 FUMA       Fig. 7 HELIOS 

(Prof. F. Matsuno)    (Prof. S. Hirose) 

 
Fig. 8 KOHGA 3 (Prof. F. Matsuno) 
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III. An efficient user interface and control system to 

operate robots and to manage lots of information. 

To design above systems, we also focused following 

issues: 

ADAPTABILITY: There are no "same-situation and 

same-environments" in a disaster target area, and a 

situation will change fast in the disaster. The system has 

to have adaptability by a configuration and capabilities 

to adapt to changing environments. 

SCALABILITY: To deploy robots, the communication 

infrastructure is also extensible physically. Note: only 

robots can address to the disaster area, robots have to 

have network building function by itself. 

USABILITY: The human resource is one of the highest 

cost components of the system. The system has to have 

efficient/usable interface to operate. For example, 

simultaneous multiple robots operation support, semi-

auto operation support and information presentation 

interface that only shows necessary information to 

operators, for each situation.  

According to the above mentioned sub-themes and 

issues, we newly developed four elements: mobile robot 

platforms, ad-hoc wireless network called Robohoc 

network, user interface to control multiple robots and 

GIS data server 

1. Mobile robot platforms 

We have developed two types of mobile robot 

platforms which achieve 1.0[m/sec] driving on a flat 

plane, and have high mobility and high ability. One is a 

pioneer type robot as shown in Fig. 9 (a), and the other 

is a surveyor type robot as shown in Fig. 9 (b). The 

function and role of each type are below.  

At first of a given mission, pioneer type robots 

expand the wireless network area by deploying wireless 

network ad-hoc nodes. The robot can eliminate 

lightweight obstacles and open doors by using a 

mounted manipulator. To construct a wireless 

infrastructure, the pioneer type robot is mainly 

teleoperated from a remote safe place by an operator. 

Next of the mission, a number of surveyor type 

robots semi-autonomously search a target building 

under the information infrastructure that was already 

constructed by the pioneer type robots, and gather 

information of damaged building and victims.  

Each robot has a network camera, a fish-eye camera, 

a LRF, an attitude sensor, IR sensors, rotary encoders 

for motors which drive tracks, and potentiometer to 

measure angles of multifunctional and flipper arms. To 

control developed mobile robot platforms, following 

methods are implemented. 

M1. Full manual control method with virtual 

bumper: A robot is controlled by sending commands 

related to translational velocity and rotational velocity 

directly with joystick device. Function of the virtual 

bumper stops the movement of the controlled robot 

when an obstacle is detected within the pre-defined area 

around the robot by LRF and IR sensors. 

M2. Line trajectory trace method: An operator points 

a sub-goal location of the robot on an environment map 

generated by a LRF, then the robot is controlled to 

follow the line created by connecting the current and 

sub-goal points with a certain velocity until the robot 

reaches the goal point. 

M3. Right/Left hand wall following full-autonomous 

control method: In this mode, a robot autonomously 

cruises in the building along right/left wall with keeping 

a certain distance from the wall without operator's 

commands.  

M4 Direction oriented semi-autonomous control 

method: In this mode, an operator commands desired 

moving direction of a robot. The robot runs to the 

direction according to compass data with avoiding 

obstacles. 

2. GUI for controlling multiple robots 

Developed user interface is shown in Fig. 10. GUI 

enables to control multiple robots by one operator. For 

selecting a control method of a robot, the operator clicks 

a control button at the upper side of GUI (1 in Fig. 10). 

To select destination of command for a robot, an 

operator selects a target robot in a panel located at the 

bottom of the GUI. Outside of the selected robot panel 

is colored. For each robot, the selected control method 

is indicated in the robot panel (2 in Fig. 10). The robot 

  
(a) Pioneer robot         (b) Surveyor robot 

Fig. 9 Developed Robot system (Prof. F. Matsuno) 
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panel displays 3D CG model of each robot and shows 

arm position, velocity and attitude of each robot, laser 

range finder data around robot and on/off status of the 

virtual bumper (3 in Fig. 10). The robot panel also 

displays the state of network communication for the 

robot (4 in Fig. 10). The robots have two or three 

cameras, and images from them are displayed at the 

upper left side of GUI. To select which camera image to 

be displayed, a camera selecting button is located at the 

right side of the camera image (5 in Fig. 10). Note that 

an operator can select only one camera, in order not to 

affect a heavy load to Robohoc network. Quality of 

camera image (frame rate and compressing rate) also 

can be selected by a slider bar (6 in Fig. 10). Moreover, 

the operator can choose a sending method of image data. 

In first method a raw jpeg image is send directly. In the 

other method a jpeg image is divided into small 

reconfigurable images and divided images are sent.  

3. Communication system 

To operate multiple robots simultaneously in the 

disaster area, a sort of full-wireless network system is 

required. Moreover, it should be robust to withstand 

environment changes and dynamic extension by robots 

themselves. We proposed a network system which has 

the characteristics in our previous paper [4], and called 

it as "Robohoc network". 

There are lots of previous studies about the 

networking for the robotic system and/or the sensor 

network system. However, the most important issue for 

the network for the disaster situation is the adaptability 

to the environment rather than the performance 

(throughput, number of nodes, etc.). This adaptability 

also relates to the network bandwidth management 

because both of the network throughput and latency are 

variable parameters. The system has to change the total 

usage of its network to follow such changes. 

Followings are the requirements for the 

communication system from the system design's point 

of view 

R1. Use wireless communication technology to 

communicate with multiple moving robots 

simultaneously and to collect information from lots of 

sensors which are deployed by robots in the target area. 

R2. To communicate with moving robots and static 

sensors. 

R3. To supply enough bandwidth to sent a video stream 

from a robot. 

R4. To show the up-to-date status of the network itself 

to other system. 

R5. To be physically extensible by robots alone without 

human help. 

We developed not only the software and protocols 

for Robohoc network, but also the prototype of 

Robohoc nodes to construct the wireless ad-hoc network 

for our field trials (Fig. 11).  

It is necessary to communicate information such as 

commands to robots and sensor data to an operator 

including video images stably with considering not to 

break down all network performance. Constructed  

Robohoc network is a kind of wireless ad-hoc network, 

so it has a limitation of throughput. To manage the 

bandwidth of Robohoc network, communication data is 

classified into four categories according to two 

attributes, data size and responsiveness, as shown in Fig. 

12. This bandwidth management mechanism is based on 

time sharing of communication resource, namely not all 

Fig. 10 GUI (Prof. F. Matsuno) 

 
Fig. 11 Robohoc node (Dr. Y. Uo)

Robot control dataRobot control data

Heart beatHeart beat

Video image for 
remote control

Video image for 
remote control

Sensor dataSensor data

Topological informationTopological information

Sound dataSound data

Video dataVideo data

Fast responsive communication Delay allowable communication

Large data size

Small data size  
Fig. 12 Categories of communication data  

(Dr. Y. Uo) 
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data have to be sent in real time and there are delayable 

data. 

4. GIS server 

We categorized roles of GIS as two spheres, spatial 

temporal database management sphere and operation 

support sphere. In spatial temporal database 

management sphere GIS has to deal with following four 

types information; 

I1. Base map information: In most of public building 

or underground space base map data exists. In this 

mission we assume that rescue team can get base map 

data before rescue activity. If different accuracy sets of 

data are provide, the highest accuracy data have to be 

selected. 

I2. Information collected by grouped rescue robots: 

Trajectories of mobile robots to check their behavior, 

time series sensor information for robots themselves, 

environmental information to get from various sensors 

mounted on the mobile robots to check damage 

condition of the target space, and locations of access 

points for Robohoc network placed by the pioneer 

robots to manage Robohoc network condition must be 

stored. 

I4. Robohoc network condition: Radio field intensity, 

correspondence of access points, and transmission path 

must be stored. 

I5. Resources of mobile robots and access points for 

Robohoc network: Remaining amount of battery of 

each robot and access point, HDD of each robot, 

equipped access points of each pioneer type robot must 

be stored.  

In operation support sphere we have two functions 

as follows; 

F1. Function for making support information for 

robot operators: Calibration of initial point of robots, 

input of changed objects from base map information, 

and alert of no-operation areas caused by 

ground/communication condition are assumed. 

F2. Function for operation support for information 

administrators: Access point location planning, 

removing location errors from environment map 

information generated by LRF data, input no-operation 

and search areas are assumed. 

In order to realize the requirements for GIS it is 

effective to use a temporal GIS as a database 

management system. In this case we select our original 

temporal GIS "DiMSIS" which have been developed 

since immediately after Great Hanshin-Awaji 

Earthquake as a common spatial temporal database 

management system for disaster risk management [5]. 

Fig. 13 shows a screenshot of viewer of GIS.  

5. System Integration 

Constructed system structure is shown in Fig. 14.  

The system consists of an operator PC, a GIS server and 

a FE (Front End) server in the operator station, Robohoc 

network and robots. The GUI on the operator PC is an 

application for controlling grouped robots remotely, and 

displaying instantaneous data sending from robots. GIS 

server is a database server handling global position data 

such as position of robots, rescue teams and victims in 

the disaster site. FE server is an application to connect 

user interface, GIS server and robots. Robohoc network 

ensures communications between the operator station 

and robots. To use Robohoc network, the operator 

station system robots equip a special network controller. 

To connect with this special network controller, the 

operator station and robots are connecting each other 

without paying attention to the Robohoc network like 

normal wireless LAN network.  

撮影ポイント

撮影した
写真の参照ロボットの軌跡

撮影ポイント

撮影した
写真の参照ロボットの軌跡

Photo point

Stored picture
Robot Trajectory

 
Fig. 13 Screenshot of viewer of GIS  

(Prof. M. Hatayama) 

 
 

Fig. 14 Constructed system structure  
(Dr. T. Kamegawa) 
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IV. DEMONSTRATIVE EXPERIMENTS 
AND TRAININGS 

We carried out the demonstrative trainings to test 

developed robot system as shown in Fig. 15. This event 

was held as a special event for SICE International 

Conference on Instrumentation, Control and 

Information Technology 2008 (SICE Annual 

Conference 2008) in Tokyo on 21st August, 2008. In 

this training, two incumbent fire fighters controlled 4 

robots manually, and Robohoc network was not utilized.  

As a mission scenario, the pioneer type robot was 

controlled to put Rohoboc nodes on an environment, 

and then the surveyor type robots were controlled to 

investigate in a building. As a result, they could 

accomplish to find (dummy) victims through video 

images from the surveyor type robots. 

Fig. 15 Demonstrative training by fire fighters 

After a while, we carried out another demonstrative 

experiment for rescue activities using fully developed 

grouped robot systems as shown in Fig. 16.  

Fig. 16 Demonstrative training by using  

Robohoc network 

In the demonstrative experiments, the system was 

handled by three people, a commander for all system, a 

robot operator and an information operator, and 5 robots 

were controlled. In this demonstrative experiments, the 

size of target area is 57[m]x32 [m] that is larger than 

previous demonstrative trainings, and 8 Robohoc nodes 

were previously set in the building. It is assumed that a 

part of the map of the building were available for GIS 

data server. Fig. 17 shows an application of a network 

status monitoring viewer that indicates connection of 

wireless network to neighborhood nodes and which 

robot connects to which node.  

Fig. 17 Network status monitoring viewer (Dr. Y. Uo) 

At first, the pioneer type robot was manually 

controlled to put Rohoboc nodes on an environment. 

Then the surveyor type robots were manually and 

automatically controlled to investigate in a building. 

When the robot operator found something to update to 

GIS data server, the information operator inputs the data 

to GIS. The information operator sometime fixes a robot 

trajectory drawn in a global map. When the robot 

entered new area, it means there is no previous map, the 

information operator creates a new map according to 

LRF information. Finally, operators could accomplish to 

find (dummy) all victims in the floor through video 

images from the surveyor type robots. 

V. CONCLUSION 

In this paper, the developed grouped rescue robots 

system for searching in damaged buildings is described. 

The system is consisted of four elements, mobile robot 

platforms, user interface, ad-hoc wireless network and 

GIS server. The system was integrated so as to 

complement the element's limitations each other. 
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Human-Robot Interaction and Social Relation

Michita Imai (Dept. of Computer and Information Science, Keio University)

This paper presents the factor of designing an anthropomorphic agent such as a
communication robot and an embodied communicative agent. Communication is a
cooperative phenomenon between participants. People involved in a communication
speak and hear actively during the conversation. However, it is difficult to engage
them in the communication with a robot because they seldom actively consider the
communicative intention of the robot. The paper explains the importance of social
relationship between a human and a robot for engaging people in the communication.
In particular, we consider how the relation makes them consider the intention of the
robot. Also, I show what factors of the robot design elicit the social relation.

1 Intoroduction

Researches related to HRI (Human-Robot Interaction) in-
vestigate how to design a robot which has a anthropo-
morphic character, behaves autonomously, communicates
with people. And they consider what application the robot
achieves. In spite of progress of many researches, few sys-
tems use the merit of HRI. An agent which makes peo-
ple anthropomorphize itself is used at ATM or MS Of-
fice. However, it gives their functions just something ex-
tra. However, there are a lot of researchers in the field of
HRI. This means that they consider intuitively that there
are valuable things in the interaction between people and
a robot. The paper explains what are the key factors for
applying HRI technology to an interactive system.

2 Key Factors at HRI research

Key factors at HRI research depend on a type of a used
robot. There are two types of robots; one has a anthro-
pomorphic figure and the other does not. This paper fo-
cuses on the robot which has an anthropomorphic figure
because HRI researches are related to the aspect of com-
munications. In particular, researches about non-verbal
expressions such as gestures and gaze movements are im-
portant for HRI field.

I write four main factors which are important in design-
ing a robot as a interactive system.

i. Characteristic of being athropomor-
phized

A human-like figure enhances the tendency of anthropo-
morphizing a robot. The robots which have a human-
like figure are intended to utilize the characteristic. The
human-like figure makes the robot communicate with peo-
ple easily using verbal and non-verbal expressions.

ii. Capability of sharing environments
with people

The words ”sharing environments” do not indicate sim-
ply that the robot exists in the same place with a person.
Those mean ”cognitive sharing” (it is called Joint atten-
tion in developmental psychology [3]) that the robot pays
its attention to the same thing/event as people and that
it makes people consider that both of them look at it to-
gether. The design of the robot’s behaviors is crucial to
establish joint attention [1] [5]. The robot intentionally
turns its gaze toward a target, makes eye contact with a
person, and points at it with its hand at an appropriate
timing. A research reported that the ability of establishing
joint attention in a real world is higher than CG charac-
ter on a PC screen [6]．The robot is more advantageous
than the other devices in terms of sharing environmental
information. For example, it can explain items at an exhi-
bition or a route to a place by using verbal and non-verbal
expressions. Moreover, since the body of the robot exists
physically in our environment, the robot’s expressions can
be seen by people around the robot. The embodied ex-
pressions give information to them even though they are
not a primary person in the communication.

iii. Establishing relation with people

The relation between people and a robot is significant for
natural communication between them. People understand
what the other said by inferring his/her communicative in-
tention. However, they do not make the inference for an
anonymous person. Since the inference is an active mental
function, people make the inference for someone related to
them. They seldom infer the communicative intention of
the others who do not have relation with them. Although
the relation exists between friends, family, colleague, and
so on, it is not necessarily a formal one. People do not
understand actively what the other says when they do not
even have a casual relation. The study [4] found that
the existence of the relation between a experimental par-
ticipant and a robot have effect on whether he/she can
understand the robot’s utterance. The physical existence
of the robot gives it the advantage when it establishes the
relation with people.
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iv. Constraints coming from existence

Since a robot has a physical body, it occupies our living en-
vironment. However, the physical body improves the abil-
ities of sharing environments and establishing relations.
CG character can also make the relations by preparing a
context which engages a person in the interaction. How-
ever, it is difficult for CG character to communicate with
people passing by. The CG character’s abilities of attract-
ing people is weaker than the robot’s. The HRI research
should employ the effect of the physical existence posi-
tively. For example, station staffs can manage the flow of
crowded people in rush hour by just standing. Although
nowadays robots do not have such a existence like a sta-
tion staff, the HRI researches like a android science[2] will
reveal what is an important factor to manage people.

3 Reconsider HRI research

The question related to HRI researches is that we need
a robot as the interface of an interactive system. This
section discusses the issue.

Is a robot needed to just achieve a com-
munication with people? ?

Dose a robot need an anthropomorphic fig-
ure?

Is the anthropomorphic figure important
to refer to information in a real world?

We do not need a robot if a system just gives us infor-
mation. On the other hand, we must discuss the role of
communications in human-society to conclude the ques-
tion.

Humans do a lot of activities by communicating with
the others: establishing a relation with others, empathiz-
ing with them, behaving considering them, and sharing
an experience with them. The important matter among
them is to behave considering the others. If a human and a
robot behave considering the other’s mind each other, not
only the robot takes account of the human, but also he/she
considers the robot when doing something. The bidirec-
tional consideration makes them share their experience.
The sharing the experience differentiates the robot from
a simple computer which just gives anyone the same cold
information. There is possibility that the robot can give
each individual different information reflecting a shared
experience between them.

We should reconsider the robot as the interface of an
interactive system after succeeding in developing a robot
which can interact with people based on shared experi-
ences.
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Abstract: Dance is an intangible cultural asset. It is passed on from one person to another through oral instruction, and 
so are the waza, the skills and techniques, involved in dance. Many traditional dances in Japan, however, are 
‘endangered species’ due to the shortage of practitioners. We are attempting to create digital archives to record and 
store the body motions of buyo using digital technologies, such as motion capture. We are endeavoring to solve this 
serious issue of losing an important tradition. In this paper, I would like to present part of our scientific analysis of the 
waza in Nihon-buyo, which have been passed down, sometimes in silent, tacit manners.  
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I. INTRODUCTION 

Dance is an intangible cultural asset. It is passed on 

from one person to another through oral instruction, and 

so are the waza, the skills and techniques. involved in 

dance. Many traditional dances in Japan, however, are 

‘endangered species’ due to the shortage of practitioners. 

We are attempting to create digital archives to record 

and store the body motions of buyo using digital 

technologies, such as motion capture. We are 

endeavoring to solve this serious issue of losing an 

important tradition. In this paper, I would like to present 

part of our scientific analysis of the waza in Nihon-buyo, 

which have been passed down, sometimes in silent, tacit 

manners. 

The purpose of this research is to examine how the 

performers of Nihon-buyo differentiate the basic 

motions when performing different dance roles and how 

their proficiency levels affect the differentiation. We 

plan to achieve our goal by analyzing their motions and 

evaluating the impressions generated. 

 

II. THE DESCRIPTION OF THE WORK 

This research examines “Musume-Dojoji” and 

“Tenaraiko,” both key titles in Nihon-buyo. “Musume-

Dojoji,” which premiered in 1753, portrays an 

adolescent girl who is in love with a mountain priest. 

“Tenaraiko,” which premiered in 1792, portrays a 

precocious downtown girl who is on her way back home 

from a temple school called Terakoya. “Tenaraiko” is a 

play that was made about forty years after “Musume-

Dojoji,” and a passage from this earlier play is used in 

“Tenaraiko.” The girl in “Musume-Dojoji” dances with 

her heart filled with love, and this same passage is used 

in “Tenaraiko” when the young town girl dances in a 

precocious manner. The lyrics and the dance motions 

are the same in both plays. However, while the amorous 

attention of an adolescent girl has to be portrayed in the 

former, almost a childlike innocence of a precious girl 

has to be portrayed in the latter.  

 

III. ABSTRACTION IN MOTIONS 

This research examines the aforementioned common 

portions of the dances from “Musume-Dojoji” and 

“Tenaraiko,” namely, the three basic motions of Nihon-

buyo: Okuri, Osuberi and Mitsukubi. 

Okuri is about the motion of walking. Although it is 

a simple walking motion, the performer in “Musume-

Dojoji” is required to walk with her toes turned inward 

and slide on the floor, while her knees and pelvic region 

are relaxed Musume-Dojoji. On the other hand, in 

“Tenaraiko,” the performer is required to walk lightly 

with short steps while pressing the legs and knees 

together. 
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IV. MOCAP AND THE METHOD 

We used an optical motion capture system to 

measure the body motions from the aforementioned 

dance. In our research, we placed 29 markers on the 

dancer's body, and her movements were measured with 

10 cameras(See Fig.1.). The acquired data can be 

observed as a time series of 3 dimensional coordinate 

values (x, y, z) of each marker in a frame (60 fps). 

1. The Experiment: Performers 

The performers selected for our motion analysis 

were three women who have studied Nihon-buyo. Their 

experience varies. Performer A with Nihon-buyo 

training and experience of less than a year, Performer B, 

17 years, and Performer C, 15 years. We asked them to 

dance each play five times. After taking the 

measurements, we asked the performers what dance 

strategies they used in their renditions. 

2. Feature Values for Body Motion 

In order to understand the intensity of the features of 

each dance motion, its physical features were extracted 

from the perspective of time, space and dynamics, 

which are the components of a movement. 

Result of Okuri movement analysis 

From the simple walking motion of Okuri, 16 

physical features were obtained: the velocity and the 

acceleration of the vertex of the head, right shoulder, 

right elbow, right fist, lower back, right knee and right 

toes, the angle of the knee and the height of the lower 

back. We then conducted a principal component 

analysis  using a total of 32 variable quantities, which 

were the mean values and the standard variations. We 

extracted 5 principal components with the eigenvalues 

of 1 or greater, with an accumulated contribution rate of 

84.5%. We interpreted PC1 to be the variable quantity 

showing “the speed of motion,” PC2 “the motion of 

hand,” PC3 “the strength of the lower body,” PC4 “the 

strength of the elbow” and PC5 as the “the strength of 

the feet.” 

The PC1 and PC2 scores were plotted on the x-axis 

and the y-axis respectively, and all trials were plotted on 

the x-y graph ,as in Fig. 2. PC1 is the axis showing the 

speed of motion. In this Fig., the speed increases as the 

score shifts toward the right side of the graph and 

decreases as it shifts toward the left. PC2 is the axis 

showing the motion of the hand. In the same Figure, the 

hand is moving more quickly as the score nears the top 

of the graph, while the movement is slower when the 

score approaches the bottom.  

Fig. 2 shows that these measurable variables were 

largely divided into three groups according to each 

performer. Comparing the performers, it was found that 

performers B and C, with higher proficiency levels, 

moved more quickly than performer A, a dance beginner. 

All performers danced “Musume-Dojoji” and 

 
Fig.2. Plot of PCA score of Okuri 

 
Fig.3. Plot of PCA score of Osuberi 

 
Fig.4. Plot of PCA score of Mitsukubi 
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“Tenaraiko” differently; however, the ways they 

differentiated their dances varied considerably from 

performer to performer. 

Result of Osuberi movement analysis 

From the soft curvilinear motion of Osuberi, we 

obtained 12 physical features: the velocity and 

acceleration of the vertex of the head, right shoulder, 

right elbow, right fist, lower back, right knee and the 

toes of the right foot, the angle of the right knee and the 

height of the lower back. Again, we conducted a 

principal component analysis  using a total of 24 

variable quantities, which were the mean values and the 

standard variations. As a result, 5 principal components 

with eigenvalues of 1 or greater were extracted (the 

accumulated contribution rate was 85.3%). We named 

PC1 as “the speed of motion,” PC2 as “the bend of the 

knees,” PC3 as “the strength of the body’s center,” PC4 

as “the strength of the area below the neck” and PC5 as 

“the strength of the feet.” 

We plotted the PC1 and PC2 scores on the x-axis 

and y-axis respectively; all trials were plotted on the x-y 

graph. The result is shown in Fig. 3. PC1 is the axis 

showing the speed of motion. In Fig. 3, the speed 

increases toward the right side of the graph and it 

decreases toward the left. PC2 is the axis showing the 

bend of the knees. In the Fig., the knee is stretched more 

as it nears the top of the graph, but the knee is more 

bent towards the bottom, with the lower back in an 

increasingly lower position. 

As Fig. 3 shows, quantitative measurements of the 

Osuberi motion showed similarity with Okuri, i.e., the 

results were divided into three groups according to the 

performer. It was also found that performers B and C, 

with higher proficiency levels, differentiated the dances 

for each play. Performer A, however, was not able to 

differentiate them quite as well. 

Result of Mitsukubi 

Mitsukubi mainly involves the motions of the head 

and the shoulders, so we only calculated 4 kinds of 

physical features, i.e., the speed and the acceleration of 

the vertex of the head and the shoulders. By conducting 

a principal component analysis using a total of 8 

variable quantities, which were the mean values and the 

standard variations, 2 principal components with 

eigenvalues of 1 or greater were extracted, with an 

accumulated contribution rate of 80.2%. PC1 was 

named “the motion of the head” and PC2 “the motion of 

the neck.” 

We plotted the PC1 and PC2 scores on the x-axis 

and y-axis respectively, plotting 35 trials on the x-y 

graph. This is shown in Fig. 4, and the variables plotted 

by each performer are shown in Fig. 5. PC1 is the axis 

showing the motion of the head. In these figures, the 

head moves more quickly toward the right side of the 

graph and more slowly when plotted toward the left. 

PC2 is the axis showing the motion of the shoulders. 

The figures show that the shoulders move more quickly 

and strongly when plotted near the top of the graph and 

more slowly and weakly when plotted near the bottom. 

Unlike Okuri and Osuberi, the quantified variables 

of Mitsukubi did not divide into groups according to the 

performer. Notably, only the motions of performer C in 

“Tenaraiko” were very different. Regardless of the 

proficiency level, PC2 (the motion of the shoulder) was 

not stable, suggesting that the performers paid less 

attention to their shoulders than to their heads. 

 

V. PSCHOLOGICAL EXPERIMENTS 

In order to examine the type of impression perceived 

from the body movement of the two plays, we 

conducted a psychological rating experiment using stick 

figure animation (see Fig. 1) of the motion capture data. 

Twenty-four observers (7 men and 17 women) 

participated in this experiment. The mean and the 

standard deviation of age among the 24 observers were 

21.7 and 0.98 respectively. They had no experience in 

dance performances of any kind and no particular 

knowledge about dancing and traditional Japanese 

culture. The animation was projected on a 50-inch 

display with no sound. The stick figure animation and 

muted audio were used to force the viewers to focus on 

the impression expressed by the body movements alone, 

discarding other factors such as facial expressions, 

costumes, music, etc. 

After each movement was shown, the viewers were 

asked to answer the questions on the response sheets. In 

this rating, we employed the Semantic Differential 

questionnaire. In the SD questionnaire, 10 image-word 

pairs were used for rating the movements. We selected 

10 word pairs which were thought more suitable for the 

evaluation of human body motions, based on the list 

presented by Osgood [2]. The viewers rated the 

impression of the movement by placing checks in each 

word pair scale on a sheet.  

The rating was done in 5 ranks from 1 to 5. Rank 1 

was assigned to the left-side word of each word pair and 
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5 for the right side. Using this rating, we obtained a 

numerical value representing an impression for each of 

the body motions from each subject.  

We then conducted a principal component analysis, 

PCA, based on a correlation matrix, to the mean value 

of the rating value and obtained the principal 

component matrix. Two significant principal 

components were extracted, which were PC1—PC2. We 

used the word pairs ‘natural – unnatural,’ ‘experienced – 

inexperienced,’ ‘like – dislike,’ etc., which are often 

used to represent refinement. Hence, it was interpreted 

that PC1 was a variable that related to the “refinement” 

of the motion. Similarly, PC2 was related to the 

“activity,” as indicated by words such as ‘large motion – 

small motion,’ ‘adult-like –childlike,’ ‘bright – dark’ and 

‘happy – sad.’ 

We can conclude that the characteristics of the dance 

motions in “Musume-Dojoji” and “Tenaraiko” are 

based on two aspects - “refinement” and “activity.” 

Fig. 5 is a plot of the principal component scores of 

each motion datum. Since the x-axis (PC1) represents 

the degree of refinement, the performance is more 

refined toward the right side of the graph and less 

refined toward the left. The y-axis (PC2) represents 

activity. There is more activity toward the top of the 

graph and less activity as the plots near the bottom of 

the graph. 

By looking at each motion, it was found that Okuri 

motions were more active for every performer in 

“Tenaraiko” but more refined in “Musume-Dojoji.” 

Considering that “Tenaraiko” is the dance of a child and 

“Musume-Dojoji” the dance of an adolescent girl, the 

psychological intentions of the performers seem to have 

been understood well by the audience. As for the 

Osuberi motion, the degrees of “refinement” and 

“activity” were higher for “Musume-Dojoji.” As for the 

Mitsukubi motion, the audience received different 

impressions from different performers. 

As a result of the evaluation experiment, it was 

revealed that even the audience lacking any knowledge 

of Nihon-buyo understood, to some extent, the 

differences in the roles played in the stories. There was 

also a tendency for the audience to perceive the 

“different characters” of the performers rather than the 

“difference in choreography” of their dances. That is to 

say, it was revealed that the audience was seeing the 

motions of each performer, or the difference in personal 

characteristics, rather than the difference in the dance’s 

choreography. 

 

VI. FUTURE POSSIBILITIES 

We can get information concerning the personality 

of the subject when we observe his or her body motion. 

We may get various impressions from body motions. 

This means that the human body motions convey 

emotion and personality of the person. Personality 

might be the involuntary and continuous expression of 

emotions, which are peculiar to the individual.  

The results of this paper could be applied to 

producing a robot or CG character animation with 

personalities. Until now, many attempts have been made 

to add or enhance emotional expression of robots using 

linguistic communication, some simple body motions, 

e.g. nodding, and facial expressions.  Also, changing 

the design or shape of robots might be a simple way of 

providing a robot with personalities.  However, we 

could not find much research on giving robots 

personalities with body motions. 

We think changing the personalities of a robot by 

changing its own body motions, and changing the 

expression of the affects of the robot through body 

motions are very promising areas for further 

investigation. 
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Abstract 
We suggest that novel playware technology can function 

as a mediator for playful social interaction over distance, 

where people are separated by physical distance but feel 

the presence of each other mediated through the 

interaction with the playware technology. In order to 

investigate such social playware, we developed the 

Playware Soccer game and tested this with more than 

1,000 users during the FIFA World Cup 2010 in South 

Africa. The test was conducted in townships, orphanages 

for HIV/AIDS children, markets, FIFA fan parks, etc. 

along with simultaneous tests with similar set-ups in 

Europe and Asia. With the social playware, players 

would compete against each other simultaneously in the 

three continents, Africa, Europe and Asia, and feel the 

presence of the competitors on the other continents 

expressed through the playware. The playware game is 

set up to motivate players to engage in training of 

technical soccer skills by receiving immediate feedback 

and offering challenges to players of all skills on the 

soccer playing on a modular interactive wall composed of 

modular interactive tiles that respond with coloured light, 

sound and scores on the players performance. This paper 

outlines the concept of social playware and physical-

virtual teleplay, and exemplifies this with the playware 

soccer game. 

 

Social Playware 
 

Playware is defined as intelligent hardware and software 

that creates play and playful experiences for users of all 

ages [1]. In this paper, we suggest that novel playware 

technology can function as a mediator for playful social 

interaction over distance, where people are separated by 

physical distance but feel the presence of each other 

mediated through the interaction with the playware 

technology. Often, human-machine interaction is viewed 

as a 1-to-1 interaction between an individual human 

being and the technological artefact, and a lot of research 

within the fields of human-robot interaction, social 

intelligent robotics, and human-computer interaction has 

put focus on the individual relationship and interaction 

with the technology (e.g. [2, 3]). In many cases, the 

creation of playful technology, e.g. robotic toys and 

interactive playgrounds, has taken its inspiration from 

such human-machine interaction research. Based on this, 

the research community has also gained knowledge on 

how the individual interacts and plays with such 

playware products (e.g. [4, 5]).  

In our point of view, it is important to expand the 

playware research to focus on the social interaction, so 

that the starting point for the research and development 

becomes the social interaction mediated by the 

technology rather than the individual interaction 

mediated by the technology. We can define social 

playware as follows: social playware is playware which 

aims at creating playful social interaction between 

several users.  

Such playful social interaction can, for instance, be play 

between children in a kindergarten mediated by an 

interactive playground, multiplayer games with a 

physical game platform like Nintendo Wii, and 

interaction of a team of elderly performing games for 

health e.g. with Dance Dance Revolution, i.e. in all cases 

a free activity that the users engage in for the pleasure of 

play and social interaction in itself. Hence, this is in 

accordance with the definition of play, which can be 

defined as "Play is actions which we undertake and 

participate in with the purpose to create a reality-sphere 

within which we are free and independently can create 

and regulate moods (physical and mental states of 

tension) which provides us with specific, wanted 

experiences (of delight), socially and individually" [6]. 

The definition underlines that play is submitted to free 

will, and that human beings play because we want to 

play. At the same time it underlines that we, in the act of 

playing, manage our lives at our own choice, as we create 

the special form of lived life outside the “regular” life 

where (lust for) life and happiness as the essence of play 

rules. By building on this play definition, the definition 

of social playware simply focuses on the human desire to 

engage in social interactions and to live as a social being. 

It can therefore also be argued that social playware is 

included by playware. Indeed, we view social playware 

as a sub-discipline of playware, which however allow the 

research community to direct focus on the social 

interaction mediated by playware, and thereby provide 
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further understanding on how to create social interactions 

that are playful and which the users engage in for the 

pleasure of the social interaction.  

We will exemplify the social playware in this work with 

physical-virtual teleplay, which allow users to engage in 

social interaction over distance mediated by the playware 

technology. In such a case, we can view the playware 

technology to mediate a playful tele-presence between 

people interacting with each their playware tool through 

which they sense the presence of the other people (in 

essence, presence removes the impression of mediation 

from a mediated experience). Examples of teleplay and 

social playware are seen in the form of massively 

multiplayer online games (MMOG), which are 

multiplayer video games which are capable of supporting 

hundreds or thousands of players playing together 

simultaneously over the Internet. However, such games 

do not allow for extensive physical and natural 

interactions (other than e.g. pressing keyboard and 

speaking). Some physical interaction is promoted with 

some multiplayer online games, e.g. in the Japanese and 

Korean arcade halls, in the form of interaction with game 

cards (e.g. soccer cards). For a more natural and physical 

interaction, tele-presence has been studied intensively 

e.g. by Ishiguro with the studies of humanlike presence 

using tele-operated androids [7, 8]. Such studies have 

promoted a humanlike technology to study presence, and 

some large videoconferencing set-ups have allowed for a 

soccer teleplay [9]. We, on the other hand, have made a 

first step with a much simpler, yet playful technology for 

mediating social interaction (in the line of the simple, yet 

effective FeelLight technology for mediating social 

interaction by Suzuki and Hashimoto [10]). Hence, we 

will study tele-presence without a large and bulky 

infrastructure, and without any anthropomorphic 

expression, but a simple expression of simple light 

patterns, sound, and score.  In the specific example, we 

made social playware connecting players in Asia, Africa, 

and Europe in a soccer game on a playware technology in 

the form of modular interactive tiles. 

 

Playware Soccer 
 

During the FIFA World Cup 2010, we ran a RoboSoccer 

World Cup in Asia, Europe and Africa, amongst other 

places in townships, orphanages for HIV/AIDS children, 

markets, etc. in South Africa. As an example of 

playware, the game is set up to motivate players to 

engage in training of technical soccer skills by receiving 

immediate feedback and challenge players at different 

levels on the soccer playing on a modular interactive wall 

composed of modular interactive tiles that respond with 

coloured light, sound and scores on the players 

performance. The soccer game was developed together 

with professional soccer players Laudrup and Høgh for 

promoting playful soccer skills. For the test conducted 

during the World Cup tournament, the soccer wall was 

composed of 3*4 modular interactive tiles. It is a 

distributed system as each tiles has its own processor, 

battery and communication to neighbouring tiles. The 

distributed nature of the system aimed at allowing the 

system to be easily set up and taken down within minutes 

anywhere and by anyone. Indeed, the flexibility obtained 

with a modular and distributed processing system should 

provide the opportunity to bring the new playware 

technology out to any township, market, and village in 

Africa and on other continents since there was no 

demand for any physical infrastructure whatsoever. 

Often, other technological systems for physical 

interaction are characterised by being based on a 

centralised processing system making the systems fixed 

sized (and sometimes large and bulky), and/or they are 

characterised by the demand for some kind of 

infrastructure, e.g. electricity, access to screen/projector, 

or similar. Examples include Lightspace, Makoto, 

Sportswall and even DanceDance Revolution with more 

participants, which needs to have a centralised control 

station. This makes it somewhat difficult to apply the 

traditional technology for any user anywhere, since in 

many places of the World, the necessary infrastructure is 

not readily available to allow such technology to be 

applied. This is, for instance, the case many places in 

Africa, and even in a comparably developed country like 

South Africa, where the FIFA World Cup 2010 was held, 

there are townships with no electricity (Fig. 1). 

 

 
Fig. 1. Playware soccer in the township Atteridgeville, 

South Africa, during FIFA World Cup 2010. 

 

If, on the other hand, we take as point of departure for 

our technology design that no infrastructure is available, 

it will lead to technology that is free from infrastructure 

demands and which thereby possibly can be applied and 

used anywhere. It gives the possibility to bring 

technology to anybody anywhere, and thereby help in 
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contextualising both technology development and 

education in developing countries. The advantages of 

such technology outcome may not be limited to the 

developing part of the World, but the freedom from 

infrastructure requirements may also have important 

impact on the distribution and use of technological 

solutions in the developed part of the World (e.g. for 

home care in the private homes of elderly). Even in a 

private garden or a football training field in the 

developed World, the necessary infrastructure such as 

electricity outlets or computer monitors may not 

necessarily be available. Therefore, it is interesting to 

research the flexibility of the modular playware for 

allowing the technology to be set up and used anywhere 

within minutes.  

Hence, the playware soccer game was developed with the 

modular interactive tiles system [11], which is an 

example of modular playware [12]. The system is 

composed of a number of modular interactive tiles which 

can attach to each other to form the overall system. Each 

modular interactive tile has a quadratic shape measuring 

300mm*300mm*33mm. It includes an ATmega 1280 as 

the main processor in each tile, and each tile can 

communicate with infra-red (IR) to its four neighbouring 

tiles. Each side of a tile is made as a jigsaw puzzle 

pattern (see Fig. 2) to provide opportunities for the tiles 

to attach to each other. A force sensitive resistor (FSR) is 

mounted as a sensor on the center of a raised platform 

underneath the cover. This allows analogue measurement 

on the force exerted on the top of the cover.   

On the PCB, a 2 axis accelerometer (5G) is mounted, e.g. 

to detect horizontal or vertical placement of the tile. Eight 

RGB light emitting diodes (LED SMD 1206) are 

mounted with equal spacing in between each other on a 

circle on the PCB, so they can light up underneath the 

transparent satinice circle. 

 

 
Fig. 2. Assembly of the modular interactive tiles as a 

jigsaw puzzle. 

 

The modular interactive tiles are individually battery 

powered and rechargeable. There is a Li-Io polymer 

battery (rechargeable battery) on top of the PCB. A fully 

charged modular interactive tile can run continuously for 

approximately 30 hours and takes 3 hours to recharge. 

On the PCB, there are connectors to mount an XBee 

radio communication chip. Hence, there are two types of 

tiles, those with a radio communication chip (master 

tiles) and those without (slave tiles). The master tile may 

communicate with a game selector box (game card 

reader) and initiates the games on the built platform. 

Every platform has to have at least one master tile if 

communication is needed e.g. to game selector box or a 

PC.  

With this specification, a system composed of modular 

interactive tiles is a fully distributed system, where each 

tile contains processing (ATmega 1280), own energy 

source (Li-Io polymer battery), sensors (FSR sensor and 

2-axis accelerometer), effectors (8 colour LEDs), and 

communication (IR transceivers, and possibly XBee 

radio chip). In this respect, each tile is self-contained and 

can run autonomously. The overall behavior of the 

system composed of such individual tiles is however a 

result of the assembly and coordination of all the tiles.     

 

Connectivity 
 

In order to develop teleplay for social interaction it is 

important that the physical interactive platforms can 

communicate with each other, locally and globally, so 

that the social interaction can be mediated through the 

playware. 

 

Local connection 

For creating local communication between physically 

separated groups of modular interactive tiles, and 

between a group of tiles and a PC, we used the XBee 

with the ZigBee radio communication protocol. In each 

group of tiles, there is one tile (master tile) with the XBee 

radio communication chip. This tile can collect and send 

information. The information can thereby be 

communicated between two “islands” of tiles, i.e. 

between the master in one island and the master in 

another island. For communication to and from a host 

computer, we designed an XBee USB dongle to be 

connected to the host computer, which then can 

communicate with the master tile using the same 

protocol.  

 

Global connection 

With the local communication allowing easy 

communication between tiles and a host computer, e.g. a 

laptop/netbook, we were able to relay the global 

communication over laptops connected to the internet, 

e.g. laptops with 3G wireless connection, so that the 

teleplay could happen on platforms that communicate to 

each other over the Internet. A Java program was 
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designed to run on the laptop, which was connected to 

the tiles with the XBee. The Java program kept track of 

the hits on the tiles, played feedback sounds, showed the 

time and score of the game at run-time, and kept the total 

score of each game. At the end of each game, the 

program sent information to a web-site that saved it 

together with a username, password and location on a 

highscore list which was updated immediately. The 

highscore list updates would be visible on internet 

connected computers at different locations, anywhere 

globally, at run time.  

With the design of both local and global connectivity, it 

is possible to create both local and global physical 

interactive games. The local connectivity was used to 

create feedback from a local host computer in the form of 

time and score displayed on a monitor, and sound from a 

loudspeaker connected to the host computer. The global 

connectivity was used to allow feedback in the form of 

run-time score updates in competition between users 

playing the same physically interactive game in different 

parts of the World, i.e. allowing for social interaction 

over distance. 

 

Soccer Game 
 

The game content was crucial to ensure training of soccer 

skills in a playful manner, so we collaborated with 

professional soccer players Laudrup and Høgh, in order 

to create an appropriate game utilizing just 3*4 tiles. In 

the soccer game, a specific number of tiles light up in 

different colours. Each of them counts down with their 

eight LEDs. The player has to hit the tile before the LEDs 

are all turned off, and gets points for how many LEDs are 

turned on at hit time, and points are multiplied by a factor 

for how high the tile is positioned (row 1, 2, or 3). Also, 

at random time, one of the tiles will have its LEDs 

making a fast spinning pattern, indicating that if the tile is 

hit, a bonus round will be initiated, during which the 

player can gain extra points when hitting the tiles that are 

lit up. 

Preliminary testing with a number of adult players 

showed that the soccer game could be set to an 

appropriate difficulty level that was both easy enough to 

play for all the test persons and difficulty enough that all 

would be challenged to obtained higher score. This 

difficulty level was set experimentally by investigating 

the time needed for people to kick the ball and hit a tile, 

so as to set the LED countdown time to an appropriate 

level (the time used from all 8 LEDs were turned on, 

until all LEDs were turned off, and the light would jump 

to another tile). 

 

 

Layered Multi-Modal Feedback 
 

For increasing the motivation to play the game, we 

designed a multi-modal immediate feedback, so that the 

player would not only receive immediate feedback 

directly from the tiles in terms of the changing coloured 

light, but we also added sound feedback and graphical 

feedback in terms of time and score via a host computer, 

to enhance the system as social playware. When a player 

would hit a lit tile, the light would turn off on that tile 

and jump to another tile, a sound would be played from a 

loudspeaker, and the increase in score would be shown 

on a monitor. And when the game ended, the position on 

the high score list would be shown on a monitor. 

It is noteworthy, that the game design was made so that 

the game can run as an interesting game even without 

these additional feedback modalities. Both the additional 

immediate (sound, score, time) and delayed (local 

highscore list and global highscore list) feedback 

modalities can be added as layers on top of the basic 

game that runs on the modular interactive tiles only (see 

Fig. 3). Hence, with this layered design of feedback 

modalities, it is possible to (i) run the game as a simple 

game with only the lowest level of feedback (coloured 

light) on the modular interactive tiles, (ii) run it with 

higher levels of feedback (sound, score, time) by adding 

a laptop PC, or (iii) run it also with the highest level of 

feedback (global highscore list) by adding an internet 

connection. This third option (iii) was used for the 

teleplay experiments to create the soccer game as a social 

playware. 

 

Layer Platform Type 

5 Internet  Global highscore list 

4 PC monitor Local highscore list 

3 PC monitor Time & Score 

2 PC loudspeaker Sound 

1 Tiles      Light 

 

Fig. 3. The layered multi-modal feedback design for the 

playware soccer game.  

 

The layered structure in designing feedback modalities 

may resemble the layered design in much behavior-based 

robotic engineering [13]. For instance, the original 

subsumption architecture by R. Brooks [14] defines that 

behaviors can be designed to run in parallel on top of 

each other, starting from the design of the simplest 

behaviors. Once the simplest behavior is designed, 

implemented and debugged, this behavior can run by 

itself, and a behavior can be designed, implemented and 

debugged to run in parallel on top of the simple behavior. 

So forth continues the design with layers of behavior on 
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top of the previous ones that all run in parallel, and the 

lower levels continue to function as originally designed.  

The design of multi-modal feedback, which we propose 

here, works with the same principle. First, a simple 

feedback is designed which can run by itself, and then 

new layers of feedback can be added on top to run in 

parallel. In the present case of the soccer game, the 

simplest feedback is designed to be the change of light on 

the modular interactive tiles when a tile is hit. Once this 

feedback modality was designed, implemented and 

debugged, on top of this, we designed, implemented and 

debugged the sound modality, which would run in 

parallel with the light feedback. Then, on top of this, we 

designed, implemented and debugged the time and score 

feedback from a monitor. On top of this, we added the 

local highscore list feedback. And on top of this, we 

designed, implemented and debugged the global 

highscore list. 

As with the original subsumption architecture where 

different behavior modules can run on different time 

scales, also with this layered multi-modal feedback 

design, the different layers may run on different time 

scales, with the lower levels executing with the fastest 

feedback time cycle and the highest levels the slowest 

feedback time cycle. The lower level behaviors / 

feedback modalities need to give a very fast response for 

the system to work, whereas the higher level behaviors / 

feedback modalities can give response once in a while.  

The advantage of this layered multi-modal feedback 

design is that it is possible to create simple layers of 

feedback, that can run by themselves and work at their 

own right, and then add new layers to run in parallel on 

top of the previously designed layers, and when the user 

is executing the system, it is possible to add/remove 

layers (feedback modalities) from the top. Essentially, 

this can even be done at run-time, adding and removing 

new feedback modalities, since the lower levels will keep 

running and working whatever is added on top of them. 

This gives a high flexibility of the system for both the 

designer and the user of the system. 

 

Tests 
 

In order to explore social playware and the potential of 

such social playware mediating social interaction, we 

needed to test broad ranges of cultural differences in 

users and environments. Therefore, we tested the system 

simultaneously in Denmark (Europe), South Africa 

(Africa), and Japan (Asia) during the FIFA World Cup 

2010. For instance, in Asia the system was tested in 

highly metropolitan areas, such as in Shibuya, Tokyo, 

whereas in South Africa we tested in a variety of places, 

including an orphanage, numerous townships, a public 

market, a village, an official FIFA Fan Park, a science 

discovery centre, a university, a fan bar, a public park in 

Soweto, etc. This variety of places was selected in order 

to ensure the broadest possible test in terms of variation 

on the environment, the social status, the age group, the 

educational level, the technology interest, and the soccer 

interest of the users. Indeed, users were from 3 years old 

to 80 years old (see Fig. 4), they were from orphanages 

with children from families with HIV/AIDS to adult 

soccer fans from high income areas, and they were 

ranging from people with no education to people with 

university degree. 

The system was designed for flexibility with the modular 

interactive tiles and the layered multi-modal feedback 

design, which together aimed at creating a system that 

could be set up and used by anybody anywhere within 

minutes. The modular interactive tiles can be viewed to 

provide hardware building blocks, and the layered multi-

modal feedback design to provide feedback building 

blocks, and simple construction with these building 

blocks should give a high degree of flexibility for the 

designer and the user to create various set-ups and 

interaction possibilities in an easy manner. 

 

 
Fig. 4. An older man playing the playware soccer at a 

taxi rank in Randburg, South Africa. 

 

In total, the system was tested with more than 1,000 users 

during the FIFA World Cup 2010. The distributed nature 

of the system (each tile with its own processor, battery 

and communication to neighbouring tiles) allowed the 

system to be easily set up and taken down. Indeed, the 

flexibility obtained with a modular and distributed 

processing system gave the opportunity to bring the new 

playware technology out to any township, market, and 

village in Africa since there was no demand for any 

physical infrastructure whatsoever. It proved possible to 

set up the system in a very fast manner on the grounds in 

townships such as Soweto and Atteridgeville, in public 

parks in Soweto, markets and bus station in Randburg, 

and in remote villages such as Phokeng. At some places, 

the system was run with only part of the layered multi-
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modal feedback, and in other places it was run with all 

layers active. The layered multi-modal feedback allowed 

a set-up with e.g. just layer 1 or just layer 1-4 in some 

places, and in other places to run the full system with 

layer 1-5 (including global high score list via internet 

connection, see Fig. 5). Therefore the system proved 

flexible to make fit to the time available, the local use 

and the aim of the game at a particular place with a 

particular set of users. 
 

 
Fig. 5. The global highscore list on the internet 

(www.playwaresoccer.com). 

 

When running the system with all five layers and in 

different locations at the same time, the system became a 

social playware which mediated social interaction over 

distance. Most often, social interaction would happen 

around the single set-up e.g. in a township or a market 

with lots of people gathering around the playware soccer 

set-up cheering, helping, and interacting socially around 

the playware and the individual player (e.g. see Fig. 1). 

So it was evident from the test observations that even 

with the playware soccer set-up utilizing only the lower 

layers of feedback modality, it became a social playware. 

However, this was reinforced to a large degree when the 

game was set up with all five layers and run in parallel at 

different locations, e.g. simultaneously in the small 

village of Phokeng in South Africa and in Shibuya in the 

center of Tokyo in Japan. In such cases, the players were 

observed to engage in a competition over distance: in one 

location (on one continent) they would see the scores of 

players in the other location (on another continent) 

playing with the playware soccer. The players would 

experiencing the high score list change minute after 

minute depending on the score at their own location and 

the score at the other location (visualized and 

continuously updated on the monitor next to the playware 

soccer set-up). In all cases, players engaged immediately 

in trying to get higher scores than in the other location, 

and cheering and shouts related to the scores of the 

remote location on the other continent allowed us to 

observe the emotional engagement and social bonding 

both locally around the game, player and audience, and 

also between the remote competitors who were invisible 

and unknown to each other. 

 

Discussion and Conclusion 

 
As a test of social playware, during the FIFA World Cup 

2010, we ran a RoboSoccer World Cup in Asia, Europe 

and Africa, most notably in townships, orphanages for 

HIV/AIDS children, markets, etc. in South Africa. We 

linked the events together with a novel kind of physical-

virtual live competition, which can be termed teleplay, 

and which as a social playware mediated social 

interaction. The teleplay took place between people in 

these African environments and metropolitan fans in 

larger cities in the developed World, e.g. in Tokyo, 

thereby trying to create a social bond and feeling between 

the fans world-wide during the World Cup through the 

physical-virtual teleplay. The social bonding was 

mediated through the physical football game between 

players on different continents who at the same time, 

through the teleplay with social playware, can compete 

directly and physically between the continents.  

The flexibility of the modular interactive tiles and the 

layered multi-modal feedback design, allowed the 

creation of a system that could be set up and used by 

anybody anywhere within minutes, and it was therefore 

possible to test the system with more than 1,000 users 

during the FIFA World Cup 2010. Videos of some tests 

are available at: www.playwaresoccer.com 

In general, the advantages of the proposed modular, 

social playware can be summarized to a flexible set-up, 

independence on context, runtime feedback, competition 

as a motivation factor, framing of the game (World Cup 

soccer where one country wants to beat another country), 

audience friendly game through sounds and score which 

can be followed by the audience, and where the audience 

can take on roles and feel as a part of the game (cheering, 

collect balls, make indications on bonus rounds, etc.). 

Hence, the layered multi-modal feedback in the playware 

set-up can mediate both local social interaction and 

global social interaction. The disadvantages of the set-up 

as proposed here are that this is not in-game presence (the 

tele-presence is not immediate but delayed), it is a single-

player game, physical differences may mean that players 

are not competing on equal footing (e.g. the physical 

status of the opponent on the other continent is unknown 

to the player). Another disadvantage of the presented 

study is that we only have “event-based” observations 

and no long-term observations. We will elaborate further 

on these issues and on social playware in general in 

future work. 
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Abstract 
In this paper we try to describe how the Modular 

Interactive Tiles System (MITS) can be a valuable tool 

for introducing students to interactive parallel and 

distributed processing programming. This is done by 

providing an educational hands-on tool that allows a 

change of representation of the abstract problems related 

to designing interactive parallel and distributed systems. 

Indeed, MITS seems to bring a series of goals into the 

education, such as parallel programming, distributedness, 

communication protocols, master dependency, software 

behavioral models, adaptive interactivity, feedback, 

connectivity, topology, island modeling, user and multi-

user interaction, which can hardly be found in other tools. 

Finally, we introduce the system of modular interactive 

tiles as a tool for easy, fast, and flexible hands-on 

exploration of these issues, and through examples show 

how to implement interactive parallel and distributed 

processing with different software behavioural models 

such as open loop, randomness based, rule based, user 

interaction based, AI and ALife based software. 

 

Introduction 
Parallel and distributed processing has been an important 

subject within computer science and artificial intelligence 

for decades, and is one of the major focus points in most 

computer science curricula and theoretical educational 

textbooks. It is normally viewed as an important subject 

to teach computer science and engineering students, since 

numerous applications and systems are based on the 

principle of parallel and distributed processing, including 

the Internet, cloud computing, parallel computers, multi-

agent systems, swarm intelligence, etc. There are 

numerous important issues related to parallel and 

distributed processing that a student has to learn about. 

Within algorithmics, it is important to learn to what 

extend parallelism can improve efficiency and what kind 

of algorithms can exploit parallelism. This leads, for 

instance, to a demand for knowing about hierarchical and 

functional decomposition of problems. An educational 

tool for this kind of algorithmics learning should allow 

students to learn about when to utilise shared variables 

(e.g. in the master) and distributed variables, when to use 

a scheduler (in the master), how to use semaphores for 

critical sections, and for instance allow students to 

confront the mutual exclusive problem [1]. Also, general 

computer science learning about operating systems 

demands learning about distributed systems, and the 

issues related to topology, communication, event based 

control, prevention of deadlocks, data transfer, etc. (e.g. 

[2]). Obviously, learning about artificial intelligence also 

demands learning about distributed systems for learning 

about artificial neural networks, evolutionary 

computation, multi-agent systems, swarm intelligence, 

etc., including also learning of artificial life and robotics 

(e.g. multi-robot systems). 

A number of these computer science themes can appear 

quite abstract to the engineering and computer science 

student. There is clearly a need to have an educational 

tool that allows the students to confront these themes in a 

very concrete manner. We suggest that the best way to 

learn about these abstract issues is through direct hands-

on problem solving, following the pedagogical principles 

of Piaget [3] known as constructionism [4, 5, 6] and 

guided constructionism in the computer science literature 

[7]. We combine this with an approach of trying to 

contextualise IT training for students by allowing them to 

work with building blocks [8]. Numerous experiments 

have shown that the hands-on, problem-solving, 

constructionism approach allow the learner to confront 

abstract, cognitive problem solving in a simpler manner 

through the physical representation. The feature that 

different representations (e.g. physical representation) 

can cause dramatically different cognitive behaviour is 

referred to as “representational determinism” [9]. In fact, 

Zhang and Norman [10] propose a theoretical framework 

in which internal representations and external 

representations form a "distributed representational 

space" that represents the abstract structures and 

properties of the task in "abstract task space" (p. 90). 

They developed this framework to support rigorous and 
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formal analysis of distributed cognitive tasks and to assist 

their investigations of "representational effects [in which] 

different isomorphic representations of a common formal 

structure can cause dramatically different cognitive 

behaviours" (p. 88). “External representation are defined 

as the knowledge of the structure in the environment, as 

physical symbols, objects, or dimensions (e.g., written 

symbols, beads of abacuses, dimensions of a graph, etc.), 

and as external rules, constraints, or relations embedded 

in physical configurations (e.g., spatial relations of 

written digits, visual and spatial layout of diagrams, 

physical constraints in abacuses, etc.)” (p. 180) [9].  

For the distributed processing education, we suggest 

using interactive parallel and distributed processing that 

allows the student to easily represent, interact with and 

create their own parallel and distributed processing 

system in a physical manner. Here, we will divide the 

work into some of the sub-problems that the students will 

have to confront and learn about through practical 

implementations. These sub-problems include 

distributedness, master dependency, software behavioural 

models, adaptive interactivity, feedback, connectivity, 

topology, island modeling, and user interaction. 

Indeed, designing software for interactive parallel and 

distributed systems means moving away from the 

traditional routes and to face another way of developing 

algorithms. This other programming paradigm demands 

the programmer to get into a new "state of mind", which 

is a most difficult thing to do. It is therefore important to 

have a clear idea of the concepts and definitions 

underlying this paradigm of interactive parallel and 

distributed processing:  

 

Interactivity 

For interactivity, here we intend a physical and tangible 

interaction. The physical parallel and distributed system 

enables the experience of physically manipulating objects 

and the material representations of information. The 

technology embeds physical, conceptual and cultural 

constraints. The mapping between the physical 

affordances of the objects with the digital components 

(different kinds of output and feedback) is a design and 

technological challenge, since the physical properties of 

the objects serve as both representations and controls for 

their digital counterparts [11]. Here, we make the digital 

information directly manipulatable, perceptible and 

accessible through our senses by physically embodying 

it. 

While playing with the system, the user can take 

advantage of the distinct perceptual qualities of the 

system and this makes the interaction tangible, 

lightweight, natural and engaging. Interacting with a 

physical parallel and distributed system may mean 

jumping over, pushing, assembling, touching physical 

objects and experiment a dialogue with the system in a 

very direct and non-mediated way, and hence it is viewed 

as highly suitable e.g. for student training. Undeniably, 

this allows for a direct hands-on experience and learning. 

 

Parallel and Distributed 

A computational process is called distributed [12] when a 

single computational atom is on one side autonomous 

and on the other insufficient to determine the desired 

outcome. Therefore a computational process will be 

called distributed when two or more computers – 

communicating through any possible network - will 

contribute to accomplish the very same task by sharing 

different roles in a computational problem or process. 

Besides that, whenever considering a distributed 

(computational) process, it is necessary to define the 

level of parallel vs. serial computational flow that the 

system should perform, as well as to define the 

“computational group” characteristics. The Parallel 

computing is a form of computation in which many 

calculations are carried out simultaneously, operating on 

the principle that large problems can often be divided 

into smaller ones, which are then solved concurrently ("in 

parallel"). There are several different forms of parallel 

computing: bit-level, instruction level, data, and task 

parallelism. Since the modular interactive tiles system is 

mostly dedicated to the task parallelism problem it tends 

to run distributed processes in, at least, three different 

ways: Fully-Distributed, Semi-Distributed or 

Centralized. 

 

Modular Interactive Tiles System 
Under an educational point of view what is really needed, 

as well as would be a real additional value, is a tool that 

allows for investigating and understanding parallel and 

distributed processing meanwhile stressing the user 

and/or multi-user interactivity component. One 

possibility is the Modular Interactive Tiles System 

(MITS) may provide novel programmers with such a tool 

and approach, since the system is based on robotic 

modules with certain properties: Each robotic module has 

a physical expression and is able to process and 

communicate with its surrounding environment. The 

communication with the surrounding environment is 

through communication to neighbouring robotic modules 

and/or through sensing or actuation. A modular robot is 

constructed from many robotic modules. 

The MITS approach inherits the behaviour-based robotics 

methods [13] and exploits it with the belief that 

behaviour-based systems can include not only the 

coordination of primitive behaviours in terms of control 

units, but also include coordination of primitive 

behaviours in terms of physical control units. We, 
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therefore, imagine a physical module being a primitive 

behaviour. Thereby, the physical organisation of 

primitive behaviours will (together with the interaction 

with the environment) decide the overall behaviour of the 

system. Hence, in a similar way to the control of robot 

behaviours by the coordination of primitive behaviours, 

we can imagine the overall behaviour of a robotic artefact 

to emerge from the coordination of a number of physical 

robotic modules that each represents a primitive 

behaviour, eventually opened to single/multi user-

interaction. 

The modular interactive tiles can attach to each other to 

form the overall system. The tiles are designed to be 

flexible and in a motivating way to provide immediate 

feedback based on the users’ physical interaction, since 

following design principles for modular playware [14]. 

 

 
Fig. 1. Modular tiles used for feet or hands interaction. 

 

Each modular interactive tile has a quadratic shape 

measuring 300mm*300mm*33mm – see Fig. 1. It is 

moulded in polyurethane. In the center, there is a 

quadratic dent of width 200mm which has a raised 

circular platform of diameter 63mm in the centre. The 

dent can contain the printed circuit board (PCB) and the 

electronic components mounted on the PCB, including an 

ATmega 1280 as the main processor in each tile. At the 

center of each of the four sides of the quadratic shape, 

there is a small tube of 16mm diameter through which 

infra-red (IR) signals can be emitted and received (from 

neighboring tiles). On the back of a tile there are four 

small magnets. The magnets on the back provide 

opportunity for a tile to be mounted on a magnetic 

surface (e.g. wall). Each side of a tile is made as a jigsaw 

puzzle pattern to provide opportunities for the tiles to 

attach to each other. The jigsaw puzzle pattern ensure 

that when two tiles are put together they will become 

aligned, which is important for ensuring that the tubes on 

the two tiles for IR communication are aligned. On one 

side of the tile, there is also a small hole for a charging 

plug (used for connecting a battery charger), including an 

on/off switch.  

There is a small groove on the top of the wall of the 

quadratic dent, so a cover can be mounted on top of the 

dent. The cover is made from two transparent satinice 

plates on top of each other, with a sticker in between as 

visual cover for the PCB. 

A force sensitive resistor (FSR) is mounted as a sensor 

on the center of the raised platform underneath the cover. 

This allows analogue measurement on the force exerted 

on the top of the cover.  

On the PCB, a 2 axis accelerometer (5G) is mounted, e.g. 

to detect horizontal or vertical placement of the tile. Eight 

RGB light emitting diodes (LED SMD 1206) are 

mounted with equal spacing in between each other on a 

circle on the PCB, so they can light up underneath the 

transparent satinice circle. 
 

 
Fig. 2. PCB and components of a modular interactive tile. 

 

The modular interactive tiles are individually battery 

powered and rechargeable. There is a Li-Io polymer 

battery (rechargeable battery) on top of the PCB. A fully 

charged modular interactive tile can run continuously for 

approximately 30 hours and takes 3 hours to recharge. 

The battery status of each of the individual tiles can be 

seen when switching on each tile and is indicated by 

white lights. When all eight lights appear the battery is 

fully charged and when only one white light is lit, the tile 

needs to be recharged. This is done by turning of the tiles 

and plugging the intelligent charger into the DC plug 

next to the on/off switch to recharge each tile.  

On the PCB, there are connectors to mount an XBee 

radio communication add-on PCB, including the 

MaxStream XBee radio communication chip. Hence, 

there are two types of tiles, those with a radio 

communication chip (master tiles) and those without 

(slave tiles). The master tile may communicate with the 

game selector box and initiates the games on the built 

platform. Every platform has to have at least one master 

tile if communication is needed e.g. to game selector box 

or a PC.  

 
Fig. 3. Assembly of the modular interactive tiles as a simple 

jigsaw puzzle. 
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With these specifications, a system composed of modular 

interactive tiles is a fully distributed system, where each 

tile contain processing (ATmega 1280), own energy 

source (Li-Io polymer battery), sensors (FSR sensor and 

2-axis accelerometer), effectors (8 colour LEDs), and 

communication (IR transceivers, and possibly XBee 

radio chip). In this respect, each tile is self-contained and 

can run autonomously. The overall behavior of the 

system composed of such individual tiles is however a 

result of the assembly and coordination of all the tiles.     

The modular interactive tiles can easily be set up on the 

floor or wall within one minute. The modular interactive 

tiles can simply attach to each other as a jigsaw puzzle, 

and there are no wires. The modular interactive tiles can 

register whether they are placed horizontally or 

vertically, and by themselves make the software games 

behave accordingly. 

 

 
Fig. 4. Physical interaction with the modular interactive tiles 

placed on the ground. 

 

Also, the modular interactive tiles can be put together in 

groups (i.e.: tiles islands), and the groups of tiles may 

communicate with each other wireless (radio). For 

instance, a game may be running distributed on a group 

of tiles on the floor and a group of tiles on the wall, 

demanding the user to interact physically with both the 

floor and the wall. 

 

Theoretical Aspects of Interactive Parallel 

and Distributed Processing 

Interactive parallel and distributed systems programming 

demands the student programmer to shape specific 

abilities, and we believe that the MITS can simplify this 

learning process. We will present a number of the 

interactive parallel and distributed sub-problems that a 

student needs to learn about, and we believe MITS 

provides an open tool for facing all the aspects of 

programming both low and high level programming or 

front and back end representation. 

 

Classical parallel and distributed processes subtasks 

Coding parallel and distributed processes stress 

programming and understanding of different levels, such 

as: physical level (i.e.: bit transmission); data link level 

(i.e.: packages, transmission errors and recovery); 

network level (i.e.: addresses and packages destination); 

transport level (i.e.: messages exchanges between clients 

and master/s); session level (i.e.: defining and 

implementing sessions in terms of priorities and process-

to-process communication); representation level (i.e.: 

working on data-format differences); application level 

(i.e.: the end-user interaction and feedback); and to 

understand and implement solutions for robustness (i.e.: 

errors diagnosis and recovery); reconfiguration (i.e.: 

modules assembling); unreliable  communication (i.e.: 

data loss, duplication and corruption); parallelism and 

concurrency (i.e.: language non-deterministic side-

effects); fixed and expanding parallelism (i.e.: modifying 

the number of involved processors). 

It is also essential when teaching information distribution 

to work on problems such as system connection (i.e.: 

total vs. partial connection); token-passing (i.e.: how to 

share and act on critical information); deadlock 

prevention (i.e.: wait-die, wound-wait, etc.); memory 

sharing (i.e.: how to locate the physical memory of the 

distributed system); topology (i.e.: ordinary and complex 

topology algorithms, initial vs. run-time topology 

building, etc.); processes transfer (i.e.: distributing the 

work-load, speeding up calculation, hardware  and 

software specialization amongst the system modules); 

centralized vs. hierarchy vs. distributed approaches (i.e.: 

leaded or unleaded information flow); and run-time 

adaptation (i.e.: adapting the system re/actions on-the-

fly).  

Besides all of the above “classical” sub-problems of 

computer science, our platform forces the educational 

session to face other aspects that software designers 

should deal with when learning parallel and distributed 

processing. Such sub-tasks include local and global 

connectivity, hardware multifaceted topologies, 

interactivity and adaptive interactivity, and multimodal 

feedback. 

 

Connectivity 

To materialize a proper interactive parallel and 

distributed platform, the modular interactive tiles system 

has to implement both a local connection system - 

through which the hardware cells communicate to the 

neighbourhood and propagate such information from side 

to side – and a global connection device – through which 

to connect with neighbour platforms and any external 

tool. 

 

Hardware Multifaceted Topologies  

Since the modular interactive tiles system implies the use 

of run-time de/attachable modules, the emphasis on 

hardware/software topology is quite strong and it 

demands a big effort to comprehend the programming 
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and dealing with such structures. In our model we were 

able to identify three specific subtypes of topologies:  

1. Regular, that is a one-block (i.e. any given group of 

hardware cells attached in a contiguous way and sharing 

a single master cell) platform with modules attached in a 

squared or rectangular shape; 

2. Irregular, which is a one-block platform, which can be 

arranged in any desired shape. Nevertheless hardware 

cells have to be continuous (i.e. the assembling does not 

reveals discontinuity and there is not any isolated cell or 

group of cells); 

3. Islands Configurations, that is a platform made with 

two or more one-blocks (i.e. as defined above in point 1, 

and 2). It makes no difference whether master cells 

communicate amongst each others, through an external 

device, or do not communicate at all.  

 

Interactivity  

Implementing software for modular interactive tiles 

implies designing, or at least dealing with a quite relevant 

interactive scenario, since in most cases the use of the 

software itself relies on the users’ physical and 

continuous action. The software designer will have to 

deal with completely different requirements accordingly 

to single-user or multi-user targeted software. Often, the 

software designer will also have to hypothesize a large 

variety of behavioural situations, even including 

situations (according to our personal experience) where a 

single-user platform will be used by many users, or a 

multi-user software will be run by a single user. 

 

Adaptive Interactivity 

The way we approach interaction in such a modular and 

distributed model leads beyond the classic idea of 

human-machine interaction (HMI), and is of fundamental 

importance since it prospects and applies - under both 

physical and cognitive circumstances – user adaptation 

and user adaptivity. First of all, our model being 

architecturally reconfigurable – eventually run-time 

reconfigurable – represents by itself the essence of 

adaptation. In addition, being focused on users’ physical 

action, such a system can be easily tailored to users’ 

activity, either in real time or in the long run. To reach 

such a goal, modular interactive tiles can be programmed 

using many different strategies that also depend on the 

quality and quantity of feedback the software designer is 

willing to exchange with the users. (Feedback and 

multimodal feedback will be introduced in the next 

paragraph). Indeed, in more then one case we showed 

[15, 16] that using modular interactive tiles we could 

detect some of the users’ characteristics, and therefore 

adapt the software execution to those. Last but not the 

least, in further tests it has been shown that by capturing 

the users’ provisory attitude and adapting the software 

execution to that it is possible, in some cases, to 

eventually modify the users’ behaviour itself [16]. 

 

Multimodal Feedback 

When talking about HMI we kind of committed 

ourselves to the "how you give is more important of what 

you give" motto. Therefore, in recent years we pushed 

our research towards software and tools that can both 

give and get feedbacks from the user(s). 

When developing software for modular interactive tiles 

we constantly try to provide the user with an immediate 

feedback (e.g. LED, experience report) as well a delayed 

or long term feedback (e.g. adaptivity, documentation 

software). For the immediate feedback from modular 

interactive tiles we use light (LED) configuration or 

colours. In addition to that, anytime there is a need for a 

stronger or a more complex or long-run “signal”, we 

interface the modular interactive tiles with external 

devices in a layered mode, where each layer of feedback 

can be added/removed freely on top of each other This is 

what we call Layered Multi-modal Feedback [17]. The 

external devices we use can be “passive” as vision 

oriented feedback (e.g. screen, projector, etc.), sound 

oriented feedback (e.g. loud speakers, buzzers, etc.), or 

“active” such as computational devices that through an 

external communication (e.g. radio and internet) run an 

analysis or link the user action to specific databases. 

In conclusion, to manage and teach the many features of 

parallel and distributed programming we need to run on a 

system, which is robust, reliable and easily 

reconfigurable. This is where we believe that the MITS 

can express a certain degree of efficiency, besides of 

being ideal in shifting the level of representation from the 

very abstract representation to an empirical 

representation. Therefore, in the following paragraph we 

provide examples, which attempt to show how one can 

access the above-described aspects in a fast, 

comprehendible and easily generalizable way. 

 

Implementations Examples  
As a first step the teacher/tutor should introduce students 

to the hardware platform (Figures 2, 3, and 4) and ask the 

class to implement all the needed protocols for obtaining 

a robust, efficient and reliable parallel and distributed 

system. This would require and encourage students to 

face the basic algorithms and protocols that the subtasks 

of parallel and distributed systems need (e.g.: physical 

level, data link level, network level, transport level, 

session level, representation level, etc.). 

Once such a start-up system is obtained (from the 

students work or from the pre-made system), a second 

step could be, for example, testing the system by working 

on problems such as application, robustness, 
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communication, system connection, token-passing, 

deadlock prevention, parallelism, reconfiguration, 

memory sharing, topology, and process transferring.  

The MITS model is ideal for implementing all of the 

above challenges since the hardware components are 

minimalistic and the distributed system complexity can 

be developed and tested in a quick and easy manner 

(Figure 5).   

 
Fig. 5. Examples of different topologies 

 

Once students have reached this new level of 

competencies, the tutor can drive their attention to a 

higher level of representation and ask them to implement 

end-user interaction based applications, such as in the 

following examples. 

 

Games Examples. 

Once a specific topology is chosen, the software 

engineering student can implement and run a large 

variety of tasks (here we start by considering examples to 

apply to a semi-distributed, single user application on a 

regular topology platform). 

 

Open Loop and Randomness based software. 

The simplest case, a naïve one, could be the following 

Easy Game (Figure 6).  

 

 
Fig 6. Easy Game, a sequence of 7 states 

 

In Easy Game the light is “passed” from one module to 

either an adjacent or a distant one (i.e. with a predefined 

open loop algorithm or randomness based one). In both 

the above cases the software cycling is endless and we 

need to introduce the interactivity level (e.g. the game 

finishes when the user hit the lighted tile) to stop it, and 

by doing so transforming the two into very young 

children games. When the user press a tile, then the 

dynamics somehow stops and the tiles freeze in a 

particular pattern, until the user presses the lighted tile 

again, and the light shift sequence will start again. 

 

Rule(s) based software. 

One step further is a rule-based software characterized by 

the fact that pattern sequence - which can either be 

predefined or random based – is governed by a specific 

rule or set of rules. The simplest case we can think of is 

the one where, given any machine state and configuration 

(e.g. two tiles) those states which are ON turns OFF and 

those states which are OFF turns ON. Of course, we can 

design a much more complex setting but, essentially, this 

is the logic that is used in rule based software.     

On the other hand, when introducing the interaction 

element in rule based software we obtain a more dynamic 

scenario denoted by the fact that the rules and users are 

coactive and contribute step by step to the system state. 

Such a situation can be clearly observed in the American 

Football game (Figure 7).  

 

 
Fig. 7. American Football, a sequence of 5 states 

 

This is one-against-one game where, given a, say, 5 

(width) per 2 (height) cluster of modular interactive tiles, 

such interactive software is made so that at the beginning 

of the game the platform extremes appear activated (i.e. 

light on) and of two different colours (i.e. blue in one 

extreme and red in the other extreme). By squeezing the 

tiles, the user “pushes” the color/activation forward in the 

row (i.e. switches off the squeezed tile and switches on 

the adjacent one towards the opponent). The user who 

first pushes its color to the opposite extreme of the game 

platform wins the game. 

 

User-interaction based software. 

The user-interaction based program is, per se, an 

interactive software conception in which the user directly 

contributes to the next machine state (i.e. tiles color or 

activation). Such a software model is quite similar to the 

interactive version of the rule based software – since the 

user itself cannot determine the machine states if not 

aided by some underlying algorithm. It only differs from 

that in terms of strain used on increasing the user role and 

contribution to the next machine state, and the attempt to 

reduce the rule component. A good example could be the 

Final Countdown game (Figure 8). In the Final 

Countdown the tiles platform can vary both in aspect and 

size, since the game components behave all in the very 

same way. It consists of a number of tiles that, when the 

game is initiated, all of the tiles are fully lighted (i.e. any 

color would do). After initialization and with a given 

interval (e.g. one second) they all start to “fade-out” 

switching OFF one of their 8 light bulbs after the other in 

a clockwise sequence. If one of them gets completely 
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OFF the game is over. To restore a single tile to the 

initial state, the user has to squeeze it. The wider is the 

platform the more important becomes the strategy users 

bring into play to keep the game alive. 

 

 
Fig. 8. Final Countdown, a sequence of 6 states 
 

A.I. and ALife based software. 

The A.I. and ALife based software are, again, a 

complication of what we defined as rule based systems. 

Essentially they rely on the same principles, both for the 

autonomous and the interactive version, although the 

quality of the computational experience is much higher in 

terms of software behavioral equality/variety, 

un/predictability, and etc. Further, since modular 

interactive tiles tend to resemble pixel-made structures it 

seems to easily incorporate a consistent number of 

classical and modern A.I. paradigms. A good example is 

the Cellular Automata (i.e. CA), a discrete model used in 

computability theory and many different fields, which 

consists of a regular grid of cells, each one with a finite 

number of possible states (e.g. ON, OFF), that can 

change their state accordingly with their neighborhood 

activation states [18]. We, first, implemented one of the 

most famous CA algorithms, the Conway’s Game of Life 

on modular interactive tiles and, after that, added the 

interactive aspect.  

 

Conclusion 
We developed the concept of interactive parallel and 

distributed processing in order to put focus on the 

physical interaction with parallel and distributed system, 

and to highlight the many challenges that the student 

programmers might face in understanding and designing 

interactive parallel and distributed systems.  

It is our belief that a system like the modular interactive 

tiles is a tool for easy, fast, and flexible learning and 

exploration of these challenges, e.g. as shown with the 

examples of how to implement interactive parallel and 

distributed processing with different software behavioral 

models such as open loop, randomness based, rule based, 

user interaction based, AI and ALife based software.  

Indeed, MITS provides an educational hands-on tool that 

allows a change of representation of the abstract 

problems related to designing interactive parallel and 

distributed systems, so that students can learn about 

classical and modern aspects of parallel and distributed 

systems. 
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Abstract: In this study, the atmosphere as a communication mode of human was defined by time information of speech.
 The objective of this study was the development of quantitative measurement technique of the atmosphere as KANSE
I in a group. The communication mode of the group was indexed by using a time frequency distribution analysis on con
versation voice. In particular, a speech duration time was focused. And the correlation between the time series of the sp
eech duration time and a communication modality was evaluated. Consequently, the difference of the communication m
ode between man and woman was seen in the speech duration time. And a difference of the characteristics of speech wa
s found in the duration time and the frequency.  
 
Keywords: atmosphere, communication, speech duration time, frequency 

 

 

I. INTRODUCTION 

The atmosphere of field was unexpressed explicitly 

in language of emotional relationship in situation of 

interpersonal relationship and social group, power 

relationship, and interest. Atmosphere was idiomatic 

phrase of Japanese which indicating many elements of 

relationship without expression. Awaking atmosphere is 

implicit. This ability is called social intelligence by 

psychology [1]. Reading atmosphere is cognition of 

communication mode. In particular, subtlety in 

communication is technique which learned in 

interpersonal psychology. That is, the skill of human 

relations is not innate target in interpersonal psychology.       

In recent years, student evaluation system has been 

introduced into many schools [2]. The objective of the 

system is to find the problem of the class in order to 

refine the class. However, the questionnaire was written 

by the student whose grade was in the hands of teachers 

[3]. The evaluation by those students may tend to be 

rather high. Thus, the evaluation doesn't have much 

value for the objective. The introduction of the system 

in school is seen as just the evidence of an enthusiasm 

for refining the class. That is, an alibi. A basis of the 

evaluation has variety. The relationship between the 

effect of learning and the satisfaction for the class 

doesn't always has a correlation. Sometimes, they could 

have an inverse relationship. Because teachers tend to 

have the priority to the satisfaction of students and 

ignore the effect of learning. This is like putting the cart 

before the horse. The student evaluation system has the 

aspects of understandability, an effect of learning, an 

ambition and an attitude of teacher, which are evaluated 

by students. Because of these factors, objective 

evaluation of the class becomes increasingly important. 

The activity of the class was evaluated as atmosphere. 

Understanding of refining of student evaluation system 

is considered become one of indicators.  

In recent years, the various applications that was 

introduced the sound recognition technology was 

developed[4]. Speech dialogue system as target to 

information guidance was practical use. Many of those 

speech dialogue is remain handle only language 

information contained in speech. Therefore, uniform 

response is shown against any opponent. Dialogue 

between humans is and non speech information 

obtained from ears and eyes. There are also non-verbal 

information contained in speech. They are born deep 

interaction by use together. That is similar about 

recognition of communication mode including 

atmosphere. Factor to form an atmosphere was 

interpersonal relationship and emotional relationship 

and power relationship and interests relationship. 

Atmosphere is difficult captured properly by machine. 

In addition, atmosphere is difficult captured properly by 

human with no prior knowledge. But human is can 

catch sensuously an atmosphere. Because it is interpret 

atmosphere as communication mode of group based at 

nonverbal information of facial expression, tone, 

gesture not only explicit language information in 

content. Interpret of nonverbal information by machine 

is studied extensively by area of human-machine system. 
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Fig.2. time series of speech duration time (News(F))

 

 

Study example as object for communication mode of 

group is little. In addition interpret of verbal information 

concerning communication mode is become premise to 

interpretation of context whole of communication. 

Therefore complexity isn't avoided. This study, 

atmosphere as communication mode of between 

humans was defined by time information of speech. 

Purpose of this study is develop quantitative 

measurement technique of atmosphere as sensitivity of 

group. As result of this study is improvement of student 

evaluation system. Quantitative evaluation of the 

atmosphere is considered become one of evaluation 

indicator concerning communication mode as group. In 

addition, by communication mode visualization and 

quantify is function as one of indicator grasp familiarity 

density in talks. This is brings the efficiency of 

information transmission. This study was focused in 

relationship of speech duration time and speech 

frequency. This study is analysis of speech signal based 

on frequency distribution and intonation. 

 

II. EXPERIMENT METHODOLOGY 

In this study, conversation sound was used as 

analysis object. Recorded audio signal at PC was 

analyzed as digital data. Audio signal was converted by 

PCM method to A/D. Audio signal was recorded in file 

at WAVE form. sampling frequency was 22.050kHz. 

Recorded file was quantized at 16bit. In addition, the 

number of channels was one (monaural). Speech sound 

of record object was not included acoustic of sound 

effect except speech. The conversation to become object 

is idealized the speech of professionals trained 

concerning speech. But securement of subjects was 

difficult. So, audio source sample was acquired 

equivalent audio source from internet. Audio source 

sample is read sound of male announcer in radio news 

(News(M)) of internet delivery. And, read sound of 

female announcer in radio news (News(F)) of internet 

delivery. And, interview from female to male (Intr(F-

M)) in internet delivery program. And, interview from 

female to female (Intr(F-F))in internet delivery program. 

III. ANALYSIS PROCEDURE 

Audio Source sample used at analysis was News(M) 

of 10kinds. And News(F) of 7 kinds. And Intr(F-M) of 6 

kinds. And Intr(F-F) of 8 kinds. Audio source sample of 

news recitation is 17kinds in total. Audio source sample 

of interview is 14 kinds in total. Absolute value 

processing was administered for recorded voice signal. 

And get at envelope of peak value. Speech duration 

time and the corresponding speech time was recorded at 

time series. Voice signal per one sound source was 300 

seconds. 10 seconds of first is silence part for 

environmental noise level evaluation. Extract of speech 

is performed as standard of environmental noise level. 

Threshold was about 3 times of the average 

environmental noise level. And tried visualization of 

communication mode by conversation sound analysis. 

This study was focused in speech duration time. The 

conversation breaks were detected as standards silence 

part of constant time. This study conversation break was 

regarded silence part more than 0.2 second. 
 

IV. RESULT AND DISCUSSION 

Table.1 is result of the stats concerning speech 

duration time. Fig.1 is result of time series of speech 

duration time (News(M)). Fig.2 is result of time series 

of speech duration time (News(F)). Fig.3 is result of 

time series of speech duration time (Intr(F-M)). Fig.4 is 

Table1. Stats of speech duration time 

Fig.1. time series of speech duration time (News(M))
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result of time series of speech duration time (Intr(F-F)). 

Fig.5, 6 is result of Time frequency distribution of 

speech of news recitation and interview. Fig.7, 8, 9, 10 

is result of each frequency analysis. From result of table 

1, number of speech of men of the news recitation is 

130.82 times. Number of speech of female of the news 

recitation is 152.14 times. Number of speech of female 

is lot of than men. Summation of time series of speech 

duration time is 190.96 second by news recitation of 

male. Summation of time series of speech duration time 

is 195.41 second by news recitation of female. Average 

of speech duration time is 1.47 second by news 

recitation of male. Average of speech duration time is 

1.34 second by news recitation of female. Maximum of 

speech duration time is 5.03 second by news recitation 

of male. Maximum of speech duration time is 4.70 

second by news recitation of female. Average of volume 

of speech duration time is 131.08 db by news recitation 

of male. Average of volume of speech duration time is 

98.45 db by news recitation of female. Female is seen 

tend extension of speech duration time than men. For 

result of male of news recitation of time series of fig.1, 

amplitude is seen fit into within constant. In addition, 

male of news recitation of fig.1 is bigger than amplitude 

female. For result of female of news recitation of time 

series of fig.2, amplitude is seen fit into within constant. 

Amplitude of female of fig.2 is seen to smaller than 

amplitude of male of fig.1 Summation of speech 

duration time concerning news recitation wasn't seen 

both male and female significant difference. Both 

difference of news recitation is showing at distribute of 

speech duration time. This report, news contents is not 

control. Therefore, difference between male and female 

in distribute of speech duration time is cannot 

disaffirmance possible of factor of contents. Result of 

news recitation of both male and female is seen constant 

amplitude within the range. Speech of news recitation is 

spoken by constant rhythm easy to hear. So, amplitude 

is considered become constant. Number of speech of 

interview of female for male is 5.79 times. Number of 

speech of interview of female for female is 6.01 times. 

Summation of time series of speech duration time of 

interview of female for male is 177.79 second. 

Summation of time series of speech duration time of 

interview of female for female is 174.66 second. 

Average of speech duration time of interview of female 

for male is 0.76 second. Average of speech duration 

time of interview of female for female is 0.80 second. 

Max of speech duration time of interview of female for 

male is 5.79 second. Max of speech duration time of 

interview of female for female is 6.01 second. Average 

of volume of speech duration time of interview of 

female for male is 64.33 db. Average of volume of 

speech duration time of interview of female for female 

is 66.79 db. Number of speech and max time of 

Fig.3. time series of speech duration time(Intr(F-M))

Fig.4. time series of speech duration time(Intr(F-M))
 

Fig.5. Time frequency distribution of speech 
of news recitation 

Fig.6. Time frequency distribution of speech 
of interview 
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interview is greater than the news recitation. But 

summation and average of speech duration time is 

smaller than the news recitation. Principal speech of 

conversation of interview is 2 man. And conversation of 

interview is accrual communication. And conversation 

is hard to break. And speech duration time is inferred 

extending. Accretion of principal speech is not bring 

accretion of speech time. Information concerning 

speech duration time as per the communication mode is 

indicating difference arise. From result of time 

frequency distribution of fig.5, 6, speech of short time is 

increased frequency of occurrence. Conversely long 

speech of duration time is low frequency of occurrence. 

Time frequency distribution of speech is inferred take 

on fractal structure. From result of frequency analysis of 

fig.7, 8, 9, 10, power spectrum density is inverse 

proportion f of frequency. And this is become 

relationship in 1/f fluctuation.  

 

V. CONCLUSION 

In this study, focusing at non-verbal part of speech. 

Object is to visualize communication mode from 

implicit called atmosphere. Conversation sound as 

analysis target was applied time frequency distribution. 

In particular, focused at speech duration time. And 

evaluate is concerning of time series of the speech 

duration time and the communication mode. As result, 

difference of speech mode concerning to sex was 

acknowledged. In addition, speech frequency and 

speech duration time was ascertained possible indicate a 

fractal structure. Fractal dimension of news recitation of 

speech as analysis target is constant. News recitation is 

thinking became constant fractal dimension by spoke 

trained announcer. Fractal dimension in interview is 

multiplicity. Therefore Fractal dimension in interview is 

considered possible to be one of the indicators to 

capture the communication mode. 
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Fig.7. frequency analysis (News(M))

Fig.8. frequency analysis (News(F))
 

Fig.9. frequency analysis (Intr(F-M))

Fig.10. frequency analysis (Intr(F-F))
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Abstract: Since colors affect human conditions physiologically and mentally, various studies about the color influences 
have been conducted. Most of the studies have been focused on psychological aspects. In this study, we investigate the 
color influences physiologically by use of infrared thermography. With this technique, subjects wear no devices, and 
objective values are expected to be obtained to evaluate the color influences. Nasal skin temperatures were measured 
by infrared thermography under yellow, red and blue illuminations. As a result, significant temperature change was 
observed under red illumination. 
 
Keywords: color, nasal skin temperature, visual analog scale, infrared thermography 

 

 

I. INTRODUCTION 

Since colors affect human conditions physiological-

ly and mentally, various studies about the color influ-

ences have been conducted [1,2]. For an example, long 

wavelength lights, such as red or yellow, excite human 

beings. These colors raise the awakening level or the 

grip strength. On the contrary, the short wavelength 

lights, such as blue or green, are the sedation colors. 

While a number of studies have been supporting these 

points, a lot of negative data have also been reported. 

The conclusion has not been clarified yet [3]. 

In our previous studies, mental work-loads (MWL) 

have been examined with physiological and psychologi-

cal measurements under arithmetic calculation tasks.  

It was shown that changes of nasal skin temperature 

are remarkable as a physiological index [4,5]. In gener-

ally, nervous systems about brain waves or the heart-

beats respond quickly to change the tasks, but this reac-

tion does not continue for long period. Living bodies 

tend to be adapted to tasks quickly. On the other hand, 

the nasal skin temperature changes more slowly along 

with the task. In nasal skin, there are many arterioven-

ous anastomoses (AVAs) which are sympathetic nervous 

systems. Nasal skin temperature changes slowly with 

increase and decrease of the bloodstream with the anta-

gonism of a sympathetic and the parasympathetic nerve. 

This reaction continues for long period to stimulations 

which affect an autonomic nervous system. From this 

viewpoint, nasal skin temperature is more suitable for 

the evaluation for a long period for mental stimulations 

about MWL [4,5].  

Nasal skin temperature can be measured by infrared 

thermography, which is featured with non-contact. 

When physiological and mental influences by color sti-

mulation are measured, the non-contact device has an 

advantage that the subjects do not wear any sensors. 

Previous color influence studies have been conducted 

with brain wave or heartbeat measurements [1].  No 

studies about nasal skin temperature to evaluate color 

influences have been reported.  

In this study, we investigated the color influences 

psychologically and physiologically by use of infrared 

thermography. The purpose of this study is to clarify 

nasal temperature changes in terms of color illumina-

tions, and the relationship between psychological evalu-

ation and nasal temperature. 

 

II. EXPERIMENT 

The relationship of physiological and psychological 
indices was investigated, when environmental color 
(red, blue, yellow) was changed. 

 1. An evaluation index 
Visual Analogue Scale (VAS) was used as a psycho-

logical index, while nasal skin temperature was used as 

a physiological index. Figure 1 shows an example of 

VAS. Subjective senses and feelings can be measured 

by marking a position on 10cm long scale characterized 

by a pair of opposite words or phrases at the both ends. 

This method is featured with little individual differences 

in the understanding of the description, and shorter time 

to perform measurements. In this study, seven pairs of 

words for VASs were employed.  
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Fig.1. Visual Analogue Scale 

 

 

 

 

 

 

 

 

 

Fig.2. Nasal skin temperature 
 

There were “Unpleasant-Pleasant”, “Distracted-Concen-

trate”, “Unhappy-Happy”, “Fatigue-Vigor”, “Cold-Hot”, 

“Dark-Light” and “Sleepy-Awake”. For the evaluation, 

we used the VAS value differences between before and 

after color illuminations.  

Figure 2 shows a change of nasal skin temperature. 

As the physiological index, we used temperature differ-

ences between forehead and nasal skin. Nasal skin tem-

peratures are well affected by the activities of autonom-

ous nerves. In addition, forehead skin temperatures are 

little affected by the activities of autonomous nerves. 

Skin temperatures are affected by ambient conditions. 

The ambient influences can be reduced by subtracting 

forehead skin temperature from nasal skin temperature. 
Therefore, relationship of sympathetic system and the 

parasympathetic system can be measured indirectly with 

time changes of temperature differences between fore-

head and nasal skins. (Afterward, difference of forehead 

and nasal skin temperature is called NST.)  

In previous studies, the time change of NST were 

employed for various evaluations [4-8]. As an example, 

a time changes of NST is shown in Figure 2. In this ex-

periment, NST is denoted by T(t), and t is the time after 

starting color illumination.  

Ptime is the time when NST reaches the maximum 

between starting color illumination and the time when 

NST is less than NST average in Rest1. Ptime is the 

time which is from starting color stimulation to appear-

ance of physiological human changes. We defined max-

imum temperature displacement by ∆Tmax (∆Tmax = 

T(tave)-T(t1)). This ∆Tmax is a total variation which is 

influence by the color illumination. In addition, we de-

fined the maximum of the greatest temperature decrease 

by ∆Tdmax. (∆Tdmax = max (T(t)-T(t+60s))).  

 

 

 

 

 

 

 

 

 

Fig.3. Experimental environment 

 

 

 

 

Fig.4. Experimental protocol 

 

This ∆Tdmax is the maximum value which is affected 

by the color illumination for minutes. In this experiment, 

we used these Ptime, ∆Tmax and ∆Tdmax as evaluation 

measures. In addition, NST data were statistically ana-

lyses to study individual differences. NSTs were norma-

lized as follows: Dispersion=1 and Average=0. 

2. Experiment method 
The experimental system is shown in Figure 3. A 

subject sat in front of a gray booth. In this booth, am-

bient colors were changed by LEE Filters (Dfilter (yel-

low (104), red (166) and blue (161))) and fluorescent 

lamps (Toshiba (FLD6500)) on the ceiling of the booth. 

Horizontal illuminations of all colors were 500 ± 10% 

(lx) in the booth. Infrared thermography device 

(NEC/Avio TVS-200EX) was placed at 1m horizontal 

distance from nose of the subject. The thermal image 

size was 320 × 240[pixel], and the temperature resolv-

ing power was 0.08 degree centigrade. Skin emissivity 

was 0.98, and sampling period was 1sec. 

Figure 4 shows the experimental protocol. A subject 

took rest (REST1) for three minutes, sitting and opening 

the eyes. After this rest, color illumination started and 

continued for five minutes. After color illumination, 

another rest (REST2) for three minutes was taken in the 

booth. The booth inside was illuminated by white light 

during the rests. VAS was carried out under the color 

illumination in first and last one minute. This protocol 

was performed with each color three times. The subjects 

were normal male adults aged from 21 to 24. This expe-

riment was based on Helsinki Declaration (1964) for 

ethical consideration. 
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Table.1. Results of VAS (VAS Value (SD)) 

 

3. Result and Discussion 
   Table 1 shows averages and standard deviations of 

VAS values of all subjects. Most of the VAS values 

were positive under blue and yellow illuminations, and 

6 of the 7 VAS values were negative under red illumina-

tion. An analysis of variance and multiple comparisons 

(Bonferroni method) were performed statistically to test 

significant difference in each item of VAS values by the 

colors. In two VAS values of “Distracted-Concentrate” 

and “Sleepy-Awake”, there was a significant differences 

were shown in red and blue (p<0.05). From this result, it 

is understood that colors affect human conditions men-

tally. In particular, Red affects the VAS values of nega-

tive side among the three colors. 

Figure 5-7 show average of NSTs of all subjects. 

The NSTs were maintained or increased for Ptime after 

starting color illuminations, and decreased after Ptime. 

Each NST was slightly different in the change by a color. 

The NST changed after starting each color illumination. 

The t-tests of statistical analysis were performed be-

tween temperatures of the starting and temperatures of 

the ending at the tasks under all color illuminations. As 

a result, in the both temperatures, there was a significant 

difference (p<0.001). From this viewpoint, it was shown 

that color illuminations affect human conditions physio-

logically. 

  Table 2 shows averages and standard deviations of 

Ptime,ΔTmax and ΔTdmax. Red was the most effec-

tive color physiologically, since Ptime was short, Δ

Tmax and ΔTdmax for red were the biggest of three 

colors. Although, NSTs of several subjects obviously 

were affected for color illuminations, the statistical sig-

nificant differences were not observed between NST 

and colors. It is thought that there were no significant 

difference for state of subjects about the physical condi-

tion, mental condition and the taste color illuminations. 

  Table 3 shows the results of correlations between  

 

 

 

 

 

 

 

 

 

 

Fig.5. NST in yellow illumination 

 

 

 

 

 

 

 

 

 

 

Fig.6. NST in red illumination 

 

 

 

 

 

 

 

 

 

 

Fig.7. NST in blue illumination 

Table.2. Results of Ptime, ΔTmax, ΔTdmax 

Colors Yellow Red Blue 

Ptime (s) (SD) 104.2(84.0) 76.1(62.8) 82.5(103.4) 

ΔTmax (SD) 1.8(1.1) 2.4(0.8) 2.0(1.1) 

ΔTdmax (SD) 1.2(0.5) 1.5(0.7) 1.1(0.3) 

 

VAS value and NSTs (Ptime,Δ Tmax, Δ Tdmax). 

There were intermediate and strong correlations (four 

VAS values for yellow, eleven VAS values for red and 

six VAS values for blue). As a result, red is most in-

fluential color physiologically and psychologically. Par-

ticularly, high correlation coefficient 0.82 was observed 

between “Unpleasant-Pleasant” andΔTmax for red. 

From this viewpoint, the NST decreases when red illu-

mination is felt unpleasant.  

VAS Yellow Red Blue 

Unpleasant-Pleasant 0.4(1.1) -0.1(1.4) 0.1(2.0) 

Distracted-Concentrate -0.1(1.5) -1.1(1.6) 0.7(1.5) 

Unhappy-Happy 0.1(1.3) -0.4(1.3) 0.7(1.4) 

Fatigue- Vigor 0.5(2.0) -0.7(1.0) 0.1(1.7) 

Cold-Hot 0.4(1.9) 0.5(1.8) 0.0(1.1) 

Dark-Light 0.5(1.6) -0.2(2.0) 0.2(2.3) 

Sleepy-Awake -0.1(1.8) -1.5(2.7) 0.9(1.5) 
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 Table.3. VAS vs NST(Ptime, ΔTmax and ΔTdmax) 

 

However, there were correlations between “Unpleasant-

Pleasant” andΔTmax in yellow and blue illuminations. 

On the contrary, positive correlations were shown in red. 

This result cannot be explained by the conventional 

hypothesis that NST decreases with unpleasant feeling. 

This result can be explained as follows: NST decreas-

es “fast” down with unpleasant feeling. Red is the most 

influential physiologically and psychologically at three 

colors and there was a negative intermediate correlation 

between “Unpleasant-Pleasant” andΔTdmax of red.  

In previous studies, the stimulations by tasks or 

loads to subjects were calculation problem [4,5], metal 

scratch noise [7] and driving task[8]. The reaction of 

NST for these stimulations decreased fast immediately 

after starting the stimulation. However, NST decreased 

after Ptime in this experiment. In comparison between 

the results of previous studies and this experiment, the 

color illumination might be less influential to human 

conditions physiologically and mentally than the stimu-

lations previously used.  

 

III. CONCLUTION 

In this study, we investigated the color influences 

physiologically by use of nasal skin temperature meas-

ured by infrared thermography under yellow, red and 

blue illuminations. As a result, it was suggested that the 

mental and physical conditions are affected by the col-

ors difference. Significant temperature change was ob-

served under red illumination.  

It is necessary to examine color influences mental 

and physiological with more subjects, more the VAS 

items and more color illuminations.  

In order to clarify the relationship between NST and 

human mental/physiological conditions, further studies 

are required. It is expected to develop a novel system by  

 

 

infrared thermography to measure human men-

tal/physiological conditions. 
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Abstract: This paper deals with progress in the motion performance and control of a Balloon Fish Robot (BFR). The 
BFR is a fish-type airship robot that derives its propulsion from vibrations of two joints. The BFR is moved in three-
dimensional space by an actuator. We consider the thrust of the BFR and measured it with a force sensor. The purpose 
of this research is to construct an equation of motion for the BFR and to control its air speed. 
 
Keywords: Airship Robot, Fish Robot 
 
 

I. INTRODUCTION 

Recently, there has been progress in research on 
airship robots that float in the air. An airship robot has 
the advantage of being able to move in three dimensions 
without being influenced by obstacles on the ground and 
without disturbing people's work. Moreover, because an 
airship uses a gas that is lighter than air to obtain 
buoyancy, the energy necessary for floatage is less than 
that of other types of flying robots, such as airplane and 
helicopter robots. Airship robots have been studies for 
applications in disaster relief and indoor patrol and 
surveillance systems [1]. 

On the other hand, there have been advances in 
research on the movement of fish, which have superior 
propulsive performance in water. There has been some 
work on applying fish-type underwater robots to 
offshore surveying and underwater surveys of natural 
resources [2][3]. In addition, a robot that employs the 
propulsion principle of aquatic organisms in the air, not 
water, has been developed. An example is the manta-
type flying robot (Air Ray) developed by FESTO Co. 
developed. 

We developed an airship robot based on a fish's 
propulsion principle, called the Balloon Fish Robot 
(BFR). The purpose of our research is to construct an 
equation of motion for the BFR and to control its air 
speed. 

II. Structure and equation of motion of BFR 

1. Structure of the BFR 
Fig. 1 shows the structure of the BFR, and Fig. 2 

shows a photograph of the BFR. The BFR is composed  

Fig.1. Structure of the BFR 

Fig.2. Appearance of the BFR 
 

of three parts: the head, the body, and the caudal fin. The 
head and the body are formed of aluminum film balloons 
filled with helium, giving the BFR a buoyancy of about 
300 grams. 

The BFR has two joints. One is a servo motor-driven 
joint between the head and the body, and the other is a 
spring joint between the body and the caudal fin. The 
servo motor moves symmetrically by various angles and 
at various frequencies and the BFR vibrates smoothly to 
obtain thrust. This movement is generally referred to as a 
fish's wriggling motion [4]. 
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Fig.3. Real machine experimental system 
 

2. Equation of motion of the BFR 
Zhang constructed an equation of motion for an 

airship under the following three conditions [5]:  
1. The airship is a rigid body. 
2. There is no rotary motion about the three axes. 
3. There is no air flow. 
The propulsion direction of the BFR is taken as the x 

axis, the horizontal direction is taken as the y axis, and 
the vertical direction is taken as the z axis. Since we deal 
with propulsion of the BFR, it is assumed that there is no 
movement along the z axis. Because the wriggling 
motion is a symmetric motion, the y-axis components of 
the thrust cancel each other out. The x-axis component 
of the thrust determines the propulsion of the BFR. The 
equation of motion in the x-axis: 

 

 cosFx
dt

d
CSx

dt

d
m

2
1

2

2
, (1) 

 
where m is the mass of the BFR, F is thrust,  is the 
angle of the wriggling motion,  is the density of air, C 
is the air resistance coefficient, and S is the projected 
area of the BFR. The thrust F is measured to construct 
the equation of motion of the BFR. 
 

III. MEASUREMENT SYSTEM 

We focused on the thrust of the BFR and measured it 
with a force sensor. We considered two parameters of the 
BFR’s wriggling motion: the oscillation angle and the 
oscillation frequency. To determine the equation of 
motion, we measured the thrust. In addition, the actual 
robot movements were measured, and the results were 
compared with those of the thrust measurement 
experiment. The thrust is corrected because there is a  
 

Fig.4. Thrust measurement system 
 

difference in the position of the rotation axis in the real 
machine and the thrust measurement experiment.  
 

1. Real machine measurements 
We measured the propulsion of the BFR 

experimentally using an actual robot. Fig. 3 shows the 
real machine measurement system. Four tracking points 
were set on the BFR, and images were captured as the 
BFR advanced. The movement of the BFR was 
measured as two-dimensional coordinates.  

2. Thrust measurement 
In this study, the thrust of the BFR was measured 

with a force sensor. Fig. 4 shows the thrust measurement 
system. The force sensor, the body, and the caudal fin of 
the BFR were fixed to a wood post (prop), and the force 
generated by the wriggling motion was measured with 
the force sensor. Similarly, the movement of the head, 
which vibrates along with the wriggling motion, was 
also measured. 

3. Thrust correction 
There is a difference in the position of the rotation 

axis in the real machine and in the thrust measurement 
experiment, as illustrated in Fig. 5. In the thrust 
measurement experiment, the rotation axis determines 
the position of the servo motor. In this case, the length of 
the BFR that contributes to propulsion is the entire 
length of the BFR. The length of the head is defined as 
L1, and the length of the body is defined as L2. 
The rotation axis moves in the actual machine, as shown 
in Fig. 5. Therefore, the length of the BFR that 
contributes to propulsion is shorter in both the head and 
the body. There is a difference in the thrust produced in 
the real machine and the thrust measurement experiment. 
In this case, the length of the head that contributes to 
propulsion is defined as nL1, and that of the body is 
defined as mL2 (0 < n< 1, 0 < m < 1). The numerical 
values of n and m are the coordinates of the rotation axis 
in the head and the body where the wriggling motion of 
the BFR occurs. The two points are the points that exist 
between two tracking points of the head and the body in 
the real machine experiment, where the distance moved 
is minimized.  
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Fig.5. Difference of rotation axis 
 

The numerical values of n and m were calculated 
from the results of the real machine experiment. The 
values of n and m were varied from 0.1 to 0.9 in steps of 
0.1, and the values that minimized the distance moved 
were identified. The numerical results are illustrated in 
Fig. 6. From the results, we defined n = 0.5 and m = 0.2. 
Therefore, in the real machine, the length of the head 
that contributes to propulsion is 0.5L1, and that of the 
body is 0.8L2.  

In short, because the thrust produced is different in 
the real machine and the thrust measurement experiment, 
it is necessary to correct the thrust with the values of n 
and m.  

First, the thrust of the head is corrected. Because 
n = 0.5, the rotation axis of the head is at the center of 
the head. A positive thrust and a negative thrust cancel 
each other out in the wriggling motion in one cycle. 
Therefore, the thrust that the head generates is 0.  

Next, the thrust that the body generates is corrected. 
The thrust is proportional to the volume of air pushed 
out behind by the wriggling motion. In this case, where 
m = 0.2, the length of the body that contributes to 
propulsion is 0.8L2, and a body length of 0.2L2 generates 
a negative thrust. As a result, the thrust that the body and 
the caudal fin generate is corrected by a factor of 0.6. In 
addition, the angle of the wriggling motion is 45 degree, 
but because the rotation axis and the head move, the 
angle of the wriggling motion becomes smaller than 45 
degree. From the measurement results, the angle of the 
head was 15 degree, and the angle of the body was 30 
degree during the wriggling motion. Therefore, the 
oscillation angle of the body is assumed to be 30 degree 
in the thrust measurement experiment. 

 

IV. EXPERIMENT 

1. Real machine experiment 
Images of the BFR during propulsion were captured 

with a camera. The wriggling motion of the BFR is 
oscillating movement having an oscillation angle and 

Fig.6. Numerical values of n and m 
 
oscillation speed. In a preliminary study, we found that 
the velocity of the BFR was highest when the oscillation 
angle was 45 degrees and increased as the oscillation 
speed increased. Therefore, we set the following 
experimental conditions: the oscillation angle was 45 
degree, the oscillation frequency was 0.5 Hz, which was 
the maximum speed of the servo motor, the measurement 
time was 15 s, and the sampling frequency was 30 fps.  

2. Thrust measurement experiment 
The thrust of the BFR was measured with the force 

sensor. We set the experimental conditions according to 
the thrust correction. The oscillation angle was 30 degree, 
the oscillation frequency was 0.5 Hz, the measurement 
time was 15 s, and the sampling frequency was 1024 Hz. 

 

V. RESULTS 

The velocity of the BFR was calculated from the 
results of the real machine experiment and the thrust 
measurement experiment.  

The distance moved by the tracking points on the 
BFR was measured from the results of the real machine 
experiment, and the velocity of the BFR was calculated 
every 0.3 s.  

The results of the thrust measurement experiment 
were substituted into the equation of motion of the BFR, 
and the velocity of the BFR was calculated. Fig. 7 
shows the numerical results. In Fig. 7, the horizontal axis 
corresponds to time and the vertical axis corresponds to 
the velocity of the BFR. In the thrust measurement 
experiment, the velocity of the BFR was calculated using 
the thrust values before correction and after correction. 
The bottom graph shows the difference between the 
results of the real machine experiment and those after 
thrust correction. In Fig. 7, because the thrust was 
corrected, the calculated value become close to the 
velocity of the real machine. As a result, it was possible 
to construct an equation of motion closer to that of the 
real machine by considering the movement of the real 
machine. The maximum velocity of the BFR was about 
0.6 m/s for the real machine and the equation of motion, 
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Fig.7. Velocity of the BFR 
 
showing good agreement. However, even after the thrust 
had been corrected, it was confirmed that the difference 
in velocity compared with the real machine was about 
0.3 m/s at most. Therefore, there must be force that was 
not taken into account in constructing the equation of 
motion. 
 

VI. DISCUSSION 

There was a difference between the results observed 
with the real machine and those obtained with the 
equation of motion. In Fig. 7, the velocity periodically 
decreases in the calculation results for the real machine.  

The cause of this is thought to be the change in the 
projected area. In this study, the projected area of the 
BFR was assumed to be constant in calculating the 
velocity. In practice, however, the projected area changes 
over time because the head of the BFR moves during the 
wriggling motion. The reason why the velocity of the 
real machine decreases is that the projected area 
increases periodically.  

Similarly, it is also necessary to consider the force 
that the pectoral fins generate during the wriggling 
motion.  

In this research, the velocity of the BFR was 
calculated for one pattern of wriggling motion; in future, 
it will be necessary to calculate the velocity for other 
wriggling motions.  

 

VII. CONCLUSION 

The aims of this study were to measure the thrust of 
the BFR and to construct an equation of motion. We 
measured the thrust with a force sensor and constructed 
the equation of motion by comparing the results with 
those for real machine movement. As a result, it was 
possible to construct an equation of motion closer to that 

of the real machine by considering the movement of the 
real machine. 
 

VIII. FUTURE TASKS 

Tasks to be implemented in future work include 
considering the change in the projected area, conducting 
experiments using other wriggle motion patterns, 
repeating the motion experiments for a BFR with 
pectoral fins, constructing an equation of motion, and 
controlling the air speed. 
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Abstract–A plus and minus switching power supplies are
needed for many applications, for example audio power
supply. Since the output voltage changes of such power
amplifiers which are loads are large, the power supply volt-
agse are changed largely. Usually, in order to suppress
the change, a capacitor with large capacity is used at the
output end. If the capacities are made small, the power
supplies can be compacted. In this paper, it is shown that
the capacities can be made small using a robust digital con-
trol using an approximate 2DOF. The derived controller is
actually implemented on a DSP. It is demonstrated from
experiments that the power supplies can be compacted by
the robust controller.

I. Introduction

The DC-DC converter is used for a switching power
supply of an plus and minus power amplifier for many
applications, for example an audio amplifier. This power
supply is needed to be compacted. In usual power sup-
ply, in order to suppress an output voltage change for load
change and input voltage change, a capacitor with large
capacity is used for the output end. It can be consid-
ered that that the capacity is made small as one means
of a compact the audio power amplifier. The authors pro-
posed the method of designing a approximate 2-degree-
of-freedom (2DOF) controller of DC-DC converter[1] as
a robust digital controller. The digital controller makes
the control bandwidth wider, and at the same time makes
the change of the output voltage very small at sudden
changes of load and the input voltage. This robust digital
controller was applied to control one side power supply[2].
In this paper, it is shown that the output voltage change
of the both sides plus and minus power supply can fully
be suppressed and the power supply can be compacted by
the capacitor with small capacity using this type robust
digital control. The robust digital controller is actually
implemented on a DSP. It is demonstrated from experi-
ments that the capacity can be made small by the robust
controller.

II. Plus and Minus power supply

The configuration of the audio power supply is shown in
Fig. 1. The part except for the controller is a controlled

Fig. 1. Plus and Minus power supply

Fig. 2. Plus side model of power supply

object. The triangular wave carrier is adopted for the
PWM switching signal. The switching frequency is set
at 100[KHz] and E is 14.5[V], n1 : n2 = 4 : 13. The
LC circuit is a filter for removing carrier and switching
noises. C0 is 1000[µF] and L0 is 70[µH]. In Fig.1, a plus
side and a minus side are symmetrical, and the plus side
model is shown in Fig. 2. The state equation of Fig. 2
is derived. If the frequency of control signal u is smaller
enough than that of the carrier, the state equation of the
DC-DC converter at a resistive load in Fig.1 except for
the controller in DSP can be expressed from the state
equalizing method as follows :

n
ẋ = Acx+ Bcu
y = Cx

(1)
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Fig. 3. Controlled object with input dead time Ld(≤ T )

Fig. 4. Equivalent disturbances due to load variations (parameter
variations) and model matching system with state feedback

where

x =

·
eo
i

¸
Ac =

· − 1
C0RL

1
C0

− 1
L0

−R0

L0

¸
Bc =

·
0
Kp

L0

¸
C =

£
1 0

¤
u = ei y = e0 Kp =

ViN2
CmN1

R0 is the total resistance of coil and ON resistance of
FET, etc., and the value is 0.015[Ω]. When realizing a
digital controller by a DSP, a delay time exists between
the starting time of the sampling operation and the out-
putting time of the control signal due to the calculation
and AD/DA conversion times. This delay time is consid-
ered to be equivalent to the input dead time which exists
in the controlled object as shown in Fig. 3. Then the
state equation of the system in Fig.3 is expressed as fol-
lows : n

xdw(k + 1) = Adwxdw(k) + Bdwv(k)
y(k) = Cdwxdw(k)

(2)

where

xdw(k) =

·
xd(k)
ξ2(k)

¸
xd(k) =

·
x(k)
ξ1(k)

¸
Adw =

·
Ad Bd
0 0

¸
Bdw(k) =

·
0
1

¸
Ad =

·
eAcT eAc(T−Ld) R Ld

0
eAcτBcdτ

0 0

¸
Bd =

· R T−Ld
0

eAcτBcdτ
1

¸
Cdw =

£
Cd 0

¤
Cd =

£
C 0

¤
ξ1 (k) = u(k)

It can be considered that the input voltage E and the
load change by change of the amplitude of a voice sig-
nal etc. is parameter changes for the controlled object.

Fig. 5. Model matching system using only voltage (output) feedback

These parameter changes can be considered to be equiv-
alent disturbances qu and qy inputted into the controlled
object from the exterior as shown in Fig. 4. If the trans-
fer functions between the equivalent disturbances and the
output voltage can be made small, it will become the con-
trol system hardly influenced of the input voltage change
and the load changes. Therefore, if the controller is de-
signed so that this transfer function may become small,
the compact audio power supply will be attained even if
the capacity C0 is small.

III. Robust digital controller

A. Configuration of control system

First, the transfer function between the reference input
r and the output y is specified as follows :
Wry(z)

=
(1 +H1)(1 +H2)(1 +H3)(z − n1)(z − n2)(z +H4)
(1− n1)(1− n2)(z +H1)(z +H2)(z +H3)(z +H4) (3)

where, n1 and n2 are the zeros for the discrete-time control
object (2). It shall be specified that the relation of H1 and
H2, H3 becomes |H1|À|Re(H2)|, |H1|À|Re(H3)|. Then
Wry(z) can be approximated to the following first-order
model:

Wry(z) ≈Wm(z) =
1 +H1
z +H1

(4)

This target characteristics Wry(z) ≈ Wm(z) is specified
so that the bandwidth of the audio power supply becomes
as wide as possible.
Applying a state feedback

v = −Fx∗ +GH4r (5)

x∗ = [y x2 ξ1 ξ2]
T

and feedforward

ξ1(k + 1) = Gr (6)

to the discrete-time controlled object as shown in Fig. 4,
we decide F = [F (1, 1) F (1, 2) F (1, 3) F (1, 4)] and G so
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Fig. 6. System reconstituted with inverse system and filter

that Wry(z) becomes eq.(3). Th current feedback is used
in Fig. 4. This is transformed to voltage and control in-
put feedbacks without changing the pulse transfer function
between r− y by an equivalent conversion. The following
relation is obtained from Fig. 4:

−F (1, 2)x2(k) = − F (1, 2)
Ad(1, 2)

(x1(k + 1)

−Ad(1, 1)x1(k) − Ad(1, 3)ξ1 −Bd(1, 1)η) (7)

If the current feedback is transformed equivalently using
the right-hand side of this equation, the control system
with only voltage feedback as shown in Fig. 5 will be ob-
tained. The transfer function WQy(z) between this equiv-
alent disturbance Q = [qv qy]

T and y of the system in
Fig. 5 is desfined as

WQy(z) =
£
Wqvy(z) Wqyy(z)

¤
(8)

The system added the inverse system and the filter to the
system of Fig.5 is constituted as shown in Fig. 6. In Fig.
6, the transfer function K(z) becomes

K(z) =
kz

z − 1 + kz (9)

The transfer functions between r − y and Q − y of the
system in Fig. 6 are given by

y =
1 +H1
z +H1

z − 1 + kz
z − 1 + kzWs(z)

Ws(z)r (10)

y =
z − 1

z − 1 + kz
z − 1 + kz

z − 1 + kzWs(z)
WQy(z)Q (11)

where

Ws(z) =
(1−H2)(1 +H3)(z − n1)(z − n2)
(z −H2)(z +H3)(1− n1)(1− n2) (12)

Here, ifWs(z) ≈ 1, then Eqs.(9) and (10) become, respec-
tively,

y ≈ 1 +H1
z +H1

r (13)

y ≈ z − 1
z − 1 + kzWQy(z)Q (14)

From eqs.(12) and (13), it turns out that the characteris-
tics from r to y can be specified with H1, and the charac-
teristics from Q to y can be independently specified with
kz. That is, the system in Fig. 6 is an approximate 2DOF,
and its sensitivity against disturbance becomes lower with
the increase of kz.
If an equivalent conversion of the controller in Fig. 6 is

carried out, the approximate 2DOF digital integral-type
control systems will be obtained as shown in Fig.6. In
Fig. 7, the parameters of the controller are as follows :

k1 = F (1, 1 + F (1, 2)FF (1, 1) + ((−F (1, 4)
− F (1, 2)FF (1, 4))(−F (1, 2)/FF (1, 2)))
+ (GH4 +GFz)(kz/(1 +H2))

k2 = F (1, 2)/FF (1, 2) +G(kz/(1 +H2))

k3 = F (1, 3) + F (1, 2)(FF (1, 3)) k4 = −Fz
ki1 = Gkz ki2 = (GH4 +GFz)kz

kr1 = G kr2 = GH4 +GFz (15)

where

FF (1, 1) = −Ad(1, 1)/Ad(1, 2)
FF (1, 2) = Ad(1, 2)

FF (1, 3) = −Ad(1, 3)/Ad(1, 2)
FF (1, 4) = −Bd(1, 1)/Ad(1, 2)

Fz = −F (1, 4)− F (1, 2)FF (1, 4)
In the audio amplifier power supply, since a plus side

and a minus side is symmetrical, the controller which con-
trols only the plus side is designed. A model for the con-
trolled object of the plus side becomes as shown in Fig.
2. The robust control system to this controlled object be-
comes as shown in Fig. 7. This system is an approximate
2DOF system and can specify independently the charac-
teristics between the reference value and the controlled
output, and the characteristics between the disturbance
and the controlled output. If the parameter of the con-
troller is set up so that the transfer function between the
disturbance and the controlled output may become small,
the control system will become low sensitivity very much.
Therefore, even if the capacity is small, the large load
changes can be suppressed. The same controller of Fig.
7 is applied to the minus side of Fig. 1. The averaged
control input is switched to the plus side and minus side.

IV. Experimental studies

The sampling period T are set at 10[µs] and the input
dead time Ld is about 0.999T [µs]. The nominal value of
RL is 4[Ω]. We design a control system so that all the
specifications are satisfied. First of all, in order to satisfy
the specification on the rising time of startup transient
reponse, H1, H2, H3 and H4 are specified as

H14 = −0.9 H2 = 0.1 + o.1i H3 = 0.1− 0.1i
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Fig. 7. Approximate 2DOF robust digital control system

Fig. 8. Experimental results by the approximate 2DOF robust
digital control at C0 = 1000[µF]

H4 = −0.999 kz = 0.15 (16)

Then the parameters of controller become

k1 = 14.063 k2 = −11.605 k3 = −0.022209
k4 = −0.20448 ki = −1.3752 kiz = 1.1427 (17)

We used the DSP(TI TMS320LF2808). Fig. 8 and Fig.
9 show the output voltage changes by the approximate
2DOF robust control at C0 = 1000[µ] and C0 = 220[µ],
respectively. From these results, it turns out that out-
put voltage change hardly changes even if capacity be-

Fig. 9. Experimental results by the approximate 2DOF robust
digital control at C0 = 220[µF]

Fig. 10. Experimental results by PI control at C0 = 1000[µF]

Fig. 11. Experimental results by PI control at C0 = 220[µF]

comes very small. Fig. 10 and Fig. 11 show the out-
put voltage changes by PI control at C0 = 1000[µ] and
C0 = 1000[µ], respectively. It turns out that the output
voltage changes are very large compared with the robust
control. Moreover, the output voltage changes are oscil-
lating at C0 = 220[µ]. These results show that the robust
control by approximate 2DOF is effective in compact au-
dio power supply.

V. Conclusion

In this paper, the robust digital control was performed
by DSP. Consequently, even if it made capacity small, it
was shown that output voltage changes of the both sides
of the plus and minus power supply can be suppressed
almost like the time when capacities are large. A future
subject is designing the robust digital controller which can
make the value of output voltage change smaller.
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Abstract: This paper presents a neuro-fuzzy navigation method for mobile robots based on local sensors mounted 

on the robot. This method is not sensitive to sensor noise, and is able to automatically adjust the internal parame-

ters given by the teacher signal. However, most of previous studies dealt with two-wheel driven robots have fo-

cused on the acceleration control of their wheels. For this reason, it is difficult to generate teacher signals for ro-

bots with many actuators such as omnidirectional mobile robots. In this paper, we propose a method of neuro-

fuzzy navigation based on control of rotation speed of the robots. We demonstrate the validity of our proposed 

method through simulations and experiments.  
 

Keywords: Omnidirectional mobile robot, Neuro fuzzy, Robot navigation, Local sensor 

 

 

I. Introduction 

Recently, the autonomous mobile robots working in 

dangerous environments such as disaster sites have been 

studied. These robots cannot get information about their 

operating environments in advance. For this reason, 

these robots require navigation methods to a target point 

based on information from local sensors mounted on the 

robots.  

There are some methods based on the fuzzy infer-

ence techniques using local sensors on the robots to 

navigate to a target point [1][2]. Those methods can 

reduce the effect of observation noises from local sen-

sors, but adjustments of the parameters by experts are 

necessary. Automatic parameter turning methods which 

incorporate neural network structures into fuzzy infer-

ence systems have been proposed in [3][4]. These con-

trollers are able to adjust the parameters automatically 

by giving desired moving patterns. However, most of 

previous studies deal with the two wheel robots consid-

ering the acceleration of the motors as input. But when 

applying these methods to more complex systems (for 

example: snake-like robots, omnidirectional mobile 

robots and so on), the complexity makes it difficult to 

generate teacher signals. 

In this paper, we propose a method using the rota-

tion speeds of the robots as the input for the robot. By 

using the rotation speed instead of the acceleration of 

each actuator, we can generate the teacher signals for 

the controller. The validity of the proposed method is 

demonstrated through simulations and experiments. 

 

II. Omnidirectional mobile robot 

Figure 1 shows an omnidirectional mobile robot in 

this study, where 𝜃 is the angle between y-axis and a 

wheel, 𝑉𝑥 is the velocity at the front direction of the 

robot, 𝑉𝑦  is the velocity at the lateral direction of the 

robot, and 𝑤𝑟 is the velocity of the rotation of the robot. 
In this study, the rotation speed of each wheel is con-

trolled by a suitable controller (for example: PID), and 

is assumed to accurately rotate according to the refer-

ence value. The following equation shows the relation-

ship between the moving velocity of the robot and the 

velocity of each wheel: 

 

[

𝑤1
𝑤2
𝑤3
𝑤4

] =
1

𝑅𝑤
[

sin(𝜃) − cos(𝜃)  𝑅

sin(𝜃) cos(𝜃) 𝑅

−sin(𝜃) cos(𝜃) 𝑅

−sin(𝜃) − cos(𝜃)  𝑅

] [
𝑉𝑥
𝑉𝑦
𝑤𝑟

]    (1) 

 

where R is the radius of the robot, and 𝑅𝑤 is the radius 

of the wheel. In this study, we design a controller using 

two pieces of information; the distance between the 

obstacle and the robots, the angle of the target point 

from the front direction of the robot.  

Figure 1 Omnidirec-

tional mobile robot 
Figure 2 Obstacle sensor 

placements 
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Figure 2 shows the arrangement of fifty obstacle de-

tection sensors mounted on the robot. Those sensors are 

divided into five groups of three adjacent sensors {right 

behind, right front, front, left front, left behind}. The 

output value of each sensor group is selected to take a 

smallest value in the groups. The angle of the target 

direction is given from the front of the robot. In this 

paper, we assume a constant velocity at the lateral direc-

tion for simplicity. 

 

III. Angle-based neuro-fuzzy navigation 

This section, explains the proposed method of angle-

based neuro-fuzzy controller. At first, we explain the 

controller structures and how to adjust the parameters of 

the fuzzy membership functions. 

1. Controller structure 

 Figure 3 shows the structure of the proposed angle-

based neuro-fuzzy controller. This controller consists of 

a five-layer neural network. The first layer receives the 

target direction and distance information from the ob-

stacle sensors. The second layer converts an input value 

to a fuzzy grade using the fuzzy inference logic. Mem-

bership functions of the target direction consist of five 

fuzzy sets {right behind, right front, front, left front, left 

behind}, in the form of triangular type functions: 

 

𝑝𝑖𝑗 = {
1 −

2|𝑢𝑖−𝑚𝑖𝑗|

𝜎𝑖𝑗
, 𝑚𝑖𝑗 −

𝜎𝑖𝑗

2
< 𝑢𝑖 < 𝑚𝑖𝑗 +

𝜎𝑖𝑗

2
 

0.001, otherwise
    (2) 

 

where i is a input number,  j is a fuzzy set number, 𝑝𝑖𝑗 

is the fuzzy grade, 𝑚𝑖𝑗 is the center value of the mem-

bership function, 𝑢𝑖 is the input value, 𝜎𝑖𝑗 is the width 

of the membership function. Otherwise, the membership 

function of the obstacle sensor consists of two fuzzy 

sets to determine the distance from the obstacle. A Z-

type function in (3) is adopted as the membership func-

tion that represents the distance between the robot and 

the obstacle: 

 

𝑝𝑖𝑗 =

{
 
 

 
 0.001, 𝑢𝑖 ≥ 𝑚𝑖𝑗 +

𝜎𝑢

2

1, 𝑢𝑖 < 𝑚𝑖𝑗

1 −
2|𝑢𝑖−𝑚𝑖𝑗|

𝜎𝑖𝑗
, otherwise

              (3) 

while, a S-type function in (4) is adopted as the mem-

bership function that represents the closeness between 

the robot and the obstacles. 

 

𝑝𝑖𝑗 =

{
 
 

 
 0.001, 𝑢𝑖 ≤ 𝑚𝑖𝑗 −

𝜎𝑢

2

1, 𝑢𝑖 > 𝑚𝑖𝑗

1 −
2|𝑢𝑖−𝑚𝑖𝑗|

𝜎𝑖𝑗
, otherwise

              (4) 

 

The third layer represents the fuzzy controller based on 

the if-then rules, which has the connection with the se-

cond layer as the antecedent, and the connection with 

the fourth layer as the consequent. As for the if-then rule, 

there are 160 rules from five fuzzy sets of the target 

direction and two fuzzy sets of five groups of obstacle 

sensors. The fourth layer represents the output linguistic 

grades. The fifth layer is the output of the controller, 

which gives the center of gravity defuzzification of 

fuzzy sets of the four layers. The center of gravity is 

calculated using the lowest grade in the antecedent of 

each fuzzy rule: 

 

 
𝑦 =

∑ 𝑣𝑘𝑞𝑘
160
𝑘=1

∑ 𝑞𝑘
160
𝑘=1

 (5) 

                     

𝑞𝑘 = min *𝑝1𝑘1, 𝑝2𝑘2, 𝑝3𝑘3, 𝑝4𝑘4, 𝑝5𝑘5, 𝑝6𝑘6+    (6) 

 

where y is the output value of the rotation value, k is the 

number of fuzzy rule sets, 𝑣𝑘 is the center value of the 

fuzzy membership function, and 𝑞𝑘 is the fitness of the 

k-th fuzzy rules. 

 

2. Learning algorithm 

We explain a parameter adjustment law adopted by 

our proposed method to use teacher signals. The pro-

posed method has the parameters; the center value of 

fuzzy membership function and the width of fuzzy 

membership function. In this study, we update only the 

center values of fuzzy membership functions. 

Adjustment of the parameters is performed by using 

the evaluation function described by the following equa-

tion: 

 

 
𝐸 =

1

2
(𝑦 − 𝑦̂)2 (7) 

 

Figure 3  Angle-based neuro-fuzzy controller 
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where E is the error, 𝑦̂ is the teacher signal. This eval-

uation is based on the least mean square method. Z as 

the median to be updated, the update formula is ex-

pressed as 

 

 
𝒁(𝑡 + 1) = 𝒁(𝑡) − 𝜀

𝜕𝐸

𝜕𝒁
 (8) 

where 𝜀  is the learning rate, 𝒁(𝑡) is the parameter 

vector at the update number 𝑡. Each parameter is up-

dated by the following equation: 

 
𝑚𝑖𝑗(𝑡 + 1) = 𝑚𝑖𝑗(𝑡) − 𝜀

𝜕𝐸

𝜕𝑚𝑖𝑗

 (9) 

 
𝑛𝑠(𝑡 + 1) = 𝑛𝑠(𝑡) − 𝜀

𝜕𝐸

𝜕𝑛𝑠
 (10) 

 

where, if 𝑞𝑘 = 𝑝𝑖𝑗  and 𝑝𝑖𝑗 ≠ const, 

 

 𝜕𝐸

𝜕𝑚𝑖𝑗

= 

−2{(y − 𝑦̂) 
𝑣𝑘 ∑ 𝑞𝑘

160
𝑘=1 − ∑ 𝑣𝑘𝑞𝑘  

160
𝑘=1

(∑ 𝑞𝑘)
160
𝑘=1

2 } 

×
sign(𝑢𝑖 −𝑚𝑖𝑗)

𝜎𝑖𝑗
 

 

otherwise 

 

 𝜕𝐸

𝜕𝑚𝑖𝑗

= 0 
. 

 

. 

And also, if 𝑣𝑘 = 𝑛𝑠, 
 

𝜕𝐸

𝜕𝑛𝑠
= (𝑦 − 𝑦̂)

𝑞𝑘
∑ 𝑞𝑘
160
𝑘=1

 

otherwise 

 
𝜕𝐸

𝜕𝑛𝑠
= 0 

 

Teacher signals are used in expressions to produce 

more updates from the history of the human-robot oper-

ation. The teacher signals has the three types of parame-

ters; the angle of the target point from the front direction 

of the robot, the distance from the obstacles were meas-

ured by the local sensor mounted on the robot, and the 

velocity of the rotation of the robot were controlled by a 

human. Parameter adjustment is repeated until the error 

falls below the set value 𝛿 (0 < 𝛿). 

 

IV. Simulation and experimental results 

This section shows simulation and experiment re-

sults of our proposed method. First, we explain how to 

generate the teacher signal in the training environment, 

and adjust the parameters of fuzzy membership func-

tions. Next, we show some different environments. Fi-

nally, we demonstrate the results of the actual robot.  

Figure 4 Training environment 
 

Table 1 Simulation parameters 

Robot radius 10 cm 

Working space 405 cm×605 cm 

Measuring range of the 

obstacle sensor 
0 cm ~ 100 cm  

Translation velocity 20 cm/s 

Control cycle 200 ms 

 

Figure 5 Trajectory for   

training data 

Figure 6 Trajectory after 

parameter adjustment 

Figure 5  Results in various environments 

changed 
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Figure 4 shows the environment in the simulation. 

Table 1 is the list of the parameters used in these simu-

lations. The simulation purpose is to move a robot to a 

goal position on the left side of each environment from 

the start at the right side without colliding against obsta-

cles.  

Figure 5 shows the trajectory of the robot operated 

by a human teacher. Figure 6 shows the trajectories of 

the robot after the parameter adjustment based on the 

teacher. By adjusting the parameters of fuzzy member-

ship functions, we can see that the robot reaches the 

target without colliding against obstacles. 

Next, we show the result in some different environ-

ments with pre-adjusted parameters in the previous en-

vironment. The starting position and the target point are 

the same as the previous environment. Figure 7 shows 

the results in the four simulation environments in differ-

ent shapes, where the numbers of obstacles are different. 

We can see that the robot reach the target in all the envi-

ronments without re-adjusting the parameters. 

Finally, we apply our proposed method to the actual 

robot. We prepare a simulated environment created by 

the teacher signals shown in Figure 5. The parameters of 

membership functions are obtained by the simulation. 

Figure 8 shows the trajectory obtained by the actual 

robot. We can see that the actual robot reach the target 

without colliding with obstacles. 

 

VI. Conclusion  

In this study, we proposed an angle-based neuro-

fuzzy navigation method. We control the rotation speed 

of robots instead of the acceleration of each motor. Thus, 

a controller structure was too compact to simplify the 

generation of teaching signals even when applying the 

robot to a complex structure. We showed the validity of 

our proposed method through simulations and experi-

ments. 
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Abstract: The recognition of tactile apparent movement is normally a subjective sense. However, when applying tactile 
apparent movement to an engineering system, quantitative evaluation is necessary. In a previous study, we examined 
the body-sway caused by tactile apparent movement under fixed experimental conditions; however, the body-sway 
characteristics were not fully investigated. In this study, we investigated the body-sway caused by tactile apparent 
movement under fixed experimental conditions. We focused on biological information and body-sway, and compared 
cases where the apparent motion was recognized and not recognized. Our findings will help to improve the 
performance of systems that use tactile apparent movement. 
 
Keywords: Tactile Apparent Movement, Body-sway, EMG,  
 

I. INTRODUCTION 

The tactile sense of our skin is one sense that is 
being investigated for sensory substitution because the 
possibility of losing the tactile sense is lower than the 
possibility of losing sight, hearing, and other senses due 
to congenital or acquired causes. Sensory substitution 
means substituting a remaining sense for a lost sense. 
For example, a tactile display can transmit information 
using the tactile sense instead of the visual sense. 

Apparent movement is a sensory illusion mainly 
studied and reported in the field of vision. However, it is 
known that apparent movement also appears in the 
tactile sense. When two stimuli appear one after another 
with an appropriate time lag, we sense movement of the 
stimulus; that is to say, we sense that one stimulus 
moves to the other stimulus. 

The frequency characteristics of tactile apparent 
movement have been investigated [1]–[3]. Ueda et al. 
proposed a tactile display that combined tactile apparent 
movement and phantom sensation [7],[8]. Park et al. 
designed aperson identification authentication system 
based on a tactile stimulus using a tactile display [9]. 
When applying tactile apparent movement to a tactile 
display in which stimulation elements are arrayed, the 
number of stimulation elements increases as a result of 
increasing transinformation [10],[11]. By applying 
apparent movement to tactile displays, it should be 
possible to realize smaller displays. 

The recognition of apparent movement is normally a 
subjective sense. On the other hand, when applying 
tactile apparent movement to an engineering system, 
quantitative evaluation is necessary. In many previous 
studies, however, evaluation of the recognition of 
apparent movement was based on statistical techniques, 
and quantitative evaluation was difficult.  

In our previous study, we reported the body-sway of 
an upper limb caused by tactile apparent movement 
under fixed experimental conditions [4]–[6]. If 
quantitative evaluation of the body-sway becomes 
possible, we will be able to evaluate the tactile apparent 
movement. The characteristics of the body-sway were 
analyzed using an averaged electromyography (EMG) 
waveform when apparent movement was recognized 
based on frequency analysis. In that study, however, the 
body-sway was not fully evaluated quantitatively. 

In this study, we focused on the frequency 
characteristics of body-sway and investigated the body-
sway caused by tactile apparent movement. 

II. MEASUREMENTS 

Fig. 1 shows the measurement system used in our 
study. It consists of two PCs and five components: (1) 
an EMG measurement system, (2) a three-axis 
acceleration sensor, (3) a tracking system, (4) a 
stabilometer, and (5) a vibrotactile stimulation 
presentation system. 
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Fig. 1. Measurement system. 

 

 
Fig. 2. Arrangement of 5 electrodes and body earth. 

 
The sampling frequencies were different in each 

system. In detail, biological information and three-axis 
acceleration were acquired via the same A/D converter, 
whose sampling frequency was 2000 Hz. The tracking 
system’s sampling frequency was 60 Hz, and the 
stabilometer’s sampling frequency was 80 Hz. PC1 was 
synchronized with PC2 via a synchronization signal that 
PC2 generated. 

The number and positions of the EMG measurement 
channels were defined as shown in Fig. 2. The number 
of EMG channels was 7. The sampling conditions are 
shown in Table 1. 

The tracking system consisted of a CCD camera 
(Library Corp.: GE60). Positions of tracking markers 
are shown in Fig. 3. The tracking points were the upper 
limb, shoulder, body, and below the ear lobe. Tracking 
results were recorded on PC2 as coordinate data (X, Y). 
The three-axis acceleration sensor was worn on the right 
wrist. 

 
Fig. 3. Arrangement of 5 tracking markers. 

 

 
Fig. 4. Arrangement of four vibrators and accelerometer. 

 
Fig. 5. Drive waveform of vibrator. 

 
A stabilometer (Nitta Corp.: BPMS) measured the 

subject’s center of gravity while standing still. The 
posture on the stabilometer was based on stabilometry 
defined by the Japan Society for Equilibrium Research. 

The vibrotactile stimulation presentation system 
consisted of four vibrators (Audiological Engineering 
Corp.: Skin Stimulator). The subject held four vibrators 
(SS1, SS2, SS3 and SS4) as shown in Fig. 4. The 
vibrators were driven by the drive waveform shown in 
Fig. 5. The drive waveform had four parameters, T, TS, 
TC, and . In this study, tactile apparent movement was 
generated by adjusting only the parameter . The other 
parameters, T, TS, and TC, 
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(a) Subject 1     (b) Subject 2 

  
(c) Subject 3            (d) Subject 4 

Fig.6. Averaged waveform of TP10ch 
 
were fixed at T = 100 ms, TS = 4 ms, and TC = 3000 ms. 
One trial was assumed to consist of driving vibrators 
SS1 to SS4 in sequence. One set consisted of 30 trials, 
and ten sets in total were performed.  

The value of parameter  when the subject felt the 
apparent movement the most is m. The values of 
parameter  representing the difference threshold for the 
apparent movement are L and H. They were measured 
by employing an adjustment method used in 
psychophysics measurements. In this study, vibrotactile 
stimulations each composed of 0, L, m, and H were 
presented to the subject. The body-sway caused by the 
tactile apparent movement was evaluated by comparing 
and examining the subject's reaction at this time. The 
parameters 0, L, and H do not cause any apparent 
movement while m causes tactile apparent movement. 
Here, the relation of the  parameters is 0 < L < m < 
H. One of the  parameters was selected randomly in 
each trial, and a vibrotactile stimulation was presented 
to the subject using that parameter. In the measurement, 
the subject stood on the stabilometer, with their eyes 
closed, wearing noise canceling headphones and 
holding their dominant arm horizontally. 

III. ANALYSIS 

The body-sway caused by apparent movement reported 
in the previous study caused the upper limb to move in 
the direction in which the stimulation image was moved 
when the subject recognized an apparent movement. In 
the present experiment, the subject held his or her upper 
limb horizontally. If body-sway is caused, it is expected 
that the arm would center on the shoulder and shake 
periodically. Therefore, we focused on the frequency of 
the measurement data. When periodic shaking appears 

upon recognizing apparent movement, a significant 
difference should be observable in  

  
(a) Subject 1     (b) Subject 2 

 
(c) Subject 3            (d) Subject 4 

Fig.7. Averaged spectrum of TP10ch 
the spectrum at a specific frequency compared with the 
case where the apparent movement is not recognized. 

As preprocessing, the EMG was filtered from 20 Hz 
to 500 Hz and subjected to envelope processing, the 
acceleration value was filtered from 0 Hz to 45 Hz, and 
the velocity of the tracking points and the center of 
gravity were analyzed using the finite difference method. 
Then, the preprocessing data for 3000 ms (for center of 
gravity only: 2500 ms) from the beginning of the 
stimulation was averaged. The frequency spectrum was 
calculated from the preprocessing data, averaged over 
all trials for every . The spectral intensity of each 
frequency was compared to examine the difference 
between recognized and non-recognized apparent 
motion, and a statistically significant difference was 
found. 

IV. RESULTS 

Table 1 shows the results of psychophysics 
measurements. The parameter  that each subject 
selected was different, indicating that the recognition of 
tactile apparent movement is subjective. 
 

Table 1. Results of the psychophysics measurement. 
 L [ms] m [ms] H [ms] 

Subject 1 20 70 120 
Subject 2 10 70 120 
Subject 3 30 70 110 
Subject 4 10 80 160 

As one example of the result, Fig. 6 shows the average 
waveform of the preprocessing data for the tracking 
point 10ch (TP10ch, Fig. 3). It is thought that TP10ch 
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contains a lot of information about the body-sway 
because TP10ch is an element in the same direction as 
the direction in which the stimulation image is moved. 
From Fig. 6, subject 1 and subject 4 exhibited periodic 
shaking. This result suggests the possibility of the body-
sway having periodicity. Fig. 7 shows the averaged 
spectrum of TP10ch. From 0 Hz to 10 Hz, the difference 
in spectral intensities by a factor of 2 or more between 
the recognized and non-recognized apparent motions for 
subjects 1 and 4 was statistically significant (P < 0.01, t-
test). From the above result, it is possible that the body-
sway has periodicity because both subjects showed a 
significant difference at a specific frequency. Here, the 
channel on which the frequency with a significant 
difference existed was extracted from all channels, and 
the results are shown in Tables 2–4. Table 2 shows the 
result of comparing m with 0, Table 3 shows the result 
of comparing m with L, and Table 4 shows the result of 
comparing m with L. From the results, besides TP10ch, 
other channels are expected to show a periodic response. 
However, these are not reactions common to all subjects.  
 
 

Table 2. Extracted channels for m vs. 0 
Subject TP CW EMG Acc 

1 ch3,ch4 
ch7,ch8 

ch9,ch10 

ch1 ch1, ch2 ch1, ch2 

2 ch6 --- --- --- 
3 ch7 --- ch6, ch7 ch1 
4 ch5, ch8 

ch10 
--- ch1 ch1 

 
Table 3. Extracted channels for m vs. L 

 TP CW EMG Acc 
1 ch3,ch4 --- ch6 --- 
2 ch3,ch9 ch1,ch2 --- ch2 
3 ch8 --- ch6,ch7 --- 
4 ch3,ch5 --- ch2,ch5 --- 

 
Table 4. Extracted channels for m vs. H 

 TP CW EMG Acc 
1 ch9 --- ch2 --- 
2 ch5,ch6 

ch7 
ch1,ch2 ch2,ch5 --- 

3 --- --- --- ch1 
4 ch6 --- ch7 --- 

 

This is thought to be due to the fixed parameter T in the 
presented stimulation, because the parameter T is an 
important parameter causing apparent movement. 
Therefore, it will be necessary to conduct an experiment 
that considers the influence of parameter T in the future. 
 

V. CONCLUSION 

In this study, we investigated the body-sway caused by 
tactile apparent movement. Focusing on the frequency 
characteristics of the body-sway, we tried to evaluate 
the body-sway quantitatively. The results show the 
possibility that periodic shaking occurred when 
apparent movement was recognized. In future work, the 
T parameter of the presented stimulation will be 
examined, and quantitative evaluation of the body-sway 
caused by tactile apparent movement will be attempted. 
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Abstract: Taste cognition is interfered by visual information; however the mechanism has not been clarified.  We 

assumed the interference model in the process of taste and visual information.  The model was tested with frequency 

analysis on EEG and the button response time.  The tasks were matched/miss-matched between taste and visual 

information of orange or apple juice.  There were changes in α waves that originated in visual processing of a juice 

package and changes in β waves that originated in taste processing. There was the possibility with the parallel 

processing mechanism in the visual-taste interference. 

 

Keywords: taste cognition, visual information, interference, EEG 

 

I. Introduction 

 There are studies using facial expressions [1] or skin 

temperature on the nasal area [2] as a method to give an 

objective evaluation on taste.  There are also various 

papers that handled taste and the brain [3] [4].  

However, those papers that handled the brain and taste 

have not reached an objective evaluation of products.  

In this paper, therefore, a method to give an objective 

evaluation on taste as well as products presented was 

reviewed based on the relationship between taste and 

the brain.  Spontaneous brain waves were measured in 

order to develop the taste processing model in this paper, 

by focusing on integrated processing of vision and taste.  

The taste processing model was designed to measure the 

interaction of visual information and taste, including 

whether information obtained from people’s eyes 

influences taste cognition, or only taste influences taste 

cognition. 

 

II. Interference between taste and vision  

1. Proposal of taste processing model 

The process to reach taste cognition in 

interdependence between vision and taste was proposed 

as the “taste processing model” in this experiment.  

Information received from two sensory organs, i.e., eyes 

for vision and the tongue for taste, is communicated to 

the nerve center.  Images entered through eyes are 

recognized in the vision area, the information is sent to 

the temporal association cortex, and the images seen are 

interpreted as meaningful.  Taste entered from the 

tongue transmits from the receptor called the taste buds 

on the tongue onto sensory nerve fibers, and the five-

taste (sweet, salty, delicious, bitter and sour) 

information is taken over to the taste area in the brain.  

These two kinds of information in the above are 

integrated in the brain and the integrated information is 

related to memory, leading to taste cognition (Fig.1).   

 

 

 

 

 

 

 

 

 

Fig.1. Proposed taste processing model  
 

2. Verification of hypotheses with brain waves 

 The following three hypotheses are considered based 

on the taste processing model.  If responses of 

spontaneous brain waves are successfully obtained in 

accordance with these hypotheses, it will be useful to 

support development of the taste processing model.  

Spontaneous brain waves can be divided into three 

bands including α waves (8-13Hz)，β waves (14-30Hz) 

and θ waves (4-7Hz).  α waves appear when eyes are 

closed, when relaxed or not nervous, or when brain 

activities are calm.  β waves appear when stress is 

accepted or during calculation.  θ waves appear in the 

course from awakening to onset of sleep.  It is also 

known that α waves decrease when visual information is 

given, in comparison with the time at rest [4].  In 

addition to the above, we considered that the volume of 
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  ↑Begin                          ↑Begin input          ↑End 

          ↑Begin presentation(5seconds）         ↑Push the button 

                   ↑End presentation(5seconds)  

  

thoughts occurring in the brain when taste is given 

(difficulty in relating short-term memory from vision or 

long-term memory to taste) was involved in the 

increase/decrease of α waves and β waves in this paper.  

If these three hypotheses are verified with experiments, 

the taste processing model will be successfully 

developed.  Hypotheses at this time were prepared 

based on brain waves including α, β and θ waves when 

taste information of water was given.  

 

III. EXPERIMENTS 

1. Experiment method 

 Subjects were four healthy males (age: 21-22).  The 

experiment was conducted in a lab which was not a 

shielded room, and lights were turned off during the 

experiment, i.e., the condition of a dark room.  First of 

all, subjects sat on chairs, the experimenter presented a 

table with the names of six samples (water, apple, 

orange, strawberry, banana and pear) to ensure taste 

cognition, and indicated one of them would be put into 

the mouth.  The subjects were instructed to identify 

which sample was put into the mouth.  They were to 

push down the switch at hand immediately after they 

knew what sample it was (considered that taste was 

recognized).  The reason for pushing down the button 

is that the time from completion to integrate vision with 

taste until taste cognition as shown in Fig.1 is 

considered to be interrelated with the time until pushing 

down the button by the subjects.  Therefore, after 

explaining about the experiment, we asked them to 

avoid movements except pushing down the button or 

teeth grinding during the experiment.  After full 

explanation, subjects were instructed to put on an 

electrode cap to measure brain waves.  They were also 

asked to hold the hose (φ5×7 mm) connected to the One 

Shot Measure 30ml (Sentec D-19002BK) in the mouth 

using the lips, to enable input of a fixed amount. (The 

hose was not sticking to the face, and the sample was 

not visible.)  Since the photo of the package is shown 

before giving the sample (taste stimulation) in this 

experiment, the task is in the order of visual stimulation 

and taste stimulation.  Eyes were opened when visual 

stimulation was given, and closed when it ended.  

Visual stimulation was given for five seconds, and 

another five seconds were provided for the time to close 

the eyes.  Then, input of taste began.  The sample was 

input without notifying the subject of the timing of input.  

The timeline of the experiment is indicated in Fig.2. 

 

 
 

 

Fig.2: Timetable for the experiment 

 

 Table 1 includes Tasks 1 to 11.  Enough time was 

maintained between task and task in the experiment, and 

the oral cavity was rinsed with water after and 

immediately before taste stimulation.  To avoid the 

same sample to be input in a row, Tasks 1 to 5 and Tasks 

6 to 11 in the experiment were conducted at least with 

one-week interval. 

 

Table 1: Tasks in the experiment 

Task No. 1 2 3 4 5 6 7 8 9 10 11 

Visual 

presentation 
O A x x x O A O A O A 

Experiment 

samples 
x x W O A O A A O W W 

 

 

In regards to symbols in Table 1, O represents 

orange juice, A represents apple juice and x represents 

no stimulation.  Orange juice and apple juice used in 

the experiment was “Tropicana 100% Orange Juice” 

and “Tropicana 100% Apple Juice.”  Packages for 

these two kinds of juice were photographed with a 

digital camera for presentation.  With the response 

time like in Tasks 3, 4 and 5 as the reference where only 

the sample was given, Tasks 8, 9, 10 and 11 were 

considered to take longer for integrated processing 

when the subjects respond, leading to a long button 

response time.  On the other hand, the button response 

time was considered to be shorter for tasks which seem 

to take less time for integrated processing.    

2. Measurement method 

Neurofax EEG1100 (Nihon Kohden) was used to 

measure brain waves, and FOCUS (Nihon Kohden) was 

used for analysis.  31 exploring electrodes in 

accordance with the International 10-20 method are 

arranged on the electrode cap (Electro Cap) (refer to 

Fig.3).  Unipolar induction was used for measurement 

with both earlobes (A1 and A2) as reference electrodes.  

Experiments were completed within 60 minutes after 

the electrode cap was worn (Fig.3).  In regards to brain 

waves extracted, the band with α waves was at 8-13Hz, 

β waves at 14-30Hz and θ waves at 4-7Hz.  The 

intervals to analyze brain waves included from the 

beginning of visual stimulation presentation to the 

completion of visual stimulation presentation, and from 
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the beginning of taste stimulation presentation to button 

pushing by a subject.  The FFT was applied to these 

intervals and the content of brain waves in all channels 

were averaged to obtain the content rate for these three 

bands. 

 

 

 

 

 

 

4. Results 

 

 

 

 

 

Fig.3: Measurement system 

 

IV. RESULTS 

1. Hypothesis 1: Taste and 

electroencephalographic response 

 Tasks with taste presentation only are compared.  

For Hypothesis 1, it was considered in the cases of 

samples with and without taste that α waves decrease 

and β waves increase because the burden of taste 

integration increases for the sample with taste, as a 

result of the load from the work to relate to long-term 

memory.  As a result of experiment, the content rate of 

α waves tended to decrease and the content rate of β 

waves tended to increase for samples with taste in 

comparison with samples without taste, when Tasks 3 

and 4 as well as Tasks 3 and 5 were compared, and the 

content rate of θ waves decreased.  This is because the 

volume of thoughts increased more for the process to 

screen orange or apple out of the given hints (water, 

apple, orange, strawberry, banana and pear) than the 

case of water.  Significant difference was not 

recognized in Student’s t-test (significance level=0.05; 

two-sided test) of brain waves for either Tasks 3 and 4 

or Tasks 3 and 5.  Based on the above, the tendency of 

the hypothesis was observed but statistically significant 

differences were not recognized (Fig.4). 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.4: Taste and electroencephalographic response 

(average ± standard deviation) 

 

2.  Hypothesis 2: Presence of visual presentation 

and electroencephalographic response 

 Next, tasks with taste information only are compared 

with tasks where the same visual and taste information 

are presented such as visual information of apple and 

taste information of apple (Tasks 6 and 7).  For 

Hypothesis 2, the volume of thoughts decreases upon 

taste cognition, since integrated processing of vision and 

taste goes easier with tasks with visual information.  

Thus, we considered that α waves increase and β waves 

decrease in comparison with brain waves when only 

taste is presented.  As a result of the experiment, the 

content rate for α waves and β waves decreased when 

Tasks 4 and 6 were compared, and increased when 

Tasks 5 and 7 were compared.  θ waves have a 

tendency to increase when vision is presented rather 

than presenting taste only.  A significant difference was 

not recognized in Student’s t-test (significance 

level=0.05; two-sided test) for Tasks 4 and 6 as well as 

Tasks 5 and 7.  Based on the above results, it is 

assumed that in the case of Tasks 4 and 6, α waves 

decreased and β waves increased as a result of relating 

to long-term memory, and in the case of Tasks 5 and 7, 

α waves increased and β waves decreased as a result of 

relating to short-term memory (Fig.5). 

 

 

 

 

 

 

 

Fig.5: Presence of visual presentation and 

electroencephalographic response (average ± standard 

deviation) 
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3.  Hypothesis 3: Electroencephalographic 

response to match/mismatch of taste and 

visual presentations 

Next, tasks where the same vision and taste are 

presented are compared with tasks where different 

vision and taste are presented (Tasks 8 and 9).  For 

Hypothesis 3, we considered the case where taste 

information does not match vision information given, 

e.g., visual information of apple and taste information of 

orange.  In this case, integrated processing becomes 

extremely difficult and the volume of thoughts 

increases; therefore we considered that α waves 

decrease and β waves increase compared with the case 

where the same visual and taste information is given.  

First of all, the content rate of α waves decreased, the 

content rate of β waves increased and θ waves also 

increased in the case of Task 8 (A, O) compared with 

Task 7 (O, O).  On the other hand, the content rate of α 

waves and β waves decreased and θ waves increased in 

the case of Task 9 (O, A) compared with Task 6 (A, A).  

Significant difference was not recognized in Student’s t-

test (significance level=0.05; two-sided test) of brain 

waves for Tasks 7 and 8 as well as Tasks 6 and 9.  It is 

considered that α waves decreased with short-term 

memory in regards to the mismatch (Fig.6).  

 

 

 

 

 

 

 

Fig.6: Electroencephalographic response (average ± 

standard deviation) in match/mismatch of taste and 

visual presentations 

 

 

V. DISCUSSIONS 

Based on the results of experiments at this time, 

visual information as well as specific work in integrated 

processing is added to the taste processing model 

(Fig.1). 

The model under Hypotheses 1was indicated in the 

taste-vision processing model in Fig.7.  The decrease 

of α waves and increase of β waves can be explained 

with the increase in the volume of thoughts at the time 

of screening taste.  Based on this, the model was 

restructured. 

Fig.7: Restructured taste-vision processing model (in 

the case of Hypothesis 1) 

 

Fig.8: Restructured taste-vision processing model (in 

the cases of Hypotheses 2 and 3) 

 

 

The model under Hypotheses 2 and 3 was indicated 

in Fig.8.  Increase/decrease of α waves and β waves 

was considered to change depending on long-term 

memory and short-term memory used to relate to 

memory when the same taste information as visual 

information is given.  On the other hand, when taste 

information different from visual information is given, α 

waves decreased while β waves did not increase, by 

relating to long-term memory without using short-term 

memory; therefore the model was restructured. 

 

VI. CONCLUSION 

We measured spontaneous brain waves for the taste 

processing model.  In these experiments, a tendency of 

α wave decrease and β wave increase was observed for 

tasks with taste information only in comparison with 

tasks where taste information of water only was 

presented under “4.1 Taste and electroencephalographic 

response.”  Based on these results, the vision-taste 

processing model was developed.  It is possible to 

explain from this model that integrated processing is 

conducted in the interaction of vision and taste.  We 

hope to carry out statistical review by increasing the 

number of subjects as well as the number of trials in the 

future.  
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We had assumed that β waves of brain waves 

covered at this time increase/decrease as a result of 

relating taste to memory; however a significant 

difference was not recognized in any task.  We will 

confirm whether or not a significant difference is 

recognized by calculating brain waves with the content 

rate.  Higher brain activities might not be occurring 

when taste is obtained if there is no difference in β 

waves; therefore review is desired.  In this paper, a 

model was developed by focusing on vision and taste 

and conducting experiments.  It is needless to say that 

when an object is tasted, not only vision and taste but 

also smell is an important sense, and we plan to review 

the influence of smell on the brain in our future studies. 
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Abstract: A dynamic analysis was subjected to thermal images of dorsal of the foot in this study. A 

psychophysiological effect of a facial massage by aesthetician was evaluated. First, psychophysiological effects 

of facial massage were assessed on proprietary stress test. Physiological indices measured were alpha-wave 

power spectrum, dorsal skin temperature variations and high frequency component of heart rate variability. STAI, 

POMS (Brief Form) and amount of sensory awareness was administered to evaluate for psychological status. The 

aspects of the amount of sensory awareness were comfortable, awakening and effect of massage. Secondary, we 

assessed stress response on thermal image of dorsal of foot. Thermal image of dorsal of foot was measured by 

infrared thermography device. 
 

Keywords: Thermal image, Peripheral skin temperature, Dynamic analysis, Comfort evaluation, Physiology meas

urement, Stress test 

 

 

I. INTRODUCTION 

Comfort evaluation has been performed by sensory 

evaluation method or physiology index. Sensory 

evaluation method has been widely used to 

quantitatively evaluate the tendency of preference and 

feeling of the user [1-5]. Though the sensory evaluation 

method is easy-to-use, possible issues regarding 

examinee’s individual variability on interpretation of 

evaluation words have been indicated; a temper of 

examinee affects the evaluation [6-8]. And unconscious 

mental stress isn’t able to evaluate. Physiological index 

is provided by bioinstrumentation, which is measured 

by person. Physiological index is changed by 

physiology condition and mind condition. Physiology 

index is able to evaluate serial quantitative and 

objective in comfort evaluation. However, corporeity on 

electrode measurement such as electroencephalogram 

(EEG) and electrocardiogram (ECG) may give physical 

and mental stress. Noncontact and unconfined and 

noninvasive measurement can be measured by infrared 

thermography device. Measurement with infrared 

thermography device will be projected to reduce 

physical and mental stress. Peripheral of body is nasal, 

hand, foot and such. Peripheral skin temperature (PST) 

is regulated by the sympathetic nervous system. We 

have evaluated phychophysiological condition such as 

mental stress evaluation and comfort evaluation by 

peripheral skin temperature. Peripheral skin temperature 

was measured by infrared thermography device. In this 

study a dynamic analysis was subjected to thermal 

images of dorsal of the foot. A psychophysiological 

effect of a facial massage by aesthetician was evaluated. 

First, psychophysiological effects of facial massage 

were assessed on proprietary stress test. Physiological 

indices measured were alpha-wave power spectrum, 

dorsal skin temperature variations and high frequency 

component of heart rate variability. STAI, POMS (Brief 

Form) and amount of sensory awareness was 

administered to evaluate for psychological status. The 

aspects of the amount of sensory awareness were 

comfortable, awakening and effect of massage. 

Secondary, we assessed stress response on thermal 

image of dorsal of foot. Thermal image of dorsal of foot 

was measured by infrared thermography device 

II. EXPERIMENTAL 

Experimental equipment set-up and electrode 

arrangement for scalp EEG are shown in figure 1. 

Experiments were executed in a measurement room. An 

infrared thermography system (TVS–200EX, 

AVIONICS) was installed 1 m in front of subject. 

Thermograms of dorsal of foot were created with 1-s 

sampling periods. Image resolution of thermograms was 

320×240 pixels, and room temperature was set at 

26±1.0 degrees Celsius. Infrared emissivity of skin is 

_=0.98. The subject was in a seated position in a resting 

state. EEG was recorded at a sampling frequency of 200 

Hz using a biological amplifier/sampler (5102 EEG 

HEAD BOX, NF Electronic Instruments) and digital 
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signal processor unit (5101 PROCESSOR BOX, NF 

Electronic Instruments). Electrodes used for scalp EEG 

was Pz, based on the international 10-20 method, and a 

reference electrode was A1. Electrodes used for ECG 

were put on the superior margin of the sternum and the 

cardiac apex, based on modified Lead NASA, in order 

to reduce the artifacts of EMG from the ECG. A 

common electrode for both EEG and the ECG was put 

on Cz. An auditory stimulus of scratch sound was 

reproduced by PC as a control stimulus. The protocol of 

the experiment is shown in figure 2. Subjects were 

nineteen 18- to 23-year-old healthy women. Subjects 

were well-informed about the experiments and the 

objective of this study before participation for 

experiments. The experiment was performed once par a 

subject. The measurement was not begun until the 

subject had been in the room for at least 15 minutes in 

order to habituate to the room temperature. The 

measurement consisted of eye-closed resting periods 

(period R1, R2 and R3), eye-opened evaluation periods 

for evaluation of sensory awareness (period V1, V2 and 

V3), eye-opened period under the controlled stimulation 

of the mental work task (MAT) and eye-opened period 

under the facial massage operation (period TEST). 

The power spectra time series were calculated as 

follows. The power spectrum time series of the EEG 

lead from Pz was calculated every 5 s by FFT using 

1024 data points at a sampling frequency of 200 Hz. 

The -waves were defined as the frequency components 

of the EEG in the frequency range from 8 Hz to 13 Hz. 

The power of α-wave was created as the sum of the 

frequency components in the frequency range. 

The PST time series was calculated as follows. 

Thermal images of the right first toe region of the foot 

were extracted from the thermogram of dorsal of foot 

time series. PST time series were created as a cascade of 

spatial average temperature for pixels in the interested 

area of each thermal image. 

HF time series was calculated as follows. A source 

R-wave interval time series was extracted from ECG 

time series by using threshold processing. Temporally 

equidistant R-wave intervals (HRV) were derived by 

resampling process in frequency of 20 Hz after cubic 

spline interpolation. The power spectrum time series of 

HRV was calculated every 1 s by fast Fourier 

transformation (FFT) using 512 data points at a 

sampling frequency of 20 Hz. Finally, HF time series 

was created as a summation of discrete frequency 

components in power spectrum time series of HRV, in 

which the frequency range of HF was 0.15 Hz to 0.4 Hz. 

POMS-short form, which had been shortened and 

translated into Japanese, was administered. The POMS-

short form comprised of 30 questions about the current 

mood state. These 30 questions were classified in 6 sub-

scales: T-A (‘tension and anxiety’), D (‘depression and 

dejection’), A-H (‘anger and hostility’), V (‘vigor’), F 

(‘fatigue’), and C (‘confusion’). The subjects selected 

the raw score from one of five values (0, 1, 2, 3 and 4, 

where 0 = no such mood state and 4 = extreme mood 

state). These raw scores in each sub-scale were then 

added to generate each sub-scale score. 

Table.1. Overall evaluation results 

of indices in facial massage. 

Indices Interpretation Significance 

α-wave Brain activity n.s. 

PST Sympathetic acceleration n.s. 

HF Parasympathetic acceleration P** 

POMS Depressive moods N+ 

STAI Trait anxiety P+ 

VAS #1 Comfortable P** 

VAS #2 Arousal N+ 

 

 

 

 
 

Fig.1. The measurement system  

and electrode arrangement for EEG. 

 

 
 

Fig.2. Protocol of the experiment. 
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The STAI is a 20-item scale that measures acute 

level of anxiety. The subjects selected the raw score 

from one of four values (1, 2, 3, and 4, where 1 = not at 

all and 4 = very much). A summary score is obtained by 

adding the weight of each item. The STAI scores 

indicate an increase in response to situational stress and 

a decline under relaxing conditions. In this study, STAI-

JYZ, which regards Japanese cultural factors better, was 

used. The STAI-JYZ exhibits acceptable internal 

consistency and test-retest reliability. The aspects of the 

amount of sensory awareness were comfortable, 

awakening and effect of massage. Each data was 

expressed as ‘means ± standard error (SE)’. Wilcoxon 

signed-rank test was performed to evaluate them. 

III. RESULTS AND DISCUSSION 

1. Psychophysiological effects of facial massage 

Table.1 shows the result of the statistical test 

representing the psychophysiological effect of the facial 

massage. "P" means positive response for the 

interpretation of each index, and "N" means negative 

response. Each physiological index was normalized by 

period R2. R2 was a baseline for the statistical test and 

was compared with period R3 by the test. -wave ratio 

was 0.067±0.054 which indicates that a brain activity 

had been maintained by having performed a facial 

massage. PST ratio was 0.631±0.490 which represented 

that had no significant changes in the massage. It is 

considered that this is because of rather large standard 

error between subjects. HF ratio was 1.406±0.094 and 

increased remarkably after the massage (p<0.01). This 

shows that the parasympathetic activity was enhanced 

by the facial massage. POMS score was compared in 

each scale before and after experiment. Most scores, 

which indicate negative feeling, tended to decline after 

the experiment. Especially, T-A (‘tension and anxiety’) 

significantly declined from 42.68±1.747 to 39.58±1.294 

(p<0.05), A-H (‘anger and hostility’) dropped 

38.05±0.609 to 37.16±0.158 (p<0.1), and also F 

(‘fatigue’) was decreased 40.47±1.035 to 37.32±0.769 

(p<0.05). Similarly, the score for anxiety in the STAI 

significantly declined from 43.79±1.829 to 40.32±2.013 

following the massage (p<0.1). Amount of sensory 

awareness was compared before and after TEST. 

‘Comfortable’ gathered from 0.503±0.015 to 

0.621±0.029 (p<0.01). ‘Awakening’ declined from 

0.563±0.033 to 0.517±0.045 (p<0.1). The ‘Anxiety’ in 

the STAI and negative moods in POMS were 

significantly decreased following the massage. These 

results suggested that the facial massage had strong 

effects on stress alleviation or psychological relaxation. 

Fig.3. Thermal image of dorsal of right foot 

Fig.4. A temperature change in each area. 
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2. Dynamic analysis of dorsal thermal image 

Thermal image of the measured dorsum of the right 

foot is shown in Fig.3. Images were recorded at 300 s, 

330 s, 390 s, 450 s, 510 s, 570 s, 630 s, 690 s, 690 s and 

720 s each. The ankle, which is not peripheral part, had 

small variations in temperature, while the temperature 

in tiptoe changed rather large. These variations in 

temperature were analyzed in detail. Thermal images of 

the dorsum of the right foot were divided into squared 

areas of 9 x 14 pixels each. Fig.4 shows time evolution 

of variations in temperature of each divided area. Large 

variations in temperature were shown in the areas of 

tiptoe, while there were a small temperature changes in 

the areas of ankle. It was indicated that the variations in 

temperature were different in parts. However, similar 

changes in temperature were seen generally. And the 

time in which has greatest value in temperature of each 

area was different. Fig.5 indicates a trail of the center of 

gravity of focused area of a certain temperature in range 

from period R2 to period R3. The range in temperature 

was defined as follows. Highest temperature was 

tracked in each area from period R2 to period R3. The 

maximum and the minimum values were collected from 

the tracked highest temperatures of each area. Then, the 

range in temperature was defined as rank in the top 20% 

from the maximum to the minimum. In the trail, a 

center of gravity was in the part of the ankle at the 

beginning. The ankle has little variations in temperature 

which is shown in figure 3. And the temperature of the 

ankle tends to be high. The center of gravity of the 

interested area moved towards a tiptoe in the middle of 

period TEST. 

IV. CONCLUSION 

In this study, an activity of the autonomic nervous 

system was evaluated by dynamic analysis in peripheral 

skin temperature which shows activity of the autonomic 

nervous systems. Peripheral skin temperature in the 

dorsal of the foot was measured by infrared 

thermography. A facial massage was used to promote 

comfort. The rise of peripheral skin temperature by the 

inhibition of the sympathetic nerve activity was found 

in the area of tiptoe. Variations in temperature were 

greatest in the area of tiptoe. A similar change in 

temperature was seen in the area except the ankle. 
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Fig.5. A trail of the center of gravity of 

the interested area in PST. 
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Abstract: In this study, aimed for a preference judgment for the face image of the person by the single trial ERP. 
Cognitive task imposed on subjects with human faces. At the time of the image presentation of the key push it down, 
and impose a problem the time response time (RT).200ms to 400ms after image presentation time of peak positive 
potentials appear focused ± 100ms. Calculated from the maximum amplitude ± 100ms latency and area of potential. 
P300 is analyzed to extract frequency components, 1.28 seconds for ERP 2-3Hz amplitude spectra obtained.1 Analyzed 
EEG frequency components appear to recognize the human face image and asked the potential spectrum. Spectral 
correlation potential in the area and potential. Correlated with latency and RT. Single-trial ERP waveforms were 
extracted correctly. 
 
Keywords: ERP, P300, preference, face image, feature extraction. 

 

I. INTRODUCTION 

When a human being runs a social life, ability to 

read the will of another person, and to take the 

appropriate behavior is very important as towards other 

people communicative competence. Emotional 

intelligence EQ is famous in recent year[1]. ”KANSEI” 

is socialized in the same way of frequent occurrence 

for ”Human being serious consideration” and ”KANSEI 

society”. Communication is transmission of ”KANSEI”. 

If ”KANSEI infomation” has gotten across to machine , 

It should have gone of smooth communication between 

person and person. Preference is one of the factors of 

human action. KANSEI information communication 

technology is expected of used to human preference. It 

will be the application as quite new communications 

tool. Event Related Potential (ERP) is caused cerebral 

evoked potential reaction of the mental work of the 

subjects [2]. Preference is involved with attention and a 

cognitive level. There have been various investigations 

of preference to the event [3]. ERP was evaluated 

sensitivity information about the preference. However, 

face images were not evaluated. That was aimed at 

estimating the correlation of the face image as 

preference because quantity of characteristic of the face 

image was extracted. 

 

II. EXPEROMENTAL 

Experimental equipment setup and electrode 

arrangement for scalp EEG are shown in figure1. 

Experiments were executed in a measurement booth 

divided with partition walls of 1.8m in height. An 

infrared thermograph system (TVS-200EX, 

AVIONICS) was installed 0.7m in front of subject. 

Facial skin thermograms were created with 1s sampling 

periods. Image resolution of thermograms was 

320×240 pixels, and room temperature was set at 26 ± 

1.0 degrees Celsius. a seated position in a resting. An 

electrode headpiece (Pasteless Electrode Helmet, Brain 

Function Laboratory) and set of headphones were 

placed on the subject. EEG was recorded at a sampling 

frequency of 200 Hz using a biological plifier/sampler 

(5102 EEG HEAD BOX, NF Electronic Instruments) 

and digital signal processor unit (5101 PROCESSOR 

BOX, NF Electronic Instruments). Electrodes used for 

scalp for scalp EEG were Pz, based on the international 

10-20 method, and a reference electrode was A1. 

Electrodes used for ECG were put on the superior 

margin of the sternum and cardiac apex based on a 

modified Lead NASA in order to reduce artifacts of 

EEG from ECG. A common ground electrode for both 

EEG and ECG was put on Cz. EEG was recorded at a 

sampling frequency of 200 Hz using a biological 

amplifier/sampler (5102 EEG Head Box, NF Electronic 

Instruments) and digital signal processor unit (5101 

Processor Box, NF Electronic Instruments).The protocol 

for the experiment is shown in figure2. Subject was 22 

year-old healthy men. Subject was well informed about 

the experiments and the objective of this study before 

participation experiments. The day of experiment could 

be before or after the day scheduled. The measurement 

was not begun until the subject had been in the room for 

at least 15 minutes to habituate to the room temperature. 

In this study, subjects performed discrimination task of 

the face images. The subject carried out a discrimination 
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task to distinguish images shown every 0.5 second in 

the measurement. The images consist of the faces of the 

man and woman. The target image is told to a subject 

before the measurement. The target image was 

displayed on the display of the PC. Subjects was 

instructed to push the key as quicklyas possible. 

Response time (RT) was defined as the time of pushing 

down the key on presenting stimulation. The 

presentation frequency of a target image and the non-

target image follows (Non-target) : (Target) = 1:1. In 

addition, subjects carried out POMS (short form) and 

STAI-JYZ and VAS (pleasant - unpleasant) before and 

after the measurement pleasant. Afteran experiment, 

preference of each image was measured by VAS. The 

measurement was not begun until the subject had been 

in the room for at least 15 minutes to habituate to the 

room temperature. The experiment was conducted 

during the day except with in 2 hours after eating, a was 

limited to be conducted once daily for each subject. And 

an oral explanation about experiment contents, purpose 

and investigation object were given by a document, and 

the subjects confirmed an agreement for the experiment 

cooperation by a signature. The ERP is the reaction that 

is caused when a percept. A component of ERP called 

P300 is related to the cognition of stimulus.P300 can 

represent reaction corresponding to the discrimination 

of the stimulus quantitatively. The ERP is expressed 

definitely so that discrimination of the stimulation is 

performed easily. ingredient called P300 wave related to 

the recognition develops, and ERP are shown in figure 3. 

An areal voltage and latency of the ERP were focused to 

evaluated quantity of the preference for the face image. 

In this study, P300 was defined as 300ms the positive 

peak potential in range of 300±100ms. It was reported 

that P300 and preference have positive correlation. 

Positive areal potential in range of±100ms of the 

latency of the peak was calculated. Areal voltage and 

latency of the peak are assumed from the time when 

showed the positive peak of±100ms.Preference for the 

stimulation of the subjects have been assessed with 

areal voltage and latency of the peak. Calculated from 

the maximum amplitude ± 100ms latency and area of 

potential. Areal Voltage and Amplitude spectrum are 

shown are shown in figure4.  P300 is analyzed to 

extract frequency components, 1.28 seconds for ERP 1-

7Hz amplitude spectra obtained. ERP is reaction of 

induced by mental work to impose on task of subject. 

Fig.1. Measurement system and EEG electrode 

arrangement 

 

 

 
Fig.2. Experiment protocol 

 

 
Fig.3. Latency and Areal Voltage of P300 
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Fig.4. Areal Voltage and Amplitude spectrum 
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An ingredient called P300 wave related to the 

recognition develops, and ERP for the discrimination 

problem by the sight stimulation can arrest reaction 

corresponding to the discrimination of the stimulation 

quantitatively. ERP is developing that a difference of the 

stimulation is big. In this study, preference of subject 

was measured based on the areal voltage and latency of 

ERP. Furthermore, P300 was extracted by frequency 

analysis. Characteristic of an ERP pattern provided from 

target stimulation, expression of the positive electric 

potential is accepted as of 300ms by the stimulation 

presentation and is called P300 wave generally. Analysis 

of the ERP,  evaluation are usually made by 

extracting the amplitude of P300, an area, quantity of 

characteristic such as the top latency. The ingredient 

related to discrimination should be included during the 

response button exercise start time to push it down from 

the time of the sensory receptor excitement by the 

presentation stimulation. In addition, the evoked 

potential should develop for positive electric potential 

because P300 wave affects it in one way or another for 

cognitive process. It is quantity of characteristic of the 

ERP to reflect these two businesses and refers to this 

parameter. Method of evaluating on brain waves is 

reading of P300 of top latency of positive electric 

potential 250ms-500ms interval. About ERP and the 

connection of the preference, the amplitude value and 

an amplitude spectrum and correlation of the preference 

of P300 were reported [4]. Imitated this in this study, 

attention to ± 50ms of the top latency of the positive 

electric potential of the single trial ERP wave pattern, an 

amplitude spectrum is demanded of 1-7Hz from the 

time when the positive greatest amplitude for the 

amplitude value and the ERP of 1.28 second time of 

P300 in the section of ± 50ms was showed. The 

amplitude value and an amplitude spectrum were 

assumed on evaluation value. Preference for stimulation 

of the subject was evaluated. The amplitude value, 

amplitude spectrum, RT and latency relations is shown 

in figure 3. Than a precedent study, the preference has 

relation to an electric potential area of the amplitude 

value of P300 for latency. Than a precedent study, the 

preference has relation to an electric potential area of 

the amplitude value of P300 for latency. Even this study 

imitates, the preference as latency and an electric 

potential area of P300 were estimated. An expression as 

a lineament was extracted. The extraction method of the 

expression compares eyebrows width and the width of 

the mouth with a standard value for a standard price at 

the interval of the eyes of right and left. The correlation 

of the psychology index was estimated as the numerical 

value extracted  

 
III. RESULTS AND DISCUSSION 

 

An electric potential area when the face image of the 

man a target assumed and an amplitude spectrum and 

RT and correlation of the latency are shown in figure 

5.Equilateral correlation (r=0.406,n=50, *p <0.05) was 

accepted between an electric potential area and 

amplitude spectra in the case of a man a target.It is 

supposed that an electric potential area and extraction of 

amplitude spectrum P300 wave based for top latency 

were made from P300 wave between 250-500ms. As a 

result, an electric potential area and an amplitude 

spectrum for an index were used when correlation of the 

preference was judged. Because the electric potential 

area was based for top latency, latency was used for an 

evaluation index of the preference equally.Latency and 

preference on correlation when the face image was 

made of the man a target are shown in figure 6.Negative 

correlation (r=-0.271, n=50, *p <0.05) was accepted 

between a target liking it in the case of a man with 

latency. When a subject discriminated the image of the 

woman from it, as for meaningful correlation having 

come out to the face image of the man than a woman, it 

is thought that taste did not show a remarkable 

difference because an object is the opposite sex.A target 

used it for an index of the image extraction as a result of 

above more because the taste in case of the man was 

based on ERP. Eyebrows width and the width of the 

mouth and the ratio of the interval of both eyes are 

shown in figure 7.Eyebrows width and the ratio and the 

taste of the interval of eyes did not have the correlation. 

The width of the mouth and the ratio and the taste of the 

interval of eyes did not have the correlation.The graph 

was divided which was into top and bottom 15 items of 

the polarity of the preference valuated are shown in 

figure 8.Correlation (r=0.418, n=15, *p) equilateral 

between the width of the mouth of the image which 

taste was reflected on weakly and the ratio with the 

interval of eyes and taste > 0.05) was accepted.If the 

width of the mouth was wide, for the face image of the 

man, it followed that it was favorable for the image.As 

for the width of the mouth being wide, the subject takes 

the expression of the person as "a smile". Therefore it  
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Fig.5. Areal Voltage and Amplitude spectrum 
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Fig.6. Latency and Preference 
 

 
 

Fig.7. Preference and Width of the eye brow  
and mouth 

 
 

 
 

Fig.8. Preference and Width of the eye brow  
and mouth 

 

followed that a subject had a favorable impression from 

an image. 

 

VI. CONCLUSION 

 
    In this study, the preference for the face ofthe
 subject was evaluated. Brain waves and the correla
tion of the psychology index were accepted when u
sed ERP. An expression was extracted for quantity 
of characteristic of the image. width of the mouth 
was used for quantity of characteristic of the expre
ssion. As a result, correlation was accepted by area
 and the taste of the width of the mouth. 
 

REFERENCES 

 
[1]John D. Mayer, Peter Salovey, David R.Caruso :
 “Emotional Intelligence : Thaeory, Finding, and I
mpliications,” Psychological Inquiry, Vol15, No3, p
p.197– 215(2004) 
[2]Y. Nageishi and Shimokochi: “Endogenous com
ponents of Event Related Potentials (ERP) and prin
cipai-component analysis),” Clinical brain waves，
Vol.26, No.10, pp.623– 628(1984) 
[3] Mariko FUNADA, Miki SHIBUKAWA, Satoki P.
NINOMIYA: “Objective Measurement of Event Re
lated Potentials‘Changes,” Ergonomics,Vol38,pp.53
8– 539(2002) 
[4] Kazuya TANOUE, Nobuki MURAYAMA, Tomo
hiko IGASAKI,RyujiESHIGE,andYukariNOGUCHI:”e
xmination of simulus methods and frequency analys
is for Communication by using EEG”Science Citati
on Index. MBE,Soceiety fir Medical and Biological
 Engineering 2004(1), 83-86, 2005-01-30 

The Sixteenth International Symposium on Artificial Life and Robotics 2011 (AROB 16th ’11), 
B-Con Plaza, Beppu,Oita, Japan, January 27-29, 2011

©ISAROB 2011 86



Observer-based Guaranteed Cost Control

Erwin Susanto1, Mitsuaki Ishitobi2 and Sadaaki Kunimatsu3

1,2,3Department of Mechanical Systems Engineering

Kumamoto University, Kumamoto 860-8555

Tel: +81-96-342-3866

E-mail: 1095d9213@st.kumamoto-u.ac.jp, 2mishi@kumamoto-u.ac.jp, 3kunimatu@mech.kumamoto-u.ac.jp

Abstract : This paper presents a design scheme of a minimal order observer-based guaranteed cost controller
for uncertain linear systems. The perturbations are assumed to be described by structural uncertainties. An
iterative linear matrix inequality (ILMI) approach is used to design the observer-based controller since the
problems contain inverse relations. We modify the algorithm of Matsunaga et al by optimizing a sufficiently
large initial guaranteed cost. This method can be implemented by LMI control toolbox of Matlab. Finally,
a numerical example is given to illustrate the effectiveness of the proposed method.

Keywords: robust control, guaranteed cost control, minimal order observer

I. INTRODUCTION

Considerable attention to the problem in robust
stability analysis and robust stabilization of uncer-
tain systems has been attracting many authors for
several last decades. One approach to this prob-
lem is the guaranteed cost control method which
not only achieves the stability of the uncertain sys-
tem but also guarantees an adequate level of per-
formance via linear matrix inequality (LMI) tech-
niques (Lien [2], Won and Park [3]).

Although the controller is usually constructed
by using state variables, it may not be possible to
measure all the states of the system in many cases.
The observer-based control is probably well suited
and better than the state control feedback in such
situations.

Since inverse relations among variables appear,
this paper concerns a design method of a minimal
order observer-based guaranteed cost controller via
an iterative linear matrix inequality (ILMI) tech-
nique under an assumption that the statistical
properties of the initial state variables are known.

II. PROBLEM STATEMENT

Consider a continuous-time uncertain system

ẋ(t) = (A+∆A(t))x(t) + (B +∆B(t))u(t)(1)

y(t) = Cx(t) (2)

where x(t) ∈ ℜn is the state vector, u(t) ∈ ℜr is
the control input vector, y(t) ∈ ℜm is the mea-
sured output vector, A, B, C are known constant
real-valued matrices with appropriate dimensions,
and C is restricted to the form of C = [O Im].
Matrices ∆A(t) and ∆B(t) denote real-valued ma-
trix functions representing parameter uncertain-
ties. It is assumed that

∆A(t) = DAFA(t)EA, ∆B(t) = DBFB(t)EB (3)

with

FT
A (t)FA(t) ≤ I, FT

B (t)FB(t) ≤ I

where DA, DB, EA, EB are constant real-valued
known matrices with appropriate dimensions, and
FA(t) and FB(t) are real time-varying unknown
continuous and deterministic matrices.

We further assume that the initial state variable
x(0) is unknown, but their mean and covariance
are known

E [x(0)] = m0 (4)

E
[
(x(0)−m0)(x(0)−m0)

T
]
= Σ0 > O (5)

where E [·] denotes the expected value operator.
The problem considered here is to design a min-

imal order observer

ż(t) = Dz(t) + Ey(t) + Fu(t) (6)

x̂(t) = Pz(t) +Wy(t) (7)

and a controller

u(t) = Kx̂(t) (8)

with

D = A11 + LA21, PT +WC = In,

F = TB, TA−DT = EC, A =

[
A11 A12

A21 A22

]
,

P =
[
In−m 0

]T
, T =

[
In−m L

]
so as to achieve an upper bound on the following
quadratic performance index

E [J ] = E

[∫ ∞

0

(xT (t)Qx(t) + uT (t)Ru(t))dt

]
(9)

associated with the uncertain system (1) and (2)
where Q and R are given symmetric positive-
definite matrices.
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III. MAIN RESULTS

In this section, a sufficient condition is es-
tablished for the existence of a minimal order
observer-based guaranteed cost controller for the
uncertain system (1) and (2). Here, it is assumed
that the feedback gain matrix is

K = −R−1BTS1 (10)

where S1 is a symmetric positive-definite matrix.
The main result of this study is given by Theo-

rem 1.
Theorem 1. If the following matrix inequalities op-
timization problem; min {γ0 + γ1 + γ2 + γ3 + γ4}
subject to 

Λ0 XET
A XET

A XT

EAX −ζI 0 0
EAX 0 −θI 0
X 0 0 −Q−1

 < 0

(11)

Λ̄0 GT
1 GT

1 GT
2 GT

3 GT
3 GT

4

G1 −δI 0 0 0 0 0
G1 0 −µI 0 0 0 0
G2 0 0 −θinvI 0 0 0
G3 0 0 0 −νinvI 0 0
G3 0 0 0 0 −µinvI 0
G4 0 0 0 0 0 −R


< 0

(12)

n∑
k=1

eTnkΘ0enk < γ0,
m∑

k=1

eTmkΘ1emk < γ1

m∑
k=1

eTmkΘ2emk < γ2,

m∑
k=1

eTmkΘ3emk < γ3 (13)



−γ4 vT
1 Y

T vT
2 Y

T · · · vT
mY T

Y v1 −S2

...

Y v2
. . .

...
...

. . .
...

Y vm · · · · · · · · · −S2


< 0 (14)

where

Λ0 = AX +XAT −BR−1BT + ζDAD
T
A + ϵDBD

T
B

+ϵinvBR−1ET
BEBR

−1BT + δDBD
T
B

+νinvBR−1ET
BEBR

−1BT

Λ̄0 = S2A11 +AT
11S2 + Y A21 +AT

21Y
T

Y = S2L, Z = [S2 Y ] ,

G1 = EBR
−1BTS1P, G2 = DT

AZ
T

G3 = DT
BZ

T , G4 = BTS1P

Θ0 =
1

2
(S1(Σ0 +m0m

T
0 ) + (Σ0 +m0m

T
0 )

TS1)

Θ1 =
1

2
(S2Σ11 +Σ11S2), Θ2 =

1

2
(Y Σ21 +ΣT

21Y
T )

Θ3 =
1

2
(Y TΣ12 +ΣT

12Y ), Σ
1/2
22 = [v1,v2, · · · ,vm]

Σ0 =

[
Σ11 Σ12

Σ21 Σ22

]
, eik =

[
0T
k−1 1 0T

i−k

]T
has a solution S1 > 0, S2 > 0, X > 0, Y , Z, ζ > 0,
δ > 0, ϵ > 0, ϵinv > 0, θ > 0, θinv > 0, µ > 0,
µinv > 0, νinv > 0, γ0, γ1, γ2, γ3, γ4 which satisfy
the relation ϵ−1 = ϵinv, θ

−1 = θinv, µ
−1 = µinv

and S−1
1 = X, then the minimal order observer-

based control law (6)-(8) with (10) is a guaranteed
cost controller which gives the minimum expected
value of the guaranteed cost

E [J∗] = E
[
xT (0)S1x(0) + ξT (0)S2ξ(0)

]
(15)

where ξ(t) = z(t)−Tx(t) is the estimated error of
the minimal order observer.
Remark 1: Since (11) and (12) have a constraint
of the relationship of the inverse, ILMI approach
is introduced to solve (Ghaoui et al [4], Cao et al
[5]).

Before giving a proof of Theorem 1, a key lemma
is introduced (Mahmoud and Zribi [6]).
Lemma 1. Let D and E be matrices of appropriate
dimensions, and F be a matrix function satisfying
FTF ≤ I. Then for any positive scalar α, the
following inequality holds

DFE + ETFTET ≤ αDDT + α−1ETE. (16)

Proof of Theorem 1.
Equations (1) and (6)-(8) yield the closed-loop sys-
tem [

ẋ(t)

ξ̇(t)

]
=

[
Φ1 Φ2

Φ3 Φ4

] [
x(t)
ξ(t)

]
(17)

where

Φ1 = A+∆A(t) + (B +∆B(t))K

Φ2 = (B +∆B(t))KP

Φ3 = −T∆A(t)− T∆B(t)K

Φ4 = D − T∆B(t)KP

Define a candidate of Lyapunov function as

V (t) = xT (t)S1x(t) + ξT (t)S2ξ(t) (18)

then, the time derivative of (18) along to (17) is
calculated as

V̇ (t) = wT (t)Ωw(t)− (xT (t)Qx(t) + uT (t)Ru(t))

(19)

where

w(t) =

[
x(t)
ξ(t)

]
, Ω =

[
Λ1 Λ2

ΛT
2 Λ3

]
Λ1 = S1(A+∆A(t)) + (A+∆A(t))TS1

−S1BR−1BTS1 +Q− 2S1∆B(t)R−1BTS1

Λ2 = −S1∆B(t)R−1BTS1P −∆AT (t)TTS2

+S1BR−1∆BT (t)TTS2

Λ3 = S2D +DTS2 + PTS1BR−1BTS1P

+2S2T∆B(t)R−1BTS1P
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Under the condition

Ω < 0 (20)

equation (19) leads to

V̇ (t) < −(xT (t)Qx(t) + uT (t)Ru(t)) < 0 (21)

for any x(t) ̸= 0 and the closed-loop system is
asymptotically stable.

Applying lemma 1., pre- and post-multiplying
by diag(S−1

1 , I) on both sides, denoting X = S−1
1 ,

Y = S2L, ϵinv = ϵ−1, θinv = θ−1, µinv = µ−1,
νinv = ν−1, and using Schur Complement lead to
(11) and (12).

Then, integrating (21) from 0 to T and as T
tends to the infinity yields

J =

∫ ∞

0

(xT (t)Qx(t) + uT (t)Ru(t))dt

< xT (0)S1x(0) + ξT (0)S2ξ(0) = J∗ (22)

where J∗ denotes the guaranteed cost. Here, we
consider the optimal expected value of the guaran-
teed cost. It is calculated as

E [J∗] = trS1E
[
x(0)xT (0)

]
+ trS2E

[
ξ(0)ξT (0)

]
(23)

A relation between mean and covarience of x(0) is
given by

Σ0 = E
[
x(0)xT (0)

]
−m0m

T
0 (24)

Substituting (24) into (23) yields

E [J∗] = trS1(Σ0 +m0m
T
0 )

+trS2E
[
(z(0)− Tx(0))(z(0)− Tx(0))T

]
(25)

Here, it is readily seen that

E
[
(z(0)− Tx(0))(z(0)− Tx(0))T

]
= TΣ0T

T + (z(0)− Tm0)(z(0)− Tm0)
T(26)

Hence, (25) leads to

E [J∗] = trS1(Σ0 +m0m
T
0 ) + trS2(TΣ0T

T

+(z(0)− Tm0)(z(0)− Tm0)
T ) (27)

Here, it can be assumed that an initial value of a
minimal order observer z(0) satisfies the following
equation without loss of generality.

z(0)− Tm0 = 0 (28)

Substituting (28) into (27) yields

E [J∗] = trS1(Σ0 +m0m
T
0 )

+trS2(Σ11 + LΣ21 +Σ12L
T + LΣ22L

T )

(29)

where

Σ0 =

[
Σ11 Σ12

Σ21 Σ22

]
Here, we consider positive scalars γ0, γ1, γ2, γ3, γ4
satisfying the following inequalities

trS1(Σ0 +m0m
T
0 ) < γ0 (30)

trS2Σ11 < γ1 (31)

trS2LΣ21 < γ2 (32)

trS2Σ12L
T < γ3 (33)

trS2LΣ22L
T < γ4 (34)

Minimizing γ0 + γ1 + γ2 + γ3 + γ4 results in giv-
ing min E [J∗]. By recalling tr(AB) = tr(BA),

(30)-(33) lead to (13). Next, by denoting Σ
1/2
22 =

[v1,v2, · · · ,vm], (34) is calculated as

trS2LΣ22L
T

= vT
1 Y

TS−1
2 Y v1 + vT

2 Y
TS−1

2 Y v2

+ · · ·+ vT
mY TS−1

2 Y vm

=
[
vT
1 Y

T vT
1 Y

T · · · vT
1 Y

T
]
S−1
2


Y v1

Y v2

...
Y vm

 < γ4

(35)

Further, Schur complement derives (14) from (35).
Q.E.D.

It is noted that the inequalities (11) and (12)
cannot be solved directly by LMI because they con-
tain the scalars ϵ, ϵinv, θ, θinv, µ, µinv, and two
matrices S1,X which satisfy the relation S−1

1 = X,
ϵ−1 = ϵinv, θ

−1 = θinv, µ
−1 = µinv. There are a

number of algorithms available in literature, and
we apply the cone complementarity linearization
approach (Ghaoui et al [4]) to propose the algo-
rithm as follows.

Step 0: Set kmax, γmin and κ.

Step 1: Choose a sufficiently large initial γ such that
there exists a feasible solution to LMI condi-
tions[

S1 I
I X

]
> 0, γ0 + γ1 + γ2 + γ3 + γ4 < γ,

ϵϵinv > 1, θθinv > 1, µµinv > 1,

inequalities (11)-(14)

Step 2.1 : Set γ̄ = γ, k = 0, i = 1, set S1(k) = S1,
X(k) = X, ϵ(k) = ϵ,ϵinv(k) = ϵinv, θ(k) = θ,
θinv(k) = θinv, µ(k) = µ, µinv(k) = µinv.

Step 2.2 : Solve the following LMI problem
tk=Minimize(tr[S1(k)X + X(k)S1]) +
ϵ(k)ϵinv + ϵϵinv(k) + θ(k)θinv + θθinv(k) +
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µ(k)µinv + µµinv(k))
subject to[

S1 I
I X

]
> 0, γ0 + γ1 + γ2 + γ3 + γ4 < γ,

ϵϵinv > 1, θθinv > 1, µµinv > 1,

inequalities (11)-(14)

Step 3.1 : If k < kmax and tk > 2n + 6 + κ then set
k = k + 1 and go to 2.2.

Step 3.2 : If k ≤ kmax, tk≤2n + 6 + κ, LMI con-
ditions are satisfied, and γ(0.5)i>γmin then
γ̄=γ̄-γ(0.5)i. Else if γ(0.5)i≤γmin then exit
and γ̄ is an optimal value.

Step 3.3 : If k<kmax, tk≤2n + 6 + κ, LMI conditions
are not satisfied, i̸=1 and γ(0.5)i>γmin then
γ̄=γ̄+γ(0.5)i. Else if γ(0.5)i≤γmin then exit
and γ̄ is an optimal value. Else if i = 1 then
exit and no optimal solution is obtained.

Step 3.4 : If k=kmax, tk>2n + 6 + κ, i̸=1 and
γ(0.5)i>γmin then γ̄=γ̄+γ(0.5)i. Else if
γ(0.5)i≤γmin then exit and γ̄ is an optimal
value. Else if i = 1 then exit and no optimal
solution is obtained.

Step 4 : Set i = i+ 1 and return to 3.1.

This algorithm allows the optimal value γ̄ can be
reached faster than that of Matsunaga et al [1]
because the correction is not fixed but depending
on iteration i.

IV. AN ILLUSTRATIVE EXAMPLE

Consider a system with

A =


−3 0 −2 0
0 −2 0 −1
1 0 0 0
0 1 0 0

 , B =


3
2
−6
1

 ,

C =
[
O2 I2

]
, m0 = 04, Σ0 = I4, R = 9,

Q = diag(7, 15, 1, 3), DA =

[
0.1I2 O2

O2 O2

]
,

EA =

[
0.3I2 0.3I2
O2 O2

]
, DB = diag(0.3, 0.1, 0.3, 0.1),

EB =
[
1 −1 1 −1

]T
.

Applying Theorem 1, with kmax=200,
γmin=0.0001, κ=0.000001 and initial γ=100,
we obtain a solution

L =

[
−0.1844 −0.0440
−0.0074 −0.2493

]
,

K =
[
−0.3837 −0.4460 0.5278 −0.4720

]
,

γ̄ = E [J∗] = 16.8893.
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Fig. 1: Trajectory of optimal guaranteed cost γ.

V. CONCLUSION

A guaranteed cost observer-based control prob-
lem concerned on a minimal order observer has
been discussed. A sufficient condition for the exis-
tence of state feedback guaranteed cost controllers
is derived on the basis of the ILMI approach to
solve inverse relation. A numerical example is
given to illustrate the proposed method.
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Observer based control of a manipulator system
with structured uncertainty
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Abstract : In this paper, we show an uncertain model of a two link RR manipulator with uncertainties in the
two rotation angles of each joint, and show the extended system with uncertainty also in an output matrix. For
this system, we apply a guaranteed cost control method based on a linear upper bound. Parameter tuning of
γi in the linear upper bound is effective to design a feedback gain which have appropriate characteristics. In
the numerical simulation, we show an advantage that the state observer is effective to reduce the influence of
signal noise in state vector.
Keywords : Uncertain system, Guaranteed cost control, Observer based control

1 Introduction

The guaranteed cost control (GCC) is one of an effective
approach to design a robust control system. This method
is an extended version of the linear quadratic regulator
(LQR) that is one of the efficient method for designing
control system, and it is stated as an essential concept in
the modern control theorem. However, LQR method is
formulated as nominal form, thus, it is weak for the effect
of the disturbance which is caused by the uncertainty of
the system model, secular distortion, signal noise, ans so
on. The system performance is degraded by these distur-
bance effects.

For such a problem, under the assumption that an un-
certain parameter variation is in an admissible closed set,
the GCC method guarantees the upper bound of the per-
formance index variation [1]. Takahashi et al. extended
the GCC method to the case with uncertainty in an out-
put matrix [2], and they proposed the modeling method
for the uncertain inverted pendulum car system which in-
clude uncertainty in a pendulum angle and apply the guar-
anteed cost control method [3]. In this paper, we will pro-
pose a method of the GCC to the system with structured
uncertainties in input, state and also output matrix. And
show the effectiveness of the parameter tuning in the up-
per bound. At last, we will apply the state observer to
consider the influence of disturbance.

2 Formulation of the GCC problem

In this section, we will show the GCC problem with pa-
rameter variation in state, input and also output matrix.

Let us consider the following uncertain system.

{
ẋ(t) = A(ξ)x(t) +B(ζ)u(t)
y(t) = C(ψ)x(t) (1)

where, state, output and input vector are x ∈ �n,y ∈
�m and u ∈ �l, respectively. Uncertain state matrix
A(ξ) ∈ �n×n, input matrix B(ζ) ∈ �n×l, and output
matrix C(ψ) ∈ �m×n are defined as

A(ξ) = A0 +
p∑

i=1

ξiAi, |ξi| ≤ 1 (2)

B(ζ) = B0 +
q∑

j=1

ζjBj , |ζj | ≤ 1 (3)

C(ψ) = C0 +
r∑

k=1

ψkCk, |ψk| ≤ 1 (4)

where, A0, B0 and C0 represent the system structure that
could be included in the linear system model. We call
these matrices as nominal element. Ai, Bj and Ck repre-
sent the uncertain system structure that could not be in-
cluded in the linear system model. We call these matrices
as uncertainties. Where p, q and r are numbers of the cor-
responding uncertainties, ξi, ζj and ψk are indeterminate
scalar parameters which represent the scale of uncertain-
ties and included a bounded closed set. These parameters
are used to normalize the structures of uncertainties.

Here we consider the GCC problem for the system of
eq. (1) which has uncertainty in an output matrix. The per-
formance index function consists of the quadratic forms of
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the input vector u(t) and the output vector y(t).

J(y,u, ξ, ζ, ψ)

=
∫ ∞

0

{
yT(t)Qy(t) + uT(t)Ru(t)

}
dt (5)

where Q ∈ �m×m ≥ 0 and R ∈ �l×l > 0 are weighting
matrices of input and output vector, respectively. In virtue
of the uncertain structure (2), (3) and (4), the linear upper
bound becomes:

UL(A(ξ), B(ζ), C(ψ), P,Q,R)

=
p∑

i=1

(
γ−1

i P + γiA
T
i PAi

)
+ PRsP +Qs (6)

where

Rs =
q∑

j=1

(BjR
−1BT

0 +B0R
−1BT

j ) (7)

Qs =
r∑

k=1

(CT
0QCk + CT

kQC0 + CT
kQCk) (8)

By applying this upper bound, we have stochastic alge-
braic Riccati equation (SARE) based on the linear upper
bound:

(A0 + γI)TP + P (A0 + γI) + CT
0QC0 +Qs

−P (Rn −Rs)P +
p∑

i=1

γiA
T
i PAi = O (9)

where γ = 1/2
∑p

i=1 γ
−1
i , Rn = B0R

−1BT
0 . Feedback

gain is obtained as:

F = −R−1BT
0P

3 Skeletal form of the uncertain model

From the past research [4], we have a dynamics of uncer-
tain LTI system of a two link RR manipulator. The link
1 is connected to the base with a rotation joint 1 and the
link 2 is connected to another end point of the link 1 with
a rotation joint 2. Each joints and arms have physical pa-
rameters illustrated in table 1.

Table 1 : Parameters of the Manipulator
Parameters Meaning [unit]

θi Angle of the joint [rad]
mi Mass of the arm [kg]
Ii Inertia moment of the arm [kg · m2]
li Length of the arm [m]
lGi Distance from the joint to the center

of gravity of the arm [m]
g Gravity [m/s2]
τi Input torque to the joint [N· m]

Let us define a state vector x(t) and an input vector u(t)
are

x(t) =

⎡
⎢⎢⎣
θ1(t)
θ̇1(t)
θ2(t)
θ̇2(t)

⎤
⎥⎥⎦ ,u(t) =

[
u1(t)
u2(t)

]

An input matrix A(ξ) and an output matrix B(ζ) are ob-
tained as following:

A(ξ) =

⎡
⎢⎢⎣

0 1 0 0
h̄11/hD 0 h̄12/hD 0

0 0 0 1
h̄21/hD 0 h̄22/hD 0

⎤
⎥⎥⎦

B(ζ) =

⎡
⎢⎢⎣

0 0
h22/hD −h12/hD

0 0
−h12/hD h22/hD

⎤
⎥⎥⎦

where
hD = h11h22 − h2

12

h̄11 = ∆c1g(h22(m1lG1 +m2l1)
+∆c2m2lG2(h22 − h12))

h̄12 = ∆c1∆c2m2glG2(h22 − h12)

h̄21 = ∆c1(−h12g(m1lG1 +m2l1)
+∆c2m2glG2(h11 − h12))

h̄22 = ∆c1∆c2m2glG2(h11 − h12)

h11, h12 and h22 are given as follows:

h11 = I1 +m1l
2
G1

+ I2 +m2(l21 + l2G2 + 2∆c2l1lG2)
h12 = I2 +m2(l2G2 +∆c2l1lG2)
h22 = I2 +m2l

2
G2

From A(ξ) and B(ζ), we can obtain deterministic ele-
ments A0 and B0 as (∆θ1, ∆θ2) = (0, 0). A1 and B1 are
obtained in the condition of (∆θ1, ∆θ2) = (max1, 0) and
A2 and B2 are obtained in the condition of (∆θ1, ∆θ2) =
(0,max2). Wheremaxi is a maximum uncertainty of the
rotational angle in the joint i.

4 State observer

In this section, we consider the application of an identi-
cal state observer to the uncertain system (1). x̂(t) is the
state of the observer (estimation of the plant state), y(t)
is output from the plant, and u(t) is the input from the
controller to the plant, respectively.

˙̂x(t) = (A−KC)x̂(t) +Gy(t) +Hu(t)

where,K is observer gain.
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5 Numerical example

5.1 Uncertain system

In this section, we will show the numerical example. Here
we consider that the joint 2 is passive, thus the input matrix
B(ζ) becomes

B(ζ) =

⎡
⎢⎢⎣

0
h22/hD

0
−h12/hD

⎤
⎥⎥⎦

The values of the physical parameters are illustrated as in
table 2.

Table 2: Parameters
Parameter Value Parameter Value

m1 1 m2 1
I1 0.03 I2 0.03
l1 0.3 l2 0.3
lG1 0.15 lG2 0.15
g 9.8

For the above parameters, we have uncertain system as
follows:

A0 =

⎡
⎢⎢⎣

0.0000 1.0000 0.0000 0.0000
30.3093 0.0000 −12.1237 0.0000
0.0000 0.0000 0.000 1.0000

−28.2887 0.0000 50.5155 0.000

⎤
⎥⎥⎦

B0 =

⎡
⎢⎢⎣

0.0000
9.6220
0.0000

−17.8694

⎤
⎥⎥⎦

For the disturbance∆θ1 = ∆θ2 = 0.08, uncertain system
becomes:

A1 =

⎡
⎢⎢⎣

0.0000 0.0000 0.0000 0.0000
−0.0969 0.0000 0.0388 0.0000

0.0000 0.0000 0.0000 0.0000
0.0905 0.0000 −0.1616 0.0000

⎤
⎥⎥⎦

A2 =

⎡
⎢⎢⎣

0.0000 0.0000 0.0000 0.0000
0.0056 0.0000 0.1059 0.0000
0.0000 0.0000 0.0000 0.0000

−0.0168 0.0000 −0.3192 0.0000

⎤
⎥⎥⎦

B1 =

⎡
⎢⎢⎣

0.0000
0.0000
0.0000
0.0000

⎤
⎥⎥⎦ , B2 =

⎡
⎢⎢⎣

0.0000
−0.0228

0.0000
0.0686

⎤
⎥⎥⎦

5.2 Parameter Tuning γi of the linear upper bound

In this paper, we use the linear upper bound for the SARE.
In the past research [2], we had shown that the effective of

the parameter tuning of γi in the linear upper bound to de-
sign a system which have an appropriate characteristic of
closed loop system, in the case of the system have only
one uncertainty. Here we show the result with two uncer-
tainties of Ai where p = 2.
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Figure 1 : Degradation of the Performance Index

At first, we solve the SARE on the any point of γ1

and γ2 in 0.1 ≤ γi ≤ 10000 (i = 1, 2), and cal-
culate the performance index as JLQR = xT

0PLQRx0

and JGCC = xT
0PGCCx0. The weighting matrices are

Q = diag(1, 1) and R = 1. From these results, we exam-
ine the ratio of the degradation of the performance index.
This result is illustrated in the figure 1 by double loga-
rithm 3D-chart, which x- and y-axis are logarithmic and
z-axis is plotted with a linear scale. In figure 1, the sur-
face illustrates the degradation ratio of the performance
index between GCC and LQR. The contour line on the z-
plane denotes a line of JLQR and JGCC are equal. The
minimum value takes JGCC/JLQR = 0.6568 at a point
(γ1, γ2) = (46.8750, 15.6250). This point is surrounded
by the square contour line that the corner is round. Inside
of this square, the GCC method provides a good result.
But in the outside region, a reversed result is provided.

 0.1
 1

 10
 100

 1000
 10000

γ 1

 0.1
 1

 10
 100

 1000

γ 2

 55
 65
 75
 85
 95

norm(F)

Figure 2 : Norm of FGCC

Next, we will show the comparison of the norm of feed-
back gain in the same region. In figure 2, the contour line
on the z-plane denotes a results of the LQR method that
FLQR = 68.8696. The minimum value of the norm of
feedback gain is norm(FGCC) = 55.2322 on the same
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minimum point of figure 1. These results have a similar
tendency.

5.3 Numerical solution of SRAE

Here we show and compare the results of GCC and LQR.
The following results is the solution of the SARE (Propsed
method) on the minimum point (γ1, γ2).

PGCC =

⎡
⎢⎢⎣

214.9665 54.3720 163.5782 31.4218
54.3720 13.7897 41.6448 7.9989

163.5782 41.6448 128.8797 24.5399
31.4218 7.9989 24.5399 4.6930

⎤
⎥⎥⎦

Feedback gain is

FGCC = [ −38.3216 − 10.2522 − 37.8073 − 6.8958 ]

Eigenvalues of the closed loop system are:

( −7.8958± 2.3148i,−4.3929± 0.5460i )

The LQR result (Ordinary method) is follows.

PLQR =

⎡
⎢⎢⎣

309.6216 80.0140 250.8530 45.7467
80.0140 20.8360 65.4442 11.9295

250.8530 65.4442 210.2729 37.8890
45.7467 11.9295 37.8890 6.9139

⎤
⎥⎥⎦

Feedback gain is

FLQR = [ −47.5721 − 12.6897 − 47.3509 − 8.7623 ]

Eigenvalues of the closed loop system are:

( −23.0041 − 4.3278± 0.7210i − 2.8177 )

5.4 Comparison of the numerical simulation

Here we will show the numerical simulation of uncertain
systems. Now, we compare the performance index func-
tion value of eq. (5) with the difference of system com-
position i) with/without observer, ii) with/without distur-
bance. The simulation is calculated by Euler’s method
with step time is 0.01, time interval (0, 30) with an ini-
tial state value is x(0) = [ 1 0 1 0 ]T and initial observer
state value is ẑ(0) = [ 0.1 0 0.1 0 ]T. The disturbance
is added in the state vector (x2, x4) = (θ̇1, θ̇2) as a signal
noise of uniformly random number between (−0.08, 0.08)
on every step time.

Table 3: Comparison of the degradation
No Noise with Noise Degradation [%]

LQR1 1108.2367 1214.8047 1.0962
GCC1 1203.4899 1317.1795 1.0945
LQR2 1916.9598 2621.1953 1.3674
GCC2 2866.6822 3257.1295 1.1362

In table1, LQR1 and GCC1 are the result without ob-
server. LQR2 and GCC2 are the result with observer. It
express the GCC have high performance value index but
have more robustness than the LQR method. In the case
with observer, this tendency becomes more remarkable.

6 Conclusion

For the system which haves two uncertainties, we showed
the advantage of the state observer for the influence of dis-
turbance and parameter tuning of linear upper bound.
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Abstract: In this paper, equations of motion of a manipulator are derived in consideration of characteristics of driving 

source. Considering the collision between the link and object, and considering the active motion to absorb kinetic 

energy of the object, trajectories for saving energy are calculated by iterative dynamic programming.  And, the dynamic 

characteristics of manipulator controlled based on the trajectory for saving energy are analyzed theoretically and 

investigated experimentally. 
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1  Introduction 

For the purpose of enlarging the work space about 

carriage work, it is necessary for studying about the 

throwing motion and catching motion of the 

manipulator. In a previous report [1], a casting 

manipulator is introduced, and it has large work space 

compared with its simple mechanism. But, the 

consideration of energy consumption is not enough. 

And, evaluation of robotic mechanisms subjected to 

impact load are investigated [2]. But, energy 

consumption is not considered. 

In previous report by the authors [3][4]，trajectories 

for saving energy about the throwing motion of 

manipulator, were easily calculated by iterative 

dynamic programming. And, dynamic characteristics 

of the system were analyzed.  

In this paper, equations of motion of a manipulator 

are derived in consideration of the characteristics of DC 

servomotors, and a performance criterion for saving 

energy is defined in consideration of energy consumption 

of the driving source. When the manipulator is operated 

in a vertical plane, the system is highly non-linear due to 

gravity，and an analytical solution can not be found. Then, 

a numerical approach is necessary. Considering the 
collision between the link and object, and 
considering the active motion to absorb the kinetic 
energy of the object, the trajectories for energy saving 

are calculated by iterative dynamic programming. The 

dynamic characteristics of manipulator controlled based 

on above mentioned trajectory are analyzed theoretically 

and investigated experimentally. 

2  Modeling of manipulator  

The dynamic equations of the manipulator with 

two degrees of freedom as shown in Figure 1, which is 

able to move in a vertical plane, are as follows. 

 
 
 

where 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
    Fig.1   Mechanism of manipulator 
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The kinetic energy of the mechanism and object is 
 
 

and potential energy is 
 

                  ( ξ ; displacement of spring ) 

And, absorbed energy by motor is  

 

 

The applied voltage of the servomotor is  
 

where 

 

a ji : electric current of the armature , 

a jR : resistance of armature , 

m jI : moment of inertia of armature,  

m jD : coefficient of viscous damping.  

Then, the electric current is   

( ) / .a j j j j a ji e k Rθ= − v                  (6) 

And, the consumed energy is  
2

1

)( j a j

j

E dte i
=

= ⋅∑ ∫ .                   (7) 

3  Simulation of the manipulator 

We shall take the parameters of the system as 

shown in Table 1.  

Figure 2 shows a flow chart for iterative dynamic 

programming method. In frame (A), the trajectory for 

saving energy is searched by dynamic programming [3]. 

In frame (B), the searching region is shifted to 

minimize the consumed energy, and width of the 

region is changed smaller.  

Figure 3 shows the trajectory for searching, 
and initial trajectory for searching is expressed as  

 

 

  Figure 4 shows the motion of an object to fall free.  

Initial height is             , and velocity is        

When             the object contacts with the link. 

And then,                and                 

Under the condition that                           

optimal trajectory is calculated by IDP method. 

The performance criterion is  

 

 

In Figure 4, the solid line shows the motion of 
object whose kinetic energy is absorbed by the motor. 

Table 1  Parameters of the manipulator 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

        Fig.4   Motion of object to fall free

Parameter Value Parameter Value 

l1    (m) 0.10 IG1    (kgm2) 1.7×10-5 

lc    (m) 0.01 IG2    (kgm2) 1.7×10-5 

 lg1    (m) 0.05 k       (N/m)  500 

 lg2   (m) 0.01 kt1    (Nm/A) 0.046 

 m1  (kg) 0.02 kv1   (Vs/rad)  0.046 

 m2  (kg) 0.02 Dm1 (Nms/rad) 7.9×10-5 

 mb  (kg) 0.02 τf1   (Nm) 0.0013 

rb   (m) 0.01 Ra1   (Ω) 3.5 
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Fig.5   Motion of the object and the mechanism 

 

 

 
Fig.6   Mechanical energy 

  

 

 

 

 

 

 

 

 

 

 

 
 

(a) Front view               (b) Side view 

Fig.7  Experimental apparatus 

Figure 5 shows the motion of the object and the 
mechanism.  In Figure (b), link 1 is actuated, and 
kinetic energy of the object is absorbed.  And, the 
response about conservation of mechanical energy are 
shown in Fig.6. 

 
5  Experimental results 

In this section, the results of fundamental experiment 

are shown to examine the effectiveness of modeling 

for the simulations. 

Figure 7 shows an experimental apparatus. Slide 

board is tilted ( )3π  measured from the level surface. 

And, two Laser displacement meters are installed for 

measuring the passing time of the object.   

The parameter of the link 1 and the motor are 

shown in Table 1, and the motor (rated 24 V, 60W) are 

on the frame, and sampling time of the control is 0.002 

s. The feedback gain for angular displacement is 50 

V/rad, and the feedback gain for angular velocity is 

0.5 Vs/rad.  

 Figure 8 (a) and (b) show experimental results 

about motion of the link and object.  In Figure (a), 

the link is fixed at initial position, and the object 

bounds high. In Figure (b), the link is actuated along 

the trajectory calculated  by IDP method, and the 

object bounds low.  

     Figure 9 show are experimental results about the 

response of the link and motor.  About the angular 

(a) Link is not actuated

(b)  Link is actuated
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displacement and angular velocity, experimental 

results ( blue line )  are similar to the theoretical 

results ( red line).  

From these results, it is considered that modeling 

for simulation is effective. 

6  Conclusions 

The results obtained in this paper are summarized 

as follows.  

(1) It is considered that the active motion to absorb 
the kinetic energy of object is possible by 
analyzing the relative motion about the collision 

between the link and object. 
(2) From experimental results, it is considered that 

modeling for simulation is effective. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

0t = 0.08t = 0.16=t 0.25t = ( )0.33 st =
(a) Link is fixed at initial position 

0t = 0.08t = 0.16=t 0.25t = ( )0.33 st =

(b) Link is actuated along the trajectory calculated by IDP method   

Fig.8  Experimental results (motion about the link and object) 

Fig.9  Experimental results ( response of link and motor) 
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Abstract: This study considers motion control of 2 DOF orthogonal robot that is crossed two industrial linear robots 

with adaptive control under the various load condition. We constructed experimental facility with putting 0.5m length 

linear robot on a 1m length linear robot and confirmed performance under various conditions with applying adaptive 

control of fast sampling and control interval. The results show a prescribed control performance can be satisfied. 

Therefore, adaptive control can be expected as a useful control method for industrial, high-speed positioning robot. 

 

 

Keywors:  linear robot, motion control, adaptive control 

 

I. INTRODUCTION 

The adaptive control that can reflect the change of 

characteristics of the control targets was thought as an 

effective control method for modern control system. 

However it requires many and complex calculation in the 

control for real time estimating of the target model and 

adjusting control signal, then control interval becomes 

rather large. It is a weak point of adaptive control. So, 

main current of the control theory moves to the robust 

control. On the contrary, the conventional PID control is 

used in industrial fields because of the easiness and high 

speed. However, needs to high productivity or accuracy 

in production system require high level of automatic 

control system which can comply with a change of 

characteristics of target or environmental condition in 

those days instead of conventional PID control. 

In the fields of industrial robot, it becomes more 

evident, so we treated the motion control that can satisfy 

the predetermined condition under the change of load for 

linear transfer robot with applying adaptive control of    

high performance of computer. 

which the weak point is thought to be improved with the  

Saying concretely, we constructed experimental 

system with crossly putting 0.5m length linear robot on a 

1m length linear robot, and moved both robots at the 

same time with predetermined pattern under the change 

of carrying weight with adaptive control. Through those 

experimental researches, we confirmed the effectiveness 

of adaptive control. 

 

II. EXPERIMENTAL SYSTEM 

Figure 1 shows the configuration of experimental 

system. Each linear robot is composed of servomotor 

with resolver, ball screw, carrying table, motor driver 

and controller. The carrying load is set on the carrying 

table of upper robot. In this system, we used a personal 

computer as the controller and control program is 

designed with using Simulink toolbox of MATLAB by 

Mathworks. Here, the torque control signal is calculated 

with adaptive control algorithm based on the position 

signal with resolver and output to motor through driver.     

 

Fig.1 Experimental system 
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Fig.2 Photo of Experimental system 

 

The specifications of main components are shown in 

Table 1. 

 

Table 1 Specifications of main components 

Lower Linear Robot 

Stroke             :1000mm 

Max. Carrying Load  : 30kg 

Carrier            : Ball Screw(Lead: 20mm/rev.) 

Power Source       : AC SERVO MOTOR 

 (Output; 200W, Max. Rpm; 3000, 

                    Max. Torque;0.64Nm) 

Reduction Gear Ratio : 1/3 

Position Sensor      : Resolver  

(Resolution; 16384 pulse/rotation) 

  

Upper Linear Robot 

Stroke             : 500mm 

Max. Carrying Load  : 10kg 

Carrier            :Ball Screw(Lead: 20mm/rev.) 

Power Source     :AC SERVO MOTOR  

(Output; 200W, Max. Rpm; 3000, 

Max. Torque;0.64Nm) 

Reduction Gear Ratio : 1/3 

Position Sensor      : Resolver  

(Resolution; 16384plase/rotation) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

III. CONTROL DESIGN 

The control problem of precise positioning robot is to 

make the angle of the motor accurately follow to the 

target signal. It is well known in PID control, that the 

control system contains a PI speed control loop, and a P 

position control loop. In this study, we use adaptive 

control instead of PI control for the speed control loop, 

as shown in Fig. 2, the purpose of which is to absorb the 

response speed change caused the load change . 

The RLS method (recessive minimum mean square 

method) is used as the model identification, and the 

model order is assumed 2 in consideration of the 

complexity and rapidity of response of the system. 

Some referred expression is as follows. 

Model :  

 

 

                                            ( 

Where, y( ) and u( ) indicate plant output and control 

input, respectively,  and  

 

 

 

The parameter vector  )(k  is calculated repeatedly as 

follows.   

                           

 

 

  

  

 

 

,with the following initial conditions.  
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Lastly, the expression of the control input is as follows.  

 

 

 

 

IV. RESULTS AND EVALUATION 

Here we show the results of experiments and make 

evaluation for them.   

In the following figures, we only referred to the 

results of motion on lower robot when both robots were 

moved in the experiment. The sampling rate of those 

experiments was 0.001 second. 

Figure 4 and Figure 5 show the results of the 

motion following to sine wave under the load of 0kg and 

5kg. Here, continuous line is set value, and dash line and 

dot line are responses for 0kg and 5kg lords, respectively.   

 

Fig.4 Response to 4πsin(π/2･t) 

 

 

･ Fig.5 Response to 4πsin(π･t) 

 

 

Figure 6 shows the results of the motion following to 

linear patterns of different speed, one is 94rad/8sec 

(300mm/8sec) and the other is 47rad/8sec (150mm/8sec).  

 

  

・ Fig.6 Comparison of linear motion 

       (Moved distance: 150mm and 300mm) 

 

Figure 7 and Figure 8 show the starting and stopping 

process to the order of moving 150mm/ 8sec for 

evaluation. We tried this test for the case of 300mm (94 

radian of total rotation). The result is omitted here 

because they are nearly equal to the results of 150mm 

(47 radian). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

・ Fig.7 Detail at starting of 150 mm movement 
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・ Fig.8 Detail at stopping of 150 mm movement 

 

In those results, the dash line and dot line in each 

figure show almost same responses. This means that the 

difference of  load does not influence to the results.  

Especially, the difference of stopping position between 

the carrying weight of 0kg and 5kg is very small (from 

Fig.8, it is 0.03mm). We think this is the allowable 

margin of error because it is the level of machinery error. 

All these merits obviously come from adaptive control.  

Figure 7 shows a small shaking of response at just 

after starting. This is allowable, because it is an initial 

and usual process of adaptive control, and shows that 

control system has started learning for targets, and 

disappears immediately.  

On the other hand, it is seen that the delay of 

response becomes remarkable depending on a frequency 

of input signal. In this case, the delay is connecting to 

control error directly.  Also, the positioning error at 

stopping point (see, Fig.8) is about 0.3mm, this is   

larger than the demanded accuracy (0.04mm).   

We think these problems are depending on the 

structure of control system, because the position control 

loop use the conventional P control. How to control both 

speed and position of high speeded robot with adaptive 

control is our next subject.  

 

V. CONCLUSION 

This study shows that the performance of transfer 

system with linear robot can be improved with adaptive 

control. We can ensure the desired performance to the 

linear robot under specified range of load condition.  The 

weak point of adaptive control that is not so fast is 

improved to the level of robot motion control with 

computer performance.  Of course, the study was 

accomplished in a laboratory and having big difference 

to actual industrial use.  Decreasing the level of error, 

optimization of initial parameter for adaptive control, or 

simplifying the algorithm and speed up of calculation for 

small computer are the subjects for actual use.  

  

Now we are continuing study for the level-up of 

accuracy with improving position and speed control, 

especially optimizing the initial value of θ, and the 

speed-up of calculation with combining speed and 

position control and/or decreasing the degree of referring 

model.  
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Abstract: The increasing number of paralyzed persons and a shortage of the physical therapist is becoming an 

increasing problem, focusing attention on rehabilitation support. Noting the increase in wrist paralysis, we are 

developing corresponding rehabilitation support. Our basic approach centers on force feedback system based on the 

parallel 6-degree-of-freedom (DOF) Stewart platform. In this paper, we focus on the generation of a desired force 

which is a resultant force of the six cylinder forces of the parallel mechanism. Also we focus on drawing a 3D 

computer graphic (CG) model which shows harmonic movement with the parallel mechanism in virtual space. It is the 

feedback information for wrist rehabilitation. In this paper, we show that the experimental results of the desired for

ce generation and the 3D-CG model moves harmonically with the parallel mechanism assigned distance place via 

the Local Area Network. 
 

Keywords: Stewart type parallel mechanism, six degree of freedom,  

 

I. INTRODUCTION 

For the cases of persons afflicted with paralysis 

increasing, due to adult disease, traffic accidents and 

aging, the shortage of physical therapists is a growing 

problem requiring rehabilitation support. In our focus 

on wrist paralysis, we considered rehabilitation support, 

requiring multiple degrees of freedom (DOF) and 

compactness, taking into account the parallel Stewart 

platform, which generates 6-DOF force and provides 

high power and rigidity 
[1]
. It applies 6-DOF force to 

wrist of a patient through a gripper on the platform for 

rehabilitation therapy instead of the physical therapist. 

In our past research, we developed a prototype of 

the parallel Stewart platform with six pneumatic air 

cylinder actuators and achieved the thrust control of 

individual pneumatic cylinder by a pulse width 

modulator (PWM) control 
[2]
. The goal of our research 

is that one physical therapist can treat multiple patients 

at the same time by remote controlling the parallel 

mechanisms. To achieve the purpose, it is necessary that 

the parallel mechanism can output the desired force on 

the platform gripper. It is also necessary that the 

physical therapist can see the situation of rehabilitation 

treatment. 

This paper focuses on controlling force act on the 

platform gripper. It is a resultant force of six pneumatic 

cylinder forces. Thus, to generate a desired force on the 

platform gripper, the component forces generated by 

individual cylinders must be calculated. They are 

calculated by solving six simultaneous equations 

representing static force relationships.  

This paper also focuses on drawing a 3D computer 

graphic (CG) model showing synchronized movement 

with the parallel mechanism in virtual space. It is the 

feedback information for wrist rehabilitation. The 

therapist can recognize the situation of treatment at a 

distant place on real time by viewing the movement of 

the 3D-CG model. The model is drawn from the 6-DOF 

attitude information. It is calculated by solving direct 

kinematics of the parallel mechanism with data on 

cylinder length. From the calculation result, the PC 

draws a similar parallel mechanism which shows the 

synchronized movement with the real one in a virtual 

workspace displayed.  

The desired force generation and 3D-CG model 

drawing can be achieved for the parallel mechanism 

assigned a distance place via LAN by using the TCP/IP 

connection. 

This paper is organized as follows: Section 2 

introduces the system configuration. Section 3 focuses 

on controlling force act on the platform gripper and 

gives the results of force control experiments. Section 4 

focuses on drawing a 3D-CG model of the parallel 

mechanism and shows that the 3D-CG model moves 

harmonically with the parallel mechanism assigned 

distance place via the Local Area Network. Section 5 is 

conclusions. 
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ⅡⅡⅡⅡ. SYSTEM CONFIGURATION 

Figure 1 shows the force feedback configuration we 

propose, which consists of a pneumatic parallel 

mechanism and two personal computers (PC). The one 

is for the physical therapist and the other is for a patient.  

The parallel mechanism is connected with the patient 

side PC through I/O board. These PCs communicate 

with each other by TCP/IP via LAN. When a desired 

force which will act on the platform gripper is input at 

the therapist side PC, six cylinder forces corresponding 

to the desired force are calculated by solving six 

simultaneous equations representing static force 

relationships. The calculated cylinder forces are sent to 

the patient side PC and translated into PWM signals and 

sent to twelve solenoid valves mounted the parallel 

mechanism. Each cylinder has two valves and one is 

used for pushing the cylinder and the other is for pulling. 

The force resulting from six cylinders should be 

equivalent to the desired force.  

 

 

 

 

 

 

 

 

 

 

 

Fig1. Force feedback configuration 

 

When the parallel mechanism is moved, the patient 

side PC detects the six cylinders length by the six 

location detectors, each of which is mounted on the 

cylinder. The patient’s PC sends the cylinder length data 

to the physical therapist side PC. The therapist side PC 

calculates the parallel mechanism attitude by solving the 

direct kinematic equations with the cylinder data. From 

calculation results, the therapist side PC draws a 3D-CG 

model of the parallel mechanism. It shows the 

movement synchronized with the real parallel 

mechanism in a virtual work space displayed. The CG 

model in virtual space is drawn using OpenGL. 

By this way, the physical therapist can see the 

situation of rehabilitation treatment in detail even if he 

isn’t around the patient. Moreover, if multiple parallel 

mechanisms are prepared, it is expected that one 

physical therapist can treat multiple patients at the same 

time by sending rehabilitation commands to the 

individual parallel mechanisms of the patients. 

 

ⅢⅢⅢⅢ. FORCE GENERATION 

To generate a desired force on the gripper, cylinders 

must generate the component forces of output by the six 

equations representing the relationship of static force act 

on the gripper, shown in Figure 2.  

 

 

 

 

 

 

 

 

 

 

 

Fig2. Analytical model of parallel mechanism 

 

These are i-th cylinder force iF ( )1,...,6i = , desired 

output force L , desired moment w  and force of 

gravity  M . These force vectors have coordinates 

( ), ,ix iy izF F F , ( ), ,x y zL L L , ( ), ,x y zw w w  and 

( )0,0, mg−  for the fixed frame, m  is platform mass 

and g  is gravity acceleration.  

The static force relationship for translational 

movement is as follows: 

=

+ + =∑
6

i

i 1

F L M 0 .   (1) 

For rotational movement, the relationship is as follows: 

6

i 1

( )i i

=

=∑ r × F ) + (R × L) + (R × M + w 0 . (2) 

Eq.(1) and Eq.(2) are the six simultaneous equations for 

cylinder force iF , and solving them by using following 

relationship 

i

2 2 2
( , , ) ( , , )ix iy iz ix iy iz

ix iy iz

F F F l l l
l l l

=
+ +

F
　, 

the component forces iF of the desired output L and 

desired moment w  are obtained. When a desired force 

is input at the physical therapist’s PC, iF  are 

calculated by above analysis, sent to the patient’s PC. At 

w
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patient’s PC, they are translated into PWM signals to 

control the solenoid valves 
[2]
. 

The force control experiments are conducted and 

results are presented. Figure 3 shows the overall view of 

force control experiments for the pneumatic parallel 

mechanism. 

  

 

 

 

 

 

 

 

 

 

 

 

Fig.3: Parallel mechanism experiments 

 

 

 

 

 

 

 

 

 

Fig4. Force controller interface 

 

Figure 4 is the interface of the force input on the 

physical therapist’ PC.  Inputting components of a 

desired force along x, y and z direction, corresponding 

duty rates for the twelve solenoid valves are calculated 

and sent to the I/O board. Also, these values are 

displayed on the interface. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.5: Experimental results (z direction (+)) 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.6: Experimental results (z direction (-)) 

 

Figure 5 shows the results for plus direction and Fig. 

6 for minus direction. Initial positioning is adjusted as 

neutral position (cylinder expansion and contraction: 

15mm) and supply pressure is 0.15Mpa. For both 

directions, measurement and proofreading results 

coincide well confirming that arbitrary force is 

generated in the z direction. 

 

ⅣⅣⅣⅣ. 3D-CG DRAWING BASED ON DIRECT

 KINEMATICS 

To draw a 3D-CG model showing the movement 

synchronized with the parallel mechanism, it is 

necessary 6-DOF attitude information of the platform. 

The parallel mechanism has six location detectors 

detecting each cylinder length. Thus, by solving the 

direct kinematics of the parallel mechanism with data 

on cylinder length, 6-DOF attitude can be obtained.  

Figure 3 is i-th cylinder vector diagram. o is the 

origin of the fixed frame, ′o  is the origin of the motion 

frame assigned at the centroid of the platform. It shows 

a relationship as follows: 

i im iT= + −l A R B    (3) 

Where, il  is a cylinder vector, R is a position vector 

of centroid of the platform, and iB  is a position vector 

of lower attachment point and there vectors are with 

respect to the fixed frame. imTA denotes upper 

attachment point with respect to the motion frame and 

the coordinate transform matrix T  is 
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, where, φ , θ , and ϕ  are “roll”, “pitch”, and “yaw” 

angles of the platform with respect to the motion frame. 

 

 

 

 

 

 

 

 

Fig3. Vector diagram for i-th cylinder  

 

Here, let  ifl  be the measured value of i-th 

cylinder vector and  α  be the vector of the platform 

attitude and define a function ( )f α  as follows: 

 

 

 

 

 

 

     (4) 

Equation (4) is a couple of nonlinear 6 dimensional 

equations and it is difficult to derive the solution α by 

any analytical ways. Thus, by using the Newton-

Rapthon method which is one of a numerical method, 

approximate solution of  α  is derived.  

Let 
( )n

α  be an approximate solution which is in the 

n times iterations and applied the Newton-Rapthon 

method to the Eq. (4), following equation is obtained.  

( ) ( )( ) ( )( )1n n n+ − = −M α α f α   (5) 

Where, M  is a matrix of the partial differentiation of 
( )( )n

f α . 

By solving Eq. (5) iteratively, approximate solution 

of  α  can be derived. 

By this way, PC of the force feedback system 

calculates the 6 DOF attitude of the platform. From the 

result, it draws the 3D-CG model of the parallel 

mechanism.   

Figure 7 is set of the still images of the 3D-CG 

model and the parallel mechanism. These pictures are 

clips of the experiment of the synchronized movement. 

In this figure, the parallel mechanism is moved by 

hand. It is shown that the 3D-CG model moves 

synchronized with the parallel mechanism. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig7. Experiments of harmonic movement 

 

ⅥⅥⅥⅥ. CONCLUSION 

In this paper, for the development of the force 

feedback system applied to the wrist rehabilitation 

support system, generating desired force act on the 

platform gripper was detailed. Also, drawing a 3D-CG 

model showing the movement synchronized with the 

parallel mechanism in virtual space was detailed. These 

can be achieved for the parallel mechanism assigned a 

distance place via LAN by using the TCP/IP connection. 

In projected works, we plan to measure force for 

other direction, to display detail information on the 3D-

CG model, like force value, vector image of force, etc. 
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Abstract: The stabilization problem of a linear time-invariant system with lumped and distributed delays in the control
will be investigated by the backstepping method. A transformation is introduced firstly to reduce the system with
distributed input delay into a system with lumped input delay. The transformation kernel can be expressed explicitly
through solving a Cauchy problem of ODEs. Then the backstepping arguments presented by Krstic and Smyshlyaev in
[1] can be applied to work out a feedback control for the original system, where the key point is to model the lumped
delay by a first-order hyperbolic partial differential equation.

Keywords: time-delay systems, distributed delay, backstepping method, reduction transformation.

I. INTRODUCTION

In many engineering systems, the variation of the
system state depends on past states. Such a character is
called time-delay. Time-delay systems are also known
as systems with aftereffect or dead-time, hereditary
systems, which have attracted the attention of many
researchers because of their importance and widespread
occurrence. They are special infinite dimensional sys-
tems, and researches indicate that the time delays lead
to some complexity. On one hand, the time delays may
deteriorate the control performance or even cause the
instability of a dynamic system. On the other hand,
several studies have shown that voluntary introduction
of delays can also benefit the control.

The stabilization for time-delay systems is a topic of
great importance and has received increasing attention
[2], [3], [4], [5]. Smith-predictor is well-known for
designing linear feedback controllers for systems with
delay. However, this method is confined to stable plants
because it implies pole-zero cancellations. Moreover,
Smith predictor is sensitive to parameter errors. The
model reduction method is another important approach
to deal with the systems with input delays, where the
so-called Artstein model reduction is often involved.
Briefly speaking, the model reduction is a transformation
through which one can simplify a dynamic system
with input delay into an equivalent delay-free system.
Considering the following linear system with lumped
input delay,

ẋ(t) = Ax(t)+B0u(t)+B1u(t− τ), (1)

introduce the new variable y(t) defined by

y(t) = x(t)+ e−Aτ
∫ t

t−τ
eA(t−s)B1u(s)ds. (2)

Then (1) is reduced to a delay-free system

ẏ(t) = Ay(t)+
(
B0 + e−Aτ B1

)
u(t).

It is straightforward to compute a state feedback control
u(t) = Ky(t), provided that (A,B0 + e−Aτ B1) is stabiliz-
able. Thus the system (1) can be stabilized by the control
law

u(t) = K
(

x(t)+ e−Aτ
∫ t

t−τ
eA(t−s)B1u(s)ds

)
. (3)

Kwon and Pearson were the first who clearly put
forward the reduction transformation (2) for a system
with lumped input delay [4]. In [4], the authors applied
the receding horizon method to the stabilization of
linear time-invariant systems with lumped input delay. It
was shown how the receding horizon control suggested
the reduction transformation (2). Afterwards, Artstein
established the general abstract theory of the reduction
method in [2]. According to this theory, one can trans-
form general linear time-varying systems into delay-free
systems. It has been shown by many researches that
the reduction provides a strong tool for manipulating
systems with delays in the controls, even for linear
systems with time-varying lumped input delay [2].

It has also been pointed out in [5] that any lumped
time-delay U(t) = u(t − τ) can be represented by a
classical transport equation:{

τ ∂
∂ t v(x, t)+ ∂

∂x v(x, t) = 0, x ∈ [0,1],
v(0, t) = u(t), v(1, t) =U(t).

In other words, we can use a first-order hyperbolic par-
tial differential equation to model the lumped delay. A
problem of boundary feedback stabilization of first-order
hyperbolic partial differential equations was considered
in [1], where the authors applied the backstepping

The Sixteenth International Symposium on Artificial Life and Robotics 2011 (AROB 16th ’11), 
B-Con Plaza, Beppu,Oita, Japan, January 27-29, 2011

©ISAROB 2011 107



method to design controllers. As an example of the
applications, the authors studied the stabilization of a
linear time-invariant system with lumped input delay by
combining the backstepping design for hyperbolic PDEs
with the backstepping design for linear ODEs.

Motivated by the researches mentioned above, we
will investigate the stabilization problem of a linear
time-invariant system with lumped and distributed de-
lays in the control by the backstepping method. We
first transform the linear system with distributed input
delay into a system with lumped input delay, where
the transformation kernel is determined by a Cauchy
problem of ODEs. This transformation kernel can be
expressed explicitly. Then the procedure presented in
[1] can be applied in our circumstance. Concretely,
we model the lumped delay by a first-order hyperbolic
partial differential equation, and replace the resulting
system in the first step by an ODE-PDE cascade. After
introducing a backstepping transformation, we obtain the
target system whose origin is exponentially stable. Thus
we can work out the corresponding feedback control law
for the original system.

The rest of this paper is organized as follows. In
section 2, the linear time-invariant system with lumped
and distributed delay under consideration is given. The
feedback stabilization control law is deduced in detail
based on an integral transformation and the backstepping
method, and the main result is presented. The conclusion
and some remarks are given in Section 3.

II. Design of feedback controllers and main results

We now consider the following linear time-invariant
system,

Ẋ(t) = AX(t)+B1u(t)+B2u(t− τ)
+
∫ τ

0
D(s)u(t− s)ds, (4)

where X(·) ∈Rn denotes the state vector, and u(·) ∈Rm

is the vector of control input. The constant matrices A∈
Rn×n and B1,B2 ∈ Rn×m are known. The lumped delay
appears in the term B2u(t−τ), while the distributed de-
lay is represented by the integral term

∫ τ
0 D(s)u(t−s)ds.

The known function D(·) : [0,τ]→ Rn×m is assumed to
be continuous, and the positive constant τ denotes the
known time delay.

It is to be noticed that X(t) is only the state of lumped
portion of the delay system. The complete state of the
system (4) at time t is {X(t);u(s), t− τ ≤ s < t}. Then
the initial conditions are assumed to be

X(0) = X0, u(t) = u0(t), ∀t ∈ [−τ,0].

In order to design a feedback controller which stabilize
the system (4), we take the following procedure.

Firstly, inspired by the reduction method in [2], [4],
we introduce an integral transformation as follows,

W (t) = X(t)+
∫ t

t−τ
P(t− s)u(s)ds, (5)

where the transformation kernel matrix P(·) : [0,τ]→
Rn×m is to be determined later. Now one can calculate
easily that

Ẇ (t) =
∫ τ

0
(Ṗ(s)−AP(s)+D(s))u(t− s)ds

+(B1 +P(0))u(t)+(B2−P(τ))u(t− τ)
+AW (t)

Choosing such a transformation kernel matrix P(·) that{
Ṗ(s)−AP(s)+D(s) = 0, s ∈ [0,τ],
P(0) =−B1,

(6)

we then get that

Ẇ (t) = AW (t)+(B2−P(τ))u(t− τ). (7)

Obviously, the solution of the Cauchy problem (6) reads

P(s) =−eAsB1−
∫ s

0
eA(s−ξ )D(ξ )dξ , ∀s ∈ [0,τ],

which combined with (7) yields

Ẇ (t) =

(
B2 + eAτ B1 +

∫ τ

0
eA(τ−s)(.s)ds

)
u(t− τ)

+AW (t). (8)

Hence the integral transformation (5) is

W (t) = X(t)−
∫ t

t−τ
eA(t−s)B1u(s)ds

−
∫ t

t−τ

∫ t−s

0
eA(t−s−ξ )D(ξ )u(s)dξ ds. (9)

For the sake of simplicity, we define the matrix B as

B = B2 + eAτ B1 +
∫ τ

0
eA(τ−s)D(s)ds, (10)

which depends on the constant time delay τ . We then
get the following linear system with lumped time-delay,

Ẇ (t) = AW (t)+Bu(t− τ). (11)

In one word, we have reduced the system (4) with
distributed input delay into the system (11) with only
the lumped input delay through the transformation (9).

Secondly, we can go a step further to rewrite the
system (11) as

Ẇ (t) = AW (t)+Bv(0, t),
vt(x, t) = vx(x, t), x ∈ (0,τ),
v(τ, t) = u(t),

(12)

where v(0, t) = u(t− τ) just gives the input in (11). In
the sequel, we discuss under the hypothesis: there exists
such a matrix K that (A+BK) is Hurwitz. It has been
proven in [1] that the orgin of the following system is
exponentially stable ,

Ẇ (t) = (A+BK)W (t)+Bϕ(0, t),
ϕt(x, t) = ϕx(x, t),
ϕ(τ, t) = 0.

(13)

Aiming to transform the system (12) into the target
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system (13), introduce the so-called backstepping trans-
formation,

ϕ(x, t) = v(x, t)−
∫ x

0
k(x,θ)v(θ , t)dθ −Q(x)TW (t). (14)

The integral kennel k(x,θ) and Q(x) is determined by
the following system,{

kx(x, t)+ kt(x, t) = 0, k(x,0) = Q(x)TB,
Q′(x) = ATQ(x), Q(0) = KT.

(15)

Please refer to [1] for the details. It is not difficult to
obtain that

k(x, t) = KeA(x−t)B, Q(x) =
(
KeAx)T

.

Thus the backstepping transformation (14) reads

ϕ(x, t) = −K
(∫ x

0
eA(x−θ)Bv(θ , t)dθ + eAxW (t)

)
+v(x, t) (16)

Noting u(t) = v(τ, t) in (12) and ϕ(τ, t) = 0 in (13), we
then set x = τ in (16) to get

u(t) = K
(

eAτW (t)+
∫ t

t−τ
eA(t−s)Bu(s)ds

)
. (17)

Hence we actually obtain the feedback control for the
original system (4),

u(t) = K
∫ t

t−τ

∫ τ

t−s
eA(t+τ−s−ξ )D(ξ )u(s)dξ ds

+K
(

eAτ X(t)+
∫ t

t−τ
eA(t−s)B2u(s)ds

)
(18)

Now we are ready to state the main result on the
stabilization for the system (4).

Theorem 1: Let K be such a matrix that A+B2K +
eAτ B1K +

∫ τ
0 eA(τ−s)D(s)Kds is Hurwitz. The linear

time-invariant system (4) with distributed input delay
can be stabilized by the feedback control u(t) given in
(18).

Proof We would like to prove that

∃c1,c2 > 0, s. t. |X(t)|+
∫ t

t−τ
|u(s)|ds≤ c1e−c2t . (19)

In the sequel, c1,c2 stand for generic positive constants,
whose values may change from line to line. In view of
the form of u(t) given in (17), let u(t) = KZ(t) with

Z(t) = eAτW (t)+
∫ t

t−τ
eA(t−s)Bu(s)ds. (20)

It is easy to check that Z(t) satisfies

Ż(t) = (A+BK)Z(t).

By the assumption on K, it is known that

|Z(t)| ≤ c1e−c2t

for some positive constants c1,c2. So we can conclude
after some simple calculations that∫ t

t−τ
|u(s)|ds≤ c1e−c2t .

Naturally, |W (t)| decays exponentially in view of (20),

which together with (9) implies |X(t)| ≤ c1e−c2t . This
completes the proof.

III. CONCLUSIONS
In this paper, we present a feedback stabilization con-

trol law for linear time-invariant systems with lumped
and distributed input delay. The system under consider-
ation in this paper is a general model for linear time-
invariant systems with delay in the control input. The
result obtained in this paper can cover the stabilization
result for linear systems with lumped input delay only
in [4].

In fact, the system (4) degenerates to the system (1)
if D(·)≡ 0. And the feedback control u(t) given in (18)
now reads

u(t) = K
(

eAτ X(t)+
∫ t

t−τ
eA(t−s)B2u(s)ds

)
, (21)

which seems to differ by a factor eAτ from (3) derived
in [4]. If examining (20), we then find out that (20)
is a new transformation which reduce the time-delayed
system (11) into the delay-free system

Ż(t) = AZ(t)+Bu(t).

This transformation differs also by a factor eAτ from
the reduction transformation (2), which coincides with
the difference between (21) and (3). This relation was
discovered too in [7] through discussing the relations be-
tween continuous reduction transformation and discrete
one.
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Abstract: This paper is devoted to the two-dimensional (2-D) design problem that arises from discrete-time iterative
learning control (ILC). For linear time-invariant (LTI) systems with well-defined relative degree, a unified ILC algorithm
is considered which provides wider freedom for the updating law formation. It demonstrates that an appropriately defined
variable, together with the tracking error, can be employed to establish the Roesser systems based 2-D description of the
ILC process. This enables both asymptotic stability and monotonic convergence of the relative degree ILC systems to
be achieved. In particular, conditions for the monotonic convergence are described in terms of linear matrix inequalities
(LMIs), which directly give formulas for the updating law design.

Keywords: Discrete-time iterative learning control; relative degree; monotonic convergence; linear matrix inequality.

I. INTRODUCTION

Iterative learning control (ILC) is known as an effect
technique for systems operating repetitively over a fixed
time interval. The key feature of ILC is a fundamentally
two-dimensional (2-D) process [1], with evolution in two
independent directions. In order to take into account the
entire dynamics of an ILC, the 2-D analysis approach is
found to be a good alternative which can be implemented
based on the Roesser’s type 2-D systems (see, e.g., [2]-
[7]). Hence, the well-developed theory of 2-D systems
can be employed to deal with the ILC design. However,
the existing 2-D analysis approach is only applicable to
the ILC design for such systems with relative degree that
is not more than one. This is because it is difficult to
establish the 2-D model description of ILC systems with
higher-order relative degree. In fact, the system relative
degree plays a significant role not only in the ILC design
but also in the ILC convergence analysis [8]. Moreover,
the area of monotonically convergent ILC design has
seen relatively little activity when it comes to addressing
systems with higher-order relative degree.

In this paper, the 2-D design approach is investigated
for discrete-time ILC with relative degree. It shows that
the 2-D Roesser systems can be established to describe
the entire dynamics involved in ILC with well-defined
system relative degree. Based on the 2-D system theory,
a convergence analysis of ILC can be directly presented,
and a necessary and sufficient condition can be provided,
which is dependent only upon the first non-zero Markov
parameter matrix. Moreover, after giving the relationship
between two sequential iteration tracking errors from the
2-D Roesser systems, the monotonic convergence of ILC
can be obtained by applying the bounded real lemma [9].
In this case, it shows that the monotonically convergent

ILC can be designed through the linear matrix inequality
(LMI) technique, and formulas can be presented for the
control law design. Finally, a simulation test is proposed
to illustrate that the 2-D approach can be used to address
monotonically convergent ILC with relative degree.

Notations: I and 0 denote the identity matrix and the
zero matrix with required dimensions, respectively; M >
0 (respectively, M < 0) denotes a symmetric positive
(respectively, negative) definite matrix; an asterisk (F)
denotes a term that is induced by symmetry. Matrices,
if their dimensions are not explicitly stated, are assumed
to be compatible for algebraic operations. For a given
vector xk(t), let q be a shift operator such that q : xk(t)→
qxk(t) = xk(t + 1), and ∆ be a difference operator such
that ∆ : xk(t)→ ∆xk(t) = xk+1(t)− xk(t).

II. ILC SYSTEM DESCRIPTION

Consider the system over t ∈ {0, 1, · · · , T −1} (short
for t ∈ [0,T −1]) and k ∈ Z+:

xk(t +1) = Axk(t)+Buk(t)
yk(t) = Cxk(t), xk(0) = x0, ∀k

(1)

where xk(t) ∈ Rn is the state, uk(t) ∈ Rm is the input,
yk(t) ∈ Rl is the output, and (A, B, C) is the constant
system matrix pair of appropriate dimensions.

It is assumed that system (1) has a relative degree of
r ≥ 1 which is defined as follows.

• Relative Degree: The relative degree r of system
(1) is an integer which can be characterized by the
following conditions:

1) CAiB = 0 for all i < r−1;
2) CAr−1B 6= 0 and is of full-row rank.

To deal with the relative degree r, the ILC considered
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in this paper uses an updating law given by

uk+1(t) = uk(t)+
r

∑
i=0

Kiqiek(t) (2)

where ek(t) = yd(t)−yk(t) is the tracking error, and Ki,
i = 0, 1, . . . , r, is an m× l gain matrix to be designed.
The trajectory yd(t) is the desired output to be tracked
over [r,T + r].

The objective of this paper is to address convergence
and design problems of the ILC system (1) and (2) by
developing a 2-D approach under the Roesser systems
framework. To this end, we assume that the initial reset
condition is satisfied, i.e., qiyk(0) = qiyd(0) and, without
loss of generality, qiyk(0) = qiyd(0) = 0 is considered,
where i = 0, . . . , r−1.

III. MAIN RESULTS

A. 2-D System Representation

First of all, the 2-D Roesser systems based approach
will be developed for ILC with a system relative degree
r ≥ 1. To this end, let us denote





η1k(t) = Arq−r∆xk(t)

η2k(t) =
r−1

∑
j=0

j

∑
i=0

A jBKiq−( j−i)−1ek(t)

η3k(t) =
r−1

∑
j=0

r

∑
i= j+1

A jBKiqi− j−1ek(t)

η4k(t) =
r−1

∑
j=0

ArBK jq−r+ jek(t)

η5k(t) =
r−2

∑
j=0

r−2

∑
i= j

Ai+1BKi− jq− j−1ek(t)

(3)

where ∑i−1
j=i(·) j , 0, ∀i. Particularly, η5k(t) = 0 always

holds when r = 1. For the variables of (3), some prop-
erties are given as follows.

Lemma 1: Consider ηik(t) defined in (3), where i = 2,
3, 4, and 5. Then

a) η2k(t) can be rewritten as

η2k(t) =
r−1

∑
j=0

r−1

∑
i= j

AiBKi− jq− j−1ek(t). (4)

b) η3k(t) can be such that

Cη3k(t) = CAr−1BKrek(t). (5)

c) η4k(t) and η5k(t) satisfy

η4k(t)+η5k(t) = Aη2k(t). (6)
Proof: The proof can be immediately derived with

some algebraic operation and, thus, is omitted here.

Now with Lemma 1, let us consider the 2-D represen-
tation of ILC systems. The use of ek(t) = yd(t)− yk(t)

and yk(t) = Cxk(t) leads to

ek+1(t) = ∆ek(t)+ ek(t)
= ∆ [yd(t)− yk(t)]+ ek(t)
=−∆yk(t)+ ek(t)
=−C∆xk(t)+ ek(t).

(7)

where ∆xk(t), by using the first equation of system (1),
satisfies

q∆xk(t) = ∆qxk(t)
= ∆xk(t +1)
= ∆ [Axk(t)+Buk(t)]
= A∆xk(t)+B∆uk(t).

(8)

Since ∆xk(0) = 0, the use of (8) can yield

∆xk(t) = Aq−1∆xk(t)+Bq−1∆uk(t). (9)

Following the same steps repetitively, it can be devel-
oped further from (9) that

∆xk(t) = Arq−r∆xk(t)+
r−1

∑
j=0

A jBq− j−1∆uk(t)

= η1k(t)+
r−1

∑
j=0

A jBq− j−1∆uk(t).

(10)

The ILC law of (2) can be rewritten as

∆uk(t) =
r

∑
i=0

Kiqiek(t). (11)

Then insert (11) into (10) to get

∆xk(t) = η1k(t)+
r−1

∑
j=0

A jBq− j−1
r

∑
i=0

Kiqiek(t)

= η1k(t)+
r−1

∑
j=0

r

∑
i=0

A jBKiqi− j−1ek(t)

= η1k(t)+
r−1

∑
j=0

j

∑
i=0

A jBKiq−( j−i)−1ek(t)

+
r−1

∑
j=0

r

∑
i= j+1

A jBKiqi− j−1ek(t)

= η1k(t)+η2k(t)+η3k(t).

(12)

In view of (5) and by inserting (12) into (7), it follows
immediately that

ek+1(t) =−C [η1k(t)+η2k(t)]−Cη3k(t)+ ek(t)

=−Cξk(t)+
(
I−CAr−1BKr

)
ek(t)

(13)

where
ξk(t) = η1k(t)+η2k(t). (14)

From (13), it is obvious that an iterative equation about
the tracking error is obtained, which can reflect the ILC
system dynamics along the iteration axis k. With this
fact, ξk(t) will be further discussed in order to disclose
the time-domain dynamics involved in the ILC system
(1) and (2).

To describe the ILC system dynamics along the time
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axis t, next let us consider ξk(t + 1) = qξk(t). Towards
this end, compute qη1k(t) and then insert (8) and (11)
to obtain

qη1k(t) = q
[
Arq−r∆xk(t)

]

= Arq−rq∆xk(t)

= Ar+1q−r∆xk(t)+ArBq−r∆uk(t)

= Aη1k(t)+ArBq−r
r

∑
j=0

K jq jek(t)

= Aη1k(t)+
r−1

∑
j=0

ArBK jq−r+ jek(t)+ArBKrek(t)

= Aη1k(t)+η4k(t)+ArBKrek(t).
(15)

And with (4), qη2k(t) is computed by

qη2k(t) = q
r−1

∑
j=0

r−1

∑
i= j

AiBKi− jq− j−1ek(t)

=
r−1

∑
j=1

r−1

∑
i= j

AiBKi− jq− jek(t)+
r−1

∑
i=0

AiBKiek(t)

=
r−2

∑
j=0

r−2

∑
i= j

Ai+1BKi− jq− j−1ek(t)+
r−1

∑
i=0

AiBKiek(t)

= η5k(t)+
r−1

∑
i=0

AiBKiek(t).

(16)

Use (6), (15) and (16) to obtain

qξk(t) = qη1k(t)+qη2k(t)

= Aη1k(t)+η4k(t)+η5k(t)+
r

∑
i=0

AiBKiek(t)

= A [η1k(t)+η2k(t)]+
r

∑
i=0

AiBKiek(t)

= Aξk(t)+
r

∑
i=0

AiBKiek(t).

(17)

Thus, based on (13) and (17), the following 2-D Roesser
model can be established:[

ξk(t +1)
ek+1(t)

]
=

[
A ∑r

i=0 AiBKi
−C I−CAr−1BKr

][
ξk(t)
ek(t)

]
(18)

which clearly describes the two independent dynamics
involved in the ILC system (1) and (2), as claimed in
[2]-[4], [6]. For the 2-D model of (18), the use of (3)
and (14) yields

ξk(t) = Arq−r∆xk(t)+
r−1

∑
j=0

j

∑
i=0

A jBKiq−( j−i)−1ek(t)

= Ar∆xk(t− r)+
r−1

∑
j=0

j

∑
i=0

A jBKiek(t− ( j− i)−1).

Note that ∆xk(0) = 0 holds, and qiyk(0) = qiyd(0) im-
plies yk(i) = yd(i), i.e., ek(i) = 0, for i = 0, 1, . . . , r−1.
Hence, it is obvious that ξk(r) = 0 holds for k ∈ Z+.

Consequently, the boundary conditions for (18) are:

ξk(r) = 0 for k ∈ Z+ and finite e0(t) for t ∈ [r,T + r].
(19)

Remark 1: From (18), it is clear that Roesser models
can be developed with ξk(t) and ek(t) to describe the 2-
D processes resulting from the ILC system (1) and (2).
This implies that a general 2-D framework is established
for ILC systems with relative degree. For the particular
case where r = 1, it can be easily shown that the 2-D
Roesser system (18) provides an alternative approach to
describe the ILC systems that have been considered in,
e.g., [2]-[4].

B. Convergence Analysis of ILC
With the development of 2-D system representation,

both asymptotic stability and monotonic convergence
can be considered for ILC systems with relative degree.
First, the following result is given for the asymptotic
stability of ILC.

Proposition 1: Consider the ILC system (1) and (2)
of the general relative degree r ≥ 1. Then the tracking
error ek(t) converges asymptotically to zero as k→∞ if
and only if the matrix I−CAr−1BKr is stable, i.e., the
spectral radius fulfills ρ

(
I−CAr−1BKr

)
< 1.

Proof: With the 2-D system theory applied to (18)
and (19), the proof is immediate. For more details, see
[3] and [4].

Remark 2: From Proposition 1, it is obvious that the
asymptotic stability of ILC depends only upon the first
non-zero Markov parameter matrix CAr−1B, regardless
of the system relative degree r.

Next, the following result is presented for the mono-
tonic convergence of ILC.

Proposition 2: Consider the ILC system (1) and (2)
of the general relative degree r ≥ 1. Then the tracking
error ek(t) converges monotonically to zero when k→∞
in the sense of the L2-norm if there exist scalars ε1 > 0,
ε2 > 0 and matrices Q > 0, Xi, i = 0, . . . , r, that satisfy
the following LMIs

ε1 ≤ ε2 (20)



−Q (F) (F) (F)
QAT −Q (F) (F)

∑r
i=0 XT

i BTAiT 0 −ε1I (F)
0 CQ ε2I +CAr−1BXr −ε1I


 < 0.

(21)
If the LMIs of (20) and (21) are feasible, then the gain
matrices are given by

Ki =−ε−1
2 Xi, i = 0, . . . ,r. (22)

Proof: With the bounded real lemma (see, e.g., [9])
applied, the proof can be proved based on the use of (18)
and in the same way as in the proof of [8, Theorem 3]
and, thus, is omitted here.

Remark 3: Proposition 2 implies that although the
asymptotic stability of the updating law (2) depends only
on the selection of Kr, its other learning gains can help

The Sixteenth International Symposium on Artificial Life and Robotics 2011 (AROB 16th ’11), 
B-Con Plaza, Beppu,Oita, Japan, January 27-29, 2011

©ISAROB 2011 112



to achieve the monotonic convergence of ILC to ensure
good performance.

IV. NUMERICAL EXAMPLE
In this example, system (1) is considered with matri-

ces given by:

A =




0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

−0.0043 0.0004 0.12 0.149 −0.71 −1.7




B =




0 0 0
0 0 0
1 0 0
0 1 0
0 0 1
0 0 0




C =
[

0 1 0 0 0 0
0 0 0 0 0 1

]
.

Clearly, it is easy to show that CB = 0 and CAB has full-
row rank, resulting in system (1) with a relative degree
of r = 2.

To perform the simulation, the zero initial control in-
put u0(t)= 0 is used, and the following desired trajectory
is considered:

yd(t) =
[

yd1(t)
yd2(t)

]
=

[
20−20cos(0.02πt)

6 ·10−10t5−1.5 ·10−7t4 +10−5t3

]

where t ∈ [0,100]. Accordingly, yk(t) = [y1k(t), y2k(t)]
T

is denoted for the sake of notations. Then solve LMIs
(20) and (21) with r = 2 to derive

K0 =




0.0434 0.1665
−0.0119 2.4293
0.0078 −1.0000




K1 =




0.2855 −0.2664
−0.0354 1.1861
−0.0007 −2.4293




K2 =




0.5883 −0.0000
−0.3300 0.2664
0.0309 −1.3525


 .

Now using such gain matrices, we perform the ILC
system (1) and (2), and show the test results in Figs.
1 and 2. Fig. 1 shows the evolution of tracking errors
‖yd1(t)− y1k(t)‖2 and ‖yd2(t)− y2k(t)‖2 with respect
to the iteration number k, and Fig. 2 shows the time
evolution of the reference trajectory yd(t) and actual
output yk(t) for k = 1, 3, 5. From Figs. 1 and 2, it is
clear that the ILC process converges monotonically. It
illustrates that the proposed 2-D approach can effectively
address the design of ILC with system relative degree.

V. CONCLUSIONS
In this paper, the 2-D design approach to discrete-time

ILC with relative degree has been discussed. It has been

shown that the asymptotic stability of ILC is dependent
only upon the first non-zero Markov parameter matrix.
Moreover, sufficient conditions have been provided in
terms of LMIs to guarantee the monotonic convergence
of ILC and give formulas for the updating law design.
For ILC designed through solving LMIs, its effective-
ness has been verified finally through simulation test.
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Fig.1. Left: The error between yd1(t) and y1k(t).
Right: The error between yd2(t) and y2k(t).
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Fig.2. Left: yd1(t) and y1k(t) for k = 1, 3, 5.
Right: yd2(t) and y2k(t) for k = 1, 3, 5.
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Abstract: This paper is devoted to the robust consensus control of multi-agent systems with model parameter un-
certainties and external disturbances for networks with switching topology. In particular, a sufficient condition for the
consensus performance with a givenH∞ disturbance attenuation level is established for the multi-agent system governed
by general linear differential equations, and meanwhile the unknown feedback matrix of the proposed distributed state
feedback protocol is determined. The condition is given in terms of linear matrix inequalities (LMIs) and can be easily
verified. A numerical example is included to validate the theoretical results.
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I. INTRODUCTION

Recently, some researchers have studied the consensus
problem of multi-agent systems with various external
disturbances and random communication noises [1]-[6].
However, unavoidable model and parameter uncertain-
ties in the agents’ dynamics have not been considered in
the existing literature. This motivates us to investigate
the consensus problem for multi-agent systems with both
model uncertainties and external disturbances.

In this paper, we study the consensus control for
networks of multiple agents modeled by general high-
dimensional linear differential equations with both
model uncertainties and external disturbances, and pro-
pose a distributed protocol with an undetermined state
feedback matrix. In order to use the existing robust
H∞ theory of linear systems, a controlled output is
defined to reformulate the consensus control problem
as a robustH∞ control problem, and a series of model
transformations are conducted to convert the original
singular closed-loop system to be an equivalent sta-
bilized reduced-order one. Then, sufficient conditions
in terms of LMIs are derived to ensure the consensus
performance with a givenH∞ index for the disturbed
multi-agent system without and with model uncertainties
respectively, and the feedback matrix of the proposed
protocol is determined accordingly.

II. PROBLEM REFORMULATION AND
PROTOCOL DESIGN

A. Problem statement and preliminaries

Consider a multi-agent system consisting ofn identi-
cal agents with theith one modeled by

ẋi(t) = Axi(t)+ B1ωi(t)+ B2ui(t), (1)

wherexi(t) ∈ R
m is the state,ui(t) ∈ R

m2 is the control
input or protocol, andωi(t) ∈ R

m1 is the external dis-

turbance that belongs toL2[0,∞), the space of square-
integrable vector functions over[0,∞). If system matri-
ces A, B1, B2 are uncertain, they are assumed to take
the following forms:

A=A0+∆A(t),B1=B10+∆B1(t),B2=B20+∆B2(t), (2)

where A0, B10, B20 are constant matrices, and∆A(t),
∆B1(t), ∆B2(t) are time-varying uncertain matrices sat-
isfying

[∆A(t) ∆B1(t) ∆B2(t)] = EΣ(t)[F1 F2 F3]. (3)

In (3), E and Fi (i = 1,2,3) are constant matrices of
appropriate dimensions, andΣ(t) is an unknown time-
varying matrix that satisfiesΣT(t)Σ(t) ≤ I. It is also
assumed that(A0,B20) is stabilized. A protocolui(t) is
said to asymptotically solve the consensus problem, if
and only if the states of agents satisfy

lim
t→∞

[xi(t)− x j(t)] = 0, ∀i, j ∈ {1, · · · ,n} , N .

Undirected graphs are used to model the interac-
tion topologies among agents. LetG =(V ,E ,A ) be
an undirected weighted graph of ordern with the set
of nodesV = {v1, · · · ,vn}, the set of undirected edges
E ⊆V ×V , and a symmetric adjacency matrixA = [ai j]
with weighting factorsai j ≥ 0. It is stipulated that the
adjacency elements associated with edges are positive,
i.e., (vi,v j) or (v j,vi) ∈ E if and only if ai j = a ji >

0. In graphG , node vi represents theith agent, and
edge (vi,v j) represents that information is exchanged
between agentsi and j. Then the set of neighbors of
vi is denoted byNi = {v j ∈ V : (vi,v j) ∈ E }. The
Laplacian of a weighted graphG is defined asL =
D −A, where diagonal matrixD = diag{d1, · · · ,dn} is
named the degree matrix ofG , whose diagonal elements
are di = ∑n

j=1 ai j. To describe the variable topologies,
a piecewise-constant switching signal functionσ(t) :
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[0,∞) 7→ {1, · · · ,M} , M is defined, whereM ∈ Z
+

denotes the total number of all possible undirected
interaction graphs. The interaction graph at time instant
t is denoted byGσ(t), and the corresponding Laplacian
is Lσ(t). In this paper, the switching graphsGσ(t) are
assumed to be always connected for allσ(t) ∈ M .

B. Problem reformulation

Define controlled output functions

zi(t) = xi(t)−
1
n

n

∑
j=1

x j(t), i = 1, · · · ,n (4)

to reformulate the consensus control problem of multi-
agent system (1) as the followingH∞ control problem:

ẋ(t) =(In ⊗A)x(t)+(In ⊗B1)ω(t)+(In ⊗B2)u(t)
z(t) =(Lc ⊗ Im)x(t),

(5)

where x(t) = [xT
1(t) · · ·xT

n (t)]T ∈ R
mn, ω(t) =

[ωT
1 (t) · · ·ωT

n (t)]T ∈ R
m1n, u(t) = [uT

1(t) · · ·uT
n (t)]T ∈

R
m2n, z(t) = [zT

1(t) · · · zT
n (t)]T ∈ R

mn, and Lc = [Lci j ] ∈
R

n×n is defined by

Lci j =

{
n−1

n , i = j

− 1
n , i 6= j

.

Therefore, the objective is to design a distributed proto-
col ui(t) (i ∈ N ) such that

‖Tzω(s)‖∞=sup
ν∈R

σ̄(Tzω(jν))= sup
06=ω(t)∈L2[0,∞)

‖z(t)‖2

‖ω(t)‖2
< γ

holds, whereγ > 0 is a givenH∞ performance index.

C. Protocol design and model transformation

Using the neighbors’ local information, the distributed
protocol of agenti is designed as

ui(t) = K ∑
j∈Ni(t)

ai j(t)[xi(t)−x j(t)], (6)

whereNi(t) is the neighbor set of agenti at time instant
t, ai j(t) are adjacency elements of the interaction graph
Gσ(t), and K ∈ R

m2×m is an undetermined feedback
matrix. Substituting protocol (6) into the system (5)
results in the following closed-loop system

ẋ(t)=(In⊗A+Lσ(t)⊗B2K)x(t)+(In⊗B1)ω(t)
z(t)=(Lc⊗Im)x(t),

(7)

whereLσ(t) is the Laplacian matrix of graphGσ(t).
Note that the symmetric matrixLσ(t) has a zero

eigenvalue. Thus, the state matrix of system (7) can
not be robust stable ifA0 is unstable. In order to
apply theH∞ theory, we first convert the system (7) to
be an equivalent reduced-order one that is completely
stabilized, by a series of model transformations. This
will be presented in the following.

By Lemmas 1 and 5 of [4], there exists an orthogonal
matrix U ∈ R

n×n such that

UTLcU=

[
In−1 0
0 0

]
,L̄c,U

TLσ(t)U=

[
L1σ(t) 0

0 0

]
,L̄σ(t), (8)

and L1σ(t) is positive definite since the graphGσ(t) is
connected. For the convenience of discussion, denote
U = [U1 U2] with U2 = 1√

n being its last column. Let

x̂(t)=(UT⊗Im)x̄(t)=

[
(UT

1 ⊗Im)x̄(t)
(UT

2 ⊗Im)x̄(t)

]
,
[

x̂1(t)
x̂2(t)

]

ω̂(t)=(UT⊗Im1)ω(t)=

[
(UT

1 ⊗Im1)ω(t)
(UT

2 ⊗Im1)ω(t)

]
,
[

ω̂1(t)
ω̂2(t)

]

ẑ(t)=(UT⊗Im)z(t)=

[
(UT

1 ⊗Im)z(t)
(UT

2 ⊗Im)z(t)

]
,
[

ẑ1(t)
ẑ2(t)

]
,

(9)

where

x̄(t) = x(t)− 1
n
⊗ (

n

∑
j=1

x j(t)). (10)

From (7)-(10), we have

˙̂x(t)=(L̄c⊗A+L̄cL̄σ(t)⊗B2K)x̂(t)+(L̄c⊗B1)ω̂(t)
ẑ(t)=(L̄c ⊗ Im)x̂(t)

(11)

that can be divided into the following two independent
subsystems:

˙̂x1(t)=(In−1⊗A+L1σ(t)⊗B2K)x̂1(t)+(In−1⊗B1)ω̂1(t)

,Hσ(t)x̂
1(t)+Gω̂1(t)

ẑ1(t)=x̂1(t)

(12)

and ˙̂x2(t) = 0, ẑ2(t) = 0. Then by the definition ofH∞
norm, it can be proved that‖Tzω(s)‖∞ = ‖Tẑω̂(s)‖∞ =
‖Tẑ1ω̂1(s)‖∞. In addition, the state matrixIn−1 ⊗ A +
L1σ(t) ⊗B2K can be robust stable by designing an ap-
propriate matrixK, since(A0,B20) is assumed to be sta-
bilized and matrixL1σ(t) is positive definite. Therefore,
we can analyze theH∞ performance of the stabilized
reduced-order system (12) instead of (11). To sum-
marize, the consensus performance of the closed-loop
multi-agent system (7) is achieved withH∞ disturbance
attenuation indexγ, if the system (12) is asymptotically
stable and satisfies theH∞ level γ.

III. CONDITIONS FOR ROBUST H∞
CONSENSUS

In this section, the robustH∞ performance of switched
system (12) is analyzed, and sufficient conditions are
derived to ensure the desired consensus performance of
multi-agent system (1) under the protocol (6). First, we
consider the multi-agent system (1) by neglecting matrix
uncertainties in (2), i.e., matricesA, B1, B2 are known
constants. Denoteλσ(t)i as theith real positive eigen-
value of matrixLσ(t), i = 1, · · · ,n− 1. Let σ∗(t)i∗ and
σ∗(t)i∗ be the subscripts associated with the minimum
and the maximum nonzero eigenvalues of all Laplacian
matricesLσ(t), respectively.

The following lemma is derived from Lemma 3.2 of
[5] and Schur Complement Formula:

Lemma 1: For a given indexγ > 0, the switched
system (12) is asymptotically stable and satisfies
‖Tẑ1ω̂1(s)‖∞ < γ, if there exists a positive definite matrix
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P ∈ R
(n−1)m×(n−1)m such that

HT
σ(t)P+ PHσ(t) + γ−2PGGTP+ I < 0 (13)

holds for∀σ(t) ∈ M .
Theorem 1: Under protocol (6), the multi-agent sys-

tem (1) achieves consensus with a givenH∞ disturbance
attenuation indexγ, if there existP ∈ R

m×m > 0 and
Q ∈ R

m2×m such that the linear matrix inequality (LMI)
[
PAT+AP+λσ(t)iQ

TBT
2+λσ(t)iB2Q+γ−2B1BT

1 P
P −I

]
<0 (14)

is satisfied forσ(t)i = σ∗(t)i∗ andσ∗(t)i∗. If the above
two LMIs are feasible, then the feedback matrix of the
consensus protocol isK = QP−1.

Proof : By Lemma 1, the system (12) is asymptotically
stable and satisfies‖Tẑ1ω̂1(s)‖∞ < γ, if there exists a
positive definite matrixP ∈ R

(n−1)m×(n−1)m satisfying
(13). Particularly, takeP = In−1⊗X with X ∈R

m×m
> 0.

Since L1σ(t) is positive definite, there exists an or-
thogonal matrixU1σ(t) such thatUT

1σ(t)L1σ(t)U1σ(t) =

diag{λσ(t)1, · · · ,λσ(t)(n−1)}. Let Ū1σ(t) =U1σ(t)⊗Im. Ac-
cording to the proof of Theorem 3.3 in [5], pre- and
post-multiplying the matrix inequality (13) with̄UT

1σ(t)
and Ū1σ(t), respectively, can yield a group of matrix
inequalities

XA+ATX+λσ(t)iXB2K+λσ(t)iK
TBT

2X+γ−2XB1B
T
1X+I<0

(15)

σ(t) = 1, · · · ,M, i = 1, · · · ,n− 1, which are equivalent
to (13). Due to Schur Complement Formula, inequality
(15) is also equivalent to
[
(A+λσ(t)iB2K)TX+X(A+λσ(t)iB2K)+γ−2XB1BT

1X I
I −I

]
<0.

(16)

Then pre- and post-multiplying the inequality (16) with
diag{X−1, I} yields (14) withP = X−1 andQ = KP. To
summarize, the multi-agent system (1) achieves consen-
sus with a givenH∞ disturbance attenuation indexγ, if
the LMI (14) holds for∀σ(t)i.

Due to the convex property of LMIs, if (14) holds
whenλσ(t)i takes its extreme valuesλσ∗(t)i∗ andλσ∗(t)i∗ ,
then the LMI (14) holds for∀σ(t)i, and the desired
consensus performance is guaranteed. Further, if the
above condition is satisfied, then fromQ = KP, it
is obtained that the feedback matrix of the proposed
consensus protocol isK = QP−1. �

Based on the previous development, the consensus
condition is now given for the multi-agent system (1)
with model uncertainties (2). To achieve this, we adopt
the following lemma.

Lemma 2 [7]: Given symmetric matricesX ,Y,Z ∈
R

n×n satisfyingX ≥ 0, Y < 0, Z ≥ 0, if for any nonzero
vectorζ ∈ R

n, (ζ TY ζ )2−4ζ TXζζ TZζ > 0 holds, then
there exists a scalarλ > 0 such thatλ 2X +λY +Z < 0.

Theorem 2: Under protocol (6), the multi-agent
system (1) with model uncertainties (2) can achieve

consensus with a givenH∞ disturbance attenuation index
γ, if for a scalarλ > 0, there existP ∈ R

m×m > 0 and
Q ∈ R

m2×m such that the LMI



Ψσ(t)i B10 P 1
λ (F1P+λσ(t)iF3Q)T

BT
10 −γ−2I 0 1

λ FT
2

P 0 −I 0
1
λ (F1P+λσ(t)iF3Q) 1

λ F2 0 −I


<0

Ψσ(t)i=PAT
0+A0P+λσ(t)iQ

TBT
20+λσ(t)iB20Q+λ 2EET

(17)

is satisfied forσ(t)i = σ∗(t)i∗ andσ∗(t)i∗. If the above
two LMIs are feasible, then the feedback matrix of the
consensus protocol isK = QP−1.

Proof : Due to Schur Complement Formula, the matrix
inequality (14) in Theorem 1 is equivalent to

Ξσ(t)i=




PAT+AP+λσ(t)iQ

TBT
2+λσ(t)iB2Q B1 P

BT
1 −γ2I 0

P 0 −I



<0.

By the definition of negative definite matrices,Ξσ(t)i < 0
if and only if ξ TΞσ(t)iξ < 0 holds for any nonzero
vector ξ . Hence, to ensure the desired robustH∞ con-
sensus performance, we only need to find conditions for
ξ TΞσ(t)iξ < 0 in the presence of uncertainties (2).

From (2) and (3), it is obtained thatΞσ(t)i = Γσ(t)i +
∆Γσ(t)i, where

Γσ(t)i=




PAT
0+A0P+λσ(t)iQ

TBT
20+λσ(t)iB20Q B10 P

BT
10 −γ2I 0
P 0 −I




∆Γσ(t)i=




∆Γ11 EΣ(t)F2 0

FT
2 Σ(t)TET 0 0

0 0 0





with ∆Γ11 = PFT
1 Σ(t)TET+EΣ(t)F1P+λσ(t)iQ

TFT
3 Σ(t)T

ET+λσ(t)iEΣ(t)F3Q. That is, model uncertainties are de-
coupled from the determined constant system matrices.
Let ξ = [ξ T

1 ξ T
2 ξ T

3 ]T be a nonzero vector. The inequality
ξ TΞσ(t)iξ < 0 holds if and only if

ξTΞσ(t)iξ
=ξTΓσ(t)iξ+2ξ T

1EΣ(t)[(F1P+λσ(t)iF3Q)ξ1+F2ξ2]<0
(18)

is satisfied for anyΣT(t)Σ(t) ≤ I. Actually, if one takes

Σ(t) =
(ETξ1)[(F1P+ λσ(t)iF3Q)ξ1 + F2ξ2]

T

||ETξ1||2||(F1P + λσ(t)iF3Q)ξ1 + F2ξ2||2
, (19)

then ξ TΞσ(t)iξ reaches its maximum value. Therefore,
(18) holds for anyΣ(t) satisfyingΣT(t)Σ(t) ≤ I if and
only if it holds whenΣ(t) is taken as (19). Instituting
(19) into (18) leads to

ξ TΓσ(t)iξ +2
√

ξ TXξ
√

ξ TZσ(t)iξ < 0, (20)

where

X=




EET 0 0
0 0 0
0 0 0


≥ 0
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Zσ(t)i=




Z11 (F1P+λσ(t)iF3Q)TF2 0

FT
2 (F1P+ λσ(t)iF3Q) FT

2 F2 0
0 0 0



≥0

Z11=(F1P+ λσ(t)iF3Q)T(F1P+ λσ(t)iF3Q).
(21)

Obviously, (20) is satisfied if and only ifΓσ(t)i < 0 and

(ξ TΓσ(t)iξ )2−4ξ TXξ ξ TZσ(t)iξ > 0. (22)

Using Lemma 2, we obtain that (22) holds if and only
if there exists a scalarλ > 0 satisfyingΓσ(t)i + λ 2X +

λ−2Zσ(t)i < 0. Inserting (21) into the above inequality
results in

Γσ(t)i + STS < 0, (23)

S =

[
λ ET 0 0

λ−1(F1P+ λσ(t)iF3Q) λ−1F2 0

]
.

According to Schur Complement Formula, the matrix
inequality (23) becomes

[
Γσ(t)i ST

S −I

]
< 0,

which is further equivalent to (17). Combining with
Theorem 1, we know that if for a scalarλ > 0, there
exist P > 0 and Q such that the LMI (17) holds for
σ(t)i = σ∗(t)i∗ andσ∗(t)i∗, then the multi-agent system
(1) with model uncertainties (2) achieves consensus with
H∞ index γ. Further, if the two LMIs are feasible, then
K = QP−1 is obtained. �

IV. SIMULATION RESULTS

Consider a network of four agents, and the matrices
in (2) and (3) are given by

A0 =

[
0 −1
2 1

]
, B10 =

[
0
1

]
, B20 =

[
1 0
0 2

]
,

E =

[
0 0

0.8 0.8

]
, Σ(t) =

[
sin(10t) 0

0 0

]
,

F1 =

[
1.2 0
0 1.2

]
, F2 =

[
0.5
0.5

]
, F3 =

[
0.8 0
0 0.8

]
.

The external disturbance is assumed to be band-limited
white noise. TheH∞ performance index is chosen asγ =
1. For simplicity, the interaction graphs are constrained
to be within the set shown in Fig. 1, whose nonzero
weighting factors are all 1.

Fig.1. Undirected interaction graphs.

Fig. 2 depicts the state trajectories of four agents
xi(t) = [xi,1(t) xi,2(t)]T under the proposed protocol (6).
Fig. 3 gives the energy relationship between the con-
trolled output z(t) and the external disturbanceω(t).
Obviously, the consensus is achieved withH∞ distur-
bance attenuation index 1.

V. CONCLUSIONS

This paper has addressed the consensus control prob-
lem for switching networks of autonomous agents with
both model uncertainties and external disturbances by
robustH∞ theory. Time delays arising in the information
exchange among agents are not considered in this paper,
and this will be a topic of future research.
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Switching synchronization in a heterogeneous agent network
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Abstract: Motivated by the fact that many real-world networks exhibit a mixture feature of time-invariant and time-
varying topologies, we propose a heterogeneous agent network as a simple representation. The presented network
consists of two types of nodes: fixed agents and mobile agents, where the connections between fixed agents are
constant, while the mobile agents, abstracted as random walkers in plane, interact with the neighboring agents. Under
the assumption of fast-switching constraint, we further explore synchronized behavior in the heterogeneous network.
The theoretical and numerical results show that the mobile agent density determines synchronization of the considered
heterogeneous network. In particular, compared with the network constructed by the fixed agents, synchronizability is
enhanced and a global synchronization appears by introducing a proper mobile agent density.

Keywords:Synchronization, switching topology, mobile agent networks.

I. INTRODUCTION
Synchronization in large-scale networks of coupled

chaotic oscillators has been intensively investigated in
recent years. It has been demonstrated that two or more
chaotic oscillators can synchronize by mutual couplings
among them, thus a particular interest in this concern
is how the network topology influences the propensity
of the coupled individuals to synchronize [1-2]. The
master stability function (MSF) appraoch relates the
stability of the fully synchronized state to the spectral
properties of the underlying topological structure, and
further provides a framework of analyzing the stability
of synchronous state of large populations of identical
oscillators [3]. Synchronizability of such a network
is then explored based on the notions of MSF and
synchronized region.

So far, most investigations have been established on
static networks, partially because of a successful perfor-
mance of the MSF approach in dealing with synchro-
nization problems of static networks. Having examined
a variety of network topologies in reality, the classical
static network is very restrictive and only reflects a few
practical situations. Then the case of connections which
do evolve in time is more realistic to depict complex
networks, and various synchronization results have been
deduced for complex networks with switching topology
[4-7]. Of particular interest is synchronization of a set
of mobile agents. The mobile agent network, indeed,
can be used to explore many problems such as clock
synchronization in mobile robots [8], swarming animals
or the appearance of synchronized bulk oscillations [9],
consensus problem in multi-agent systems [10] and so
on.

None of two cases above mentioned, i.e. static net-
work model and mobile agent network model, however,

also seems to be an adequate description of many
relevant phenomena. For instance, in social networks,
lobby groups go about inducing voters whose attitudes
are already interacted by a fixed relationship to elect
a candidate or to give up an initial view, where the
lobbies can be depicted by mobile agents, and static
topology seems to be more suitable to characterize inter-
actions between voters [11]; in communication systems,
a mobile wireless network attaches the physical network
by clock synchronization so that data is transmitted
and processed [12]; and in volleyball, the libero as a
mobile agent influences the whole team cohesion, while
other players share relatively fixed connections. Roughly
speaking, there are two types of nodes in all systems
above mentioned, and the network corresponding to
the system can be decomposed into a (relative) static
subnetwork and a switching subnetwork due to the
heterogeneity of nodes. Then there appears a question:
Is synchronization of the heterogeneous network easier
to achieve or not under the existence of mobile agents.
There is no doubt, lobbies in social networks, mobile
wireless sensors, or volleyball libero player, seem to
work as the role of pinned nodes — guiding their
neighbor nodes towards the desired objective — in
synchronizing a complex network of coupled systems
through pinning. This paper is an attempt to explore
synchronized behavior based on a heterogeneous agent
network model. In this paper, we present a heteroge-
neous agent network model to characterize a mixture
feature of real-world network. Under fast-switching con-
straints, we investigate the synchronization problem of
the heterogeneous agent network. Particularly, we focus
on the effect of mobile agents to synchronization of the
static network, which provides an insight into regulatory
mechanisms and design of complex systems.
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II. A HETEROGENEOUS AGENT NETWORK
MODEL

Generally, a complex network consisting of l linearly
and diffusively coupled nodes is described by

ẋi = f(xi)−σ
l

∑
j=1

Gs
i jHx j, i = 1,2, · · · , l, (1)

where xi = (xi1,xi2, · · · ,xin)T ∈ Rn is the state vector of
node i, f(·) : Rn →Rn is a smooth vector-valued function,
governing the dynamics of each isolated node, σ > 0 is
the overall coupling strength, H ∈ Rn×n is the inner link-
ing matrix, and the coupling matrix Gs = (Gs

i j) ∈ Rl×l

is a zero-row sum matrix, describing network topology.
If network (1) is connected in the sense of having
no isolated clusters and edges signify the bidirectional
ability, then Gs is symmetric and all its eigenvalues are
ranked as 0 = µ1 < µ2 ≤ ·· · ≤ µl , where eigenratio Rs =
µl/µ2 is used to measure network synchronizability.

To obtain a heterogeneous agent network, we first
assign the l nodes in network (1) to be fixed agents.
For simplicity, we denote by Nl the set of fixed agents,
and all agents in Nl are uniformly distributed in a two-
dimensional space of size L with periodic boundary con-
ditions . Moreover, we introduce m mobile agents to the
plane, each of which is considered as a random walker
whose position and orientation are updated according to

{
yi(t +∆t) = yi(t)+vi(t)∆t,

θi(t +∆t) = ηi(t +∆t), (2)

where i ∈ Nm, Nm is the set of mobile agents, yi(t)
is the position of agent i in the plane at time t,
ηi(t), i ∈Nm are independent random variables chosen
at each time unit with uniform probability from the
interval [−π,π], vi(t) is the velocity of agent i, and
∆t is the time unit. In the following, assume that the
time unit is sufficiently small so that fast-switching
synchronization is guaranteed. Similar to Ref.[5], each
agent of the heterogeneous network is associated with
a chaotic oscillator whose state variable is characterized
by xi ∈ Rn. Then agent i evolves according to ẋi = f(xi).
Without lack of generality, we consider the case of
Rössler oscillators, where the state dynamics of each
agent is given by ẋi1 = −(

xi2 + xi3
)
, ẋi2 = xi1 + axi2,

ẋi3 = b+xi3
(
xi1−c

)
with xi = (xi1,xi2,xi2)

T, and a = 0.2,
b = 0.2, c = 7.

It is obvious that, the heterogeneous agent network
of order N can be conveniently described by graph
G = {N ,ε}, where N = Nl ∪Nm is the node set
(representing N agents) and ε ⊂N ×N is the edge set
of the graph, which is defined as: Each mobile agent,
i ∈Nm, interacts at a given time with only those agents
located within a neighborhood of an interaction radius
according to the rule of moving neighborhood network.
In detail, agents i and j are said to be adjacent if and
only if

|yi(t)−y j(t)|< r, ∀i ∈Nm, j ∈N (3)

at time t, where r is a parameter that defines the size
of a neighborhood, | · | refers to an induced norm.
For any two fixed agents, denoted by i, j ∈ Nl , the
connection between them is a constant, i.e., Gi j = Gs

i j.
In other words, the constant matrix Gs describes the
topology of network Gl = {Nl ,ε}. Hence, we construct
a heterogeneous agent network by combining fixed and
mobile agents, chaotic oscillators and their dynamical
laws, where the heterogeneous couplings include the
time-invariant connections between nodes in Nl and the
switching connections due to the moving of agents.

Based on above assumptions, the heterogeneous net-
work can be mathematically formulated as:

ẋi = f(xi)−σ
N

∑
j=1

Gi j(t)Hx j, i ∈N , (4)

where the entries of the coupling matrix G(t) =
(Gi j(t))∈RN×N are as follows: for non-diagonal entries,
Gi j(t) = Gs

i j if i, j ∈ Nl , and Gi j(t) = G ji(t) = −1 if
agent i∈Nm or agent j ∈Nm are adjacent at time t; and
the diagonal entries satisfy Gii(t) = −∑N

j=1, j 6=i Gi j(t).
Thus there exists a completely synchronized state in
network (4), i.e., x1(t) = x2(t) = · · · = xN(t) = s(t),
which is a solution of an isolated node ṡ = f(s).

III. ANALYSIS OF SWITCHING
SYNCHRONIZATION

This section investigates the synchronized behavior
of the heterogeneous network under the constraint of
fast-switching. As shown in Ref.[4], Stilwell et al. con-
sider a switching network topology of coupled chaotic
oscillators and provide a fast-switching synchronization
criterion. Following this result, we will show that syn-
chronization of network (4) can be also assessed by a
particular static network.

We first give an average of G(t) for network (4). Con-
sider an infinite sequence of contiguous time intervals
[tk, tk+1), k = 0,1, · · · , with t0 = 0 and tk+1 − tk = ∆t.
It is easy to see that G(t) is a constant matrix for any
t ∈ [tk, tk+1) and k = 0,1, · · · . For simplicity, let Gk be the
constant coupling matrix at k-th interval [tk, tk+1), then
we derive the average of coupling matrix G(t) satisfying

G =
o

∑
i=1

piGi, (5)

where pi is the probability that topological configuration
i occurs, o is the number of possible configurations.

Recalling the evolution of network (4), we learn that
the connections between any fixed agents are time-
invariant, i.e., Gi j = Gi j(t) = Gs

i j, ∀i, j ∈ Nl . And for
other cases, Gi j = ∑m

i=1 piGi
i j, i ∈Nm or j ∈Nm. There-

fore, we write down the non-diagonal entries of G for
network (4):

Gi j =
{

Gs
i j, if i, j ∈Nl

−p, otherwise
(6)
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where p = πr2/L2 is the probability that two agents are
neighbors, Il is an l× l identity matrix. By elementary
transformation, we calculate the N eigenvalues of the
average Laplacian G as

λi =
{

0,µ j +mp, pN, · · · , pN︸ ︷︷ ︸
m

, j = 2, · · · , l
}

. (7)

Note that G is a symmetric constant matrix, then
synchronization of switching network (4) can be inves-
tigated by the network reading

ẋi = f(xi)−σ
N

∑
j=1

Gi jHx j. (8)

Let ei be the variation on the i-th node and e =(
eT

1 ,eT
2 , · · · ,eT

N
)T be the collection of variations. Then

linearizing network (8) at xi = s yields ė =
[
IN⊗J f (s)−

σG⊗H
]
e, where J f is the Jacobian of the function

f evaluated at s(t), and ⊗ stands for the Kronecker
product. It is easy to verify that the linear stability of the
synchronized state s(t) for network (8) can be studied
by diagonalizing the variational equations of network (8)
into N blocks of the form

ξ̇i = (J f −σλiH)ξi, i = 1, · · · ,N, (9)

where ξi = (U ⊗ In)ei ∈ Rn, U ∈ RN×N is a unitary ma-
trix such that UTGU = diag(λ1, · · · ,λN). Furthermore,
the synchronized state s(t) is stable if the Lyapunov
exponents for the N blocks are negative i.e., Γ(σ µi) < 0
for i = 2, · · · ,N. For the coupled Rössler oscillator with
H = diag(1,0,0), there is a single interval (γ1,γ2), in
which the largest Lyapunov exponent is negative, where
γ1 and γ2 are constant. Therefore, synchronization of
network (4) can be guaranteed by

γ1

σ
< λ2 < λN <

γ2

σ
, (10)

where λ2 and λN are the second smallest and largest
eigenvalues of matrix G, respectively. Based on Eq.(7)
and Eq.(10), we thus derive the synchronization condi-
tion for the heterogeneous network.

IV. DISCUSSIONS AND NUMERICAL
SIMULATIONS

The existence of mobile agents affects the eigen-
values of G, which further plays an important role in
synchronizing network (4). It is noted that Eq.(10) is
fulfilled for some values of σ when the eigenratio R
satisfies the following inequality R≡ λN

λ2
< γ2

γ1
. We then

characterize, similarly to the definition in static network,
the synchronizability of network (4) with R.

Compared with the static network (1), the heteroge-
neous network (4) shows a better synchronizability if
R < Rs. By solving this inequality, we derive ρm > ρc

m,
where ρc

m is a critical value of ρm satisfying

ρc
m =

Rs

Rs−1
·max{0,

µ2

κρl
−1,

1
Rs −

µ2

κρl
}, (11)

ρl = l/L2 is the fixed agent density and ρm = m/L2

is the mobile agent density. Namely, a smaller ρm
probably means the heterogeneous network (4) is harder
to achieve synchronization from the point of view of
the interval width in Eq.(10), while synchronization is
probably easier to realize by assigning a larger mobile
agent density.

Though a larger mobile agent density ρm means a
better synchronizability of network (4), it is likely to lead
to the largest eigenvalue of G over the upper bound in
Eq.(10). And synchronization is lost with a large mobile
agent density for a particular heterogeneous network.
According to Eq.(10), an upper bound of ρm is given by

ρm < ρu
m =

γ2

σκ
−max{ρl ,

µl

κ
}. (12)

An obvious result is that, no matter what value of ρm
is, the heterogeneous network (4) is not synchronizable
about synchronized state in the condition of µl > γ2/σ ,
where the expression µl > γ2/σ implies a nonsynchro-
nized motion of static network (1). It is not difficult to
see the existence of mobile agents fails to synchronize
the considered heterogeneous network. As a result, we
favor the introduction of mobile agents for those static
networks (1) whose eigencoupling σ µl is located in the
negative region of the MSF. In the following, we always
assume that σ µl < γ2 holds.

Similarly, we derive a lower bound of mobile agent
density from Eq.(10), i.e.,

ρm > ρ l
m =

γ1

σκ
−min{ρl ,

µ2

κ
}. (13)

To validate our theoretical findings, we consider the
static network Gs to be the case of a Barabási-Albert
(BA) network [13], where the parameters of BA model
are given by m0 = m = 3, and the degree distribution fol-
lows a power law. Fig.1 reports a numerical simulation,
where synchronization error δx(t) = (∑N

i=2 ||xi−x1||)/N.
As explained in Fig.1, the considered network achieves
synchronization again when ρm > 0.2. Also notice that a
synchronized motion disappears as ρm > 0.5 due to the
bounded synchronization region.

0 0.1 0.2 0.3 0.4 0.5 0.6
0

0.5

1

1.5

2

ρ
m

<
δ 

x>

0 0.5 1
0

0.2

0.4

Fig.1. Synchronization index < δx > vs mobile agent density ρm.
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Fig.2. Synchronization index < δx > vs mobile agent density ρm.

Under the other case σ µ2 < γ1, it has been shown
by MSF that static network (1) cannot synchronize.
However, synchronization can be easily realized by
introducing some, even only one mobile agent to net-
work (1) according to Eq.(13). A numerical example is
given in Fig.2 to validate the analytical result, where
µ2 is assigned to be zero. It is obvious that Gl is an
unconnected graph, then a global synchronization of
static network (1) cannot be accessed due to isolated
clusters in Gl . We observe from Fig.2 that adding several
mobile agents (in simulations, five mobile agents are
introduced to network at t = 400s) can guarantee net-
work synchronization. The role of mobile agents works
as a bridge which creates connections among different
isolated clusters.

From above discussions, there does exist a bounded
region of mobile agent density: synchronization of net-
work (4) is ensured if and only if ρm ∈ (ρ l

m,ρu
m).

For a particular static network (1) with given Gs and
ρm, a too large or a too small mobile agent density
will prevent heterogeneous network (4) from achieving
synchronization.

V. CONCLUSIONS

In this paper, we propose a heterogenous agent net-
work to capture a mixture feature of time-invariant
and time-varying topologies existing in many real-world
complex network. The heterogeneous network consists
of a certain number of mobile agents and fixed agents,
each of which is equipped with a chaotic oscillator in
a planar space. In particular, the connections between
fixed agents are assigned to be time-invariant, and the
mobile agents, abstracted as random walkers, interact
with the neighboring agents. Then the heterogenous
agent network can be simply regarded as a mixture of a
static subnetwork and a switching subnetwork. Under
the constraint of fast-switching, we theoretically and
numerically show that synchronization of the heteroge-
neous network depends on the mobile agent density, the
fixed agent density and the spectrum of time-invariant
subnetwork. For a given heterogeneous network, syn-
chronization motion can be established if mobile agent
density of the network lies in an bounded interval, in

which its two end-points are determined by the fixed
agent density and the static topology. It is worth noting
that, compared with the static network, synchronizability
can be enhanced when a proper density of mobile agents
is introduced to the heterogeneous network. All these re-
sults may provide some insights for the future theoretical
investigations and practical engineering designs.
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Abstract: This paper considers the adaptive control problem of time delay systems with unknown relative degree 
based on model matching technique. For single-input single-output (SISO) systems, the only known knowledge of the 
relative degree is the upper bound of it. An adaptive control scheme is designed so that all signals in the close-loop 
systems are bounded and the tacking error can converge to zero. A simulation example is included to illustrate the 
proposed adaptive control scheme. 
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I. INTRODUCTION 

Time delay exists in many industrial control systems 

such as chemical process systems, hydraulically 

actuated systems and combustion systems. Researches 

have paid much attention to the control of time delay 

systems since last century. Stability analysis and 

controller design for delay systems are more difficult 

than delay-free systems. Many methods have been 

proposed to deal with time delay systems. The known 

smith predictor proposed in [1] could cancel the time 

delay from the characteristic equation of the closed-loop 

systems. The finite spectrum assignment method in [6] 

could assign the eigenvalues of the closed-loop plant at 

arbitrary prescribed place of the complex plane. 

However, the two methods are difficult to be applied to 

adaptive control. 

( )
( ) (

( )
Lsgr s

y s e u s
p s

 )

3

Model matching technique can be easily used to 

adaptive control scheme design. This technique is to 

design a controller so that the transfer function of the 

closed-loop plant coincides exactly with the transfer 

function of the reference model. Controller design for 

linear systems based on model matching technique can 

be found in the book [5]. This method was used to 

controller design for SISO delay systems in [2]. Then 

the result was extended to adaptive control in [3]. For  

multivariable delay systems, a general solution of model  

 

This work was supported by the NSFC (60727002, 

60774003, 60921001, 90916024), the MOD (20030006 

003), the COSTIND (A2120061303), the National 973 

program (2005CB321902). 

matching control of multiple-output-delay systems was 

given in [4]. However, only unknown parameter 

uncertainty was considered in [3-4]. In this paper, we 

will consider the adaptive control of time delay systems 

with unknown relative degree. 

A strict assumption is that the relative degree is 

exactly known in the adaptive control literature. This 

assumption was relaxed in [7] for plants with relative 

degree satisfying1*n *n  . A new model reference 

adaptive control (MRAC) scheme was proposed in [8]. 

Where the control required only the known upper bound 

of the relative degree, this result was obtained at the 

expense of additional complexity in the control and 

adaptive laws. However, to the best of our knowledge, 

there is few results about time delay systems with 

unknown relative degree yet. In this paper, a class of 

SISO delay systems with unknown relative degree is 

considered. An adaptive control scheme is designed 

using the model matching technique.  

This paper is organized as follows. Section 2 is 

problem statement. In section 3, an adaptive control 

scheme is designed for SISO delay systems and the 

stability analysis is completed. A simulation example is 

given in section 4 to illustrate the designed scheme. The 

last section is a conclusion of this paper. 

 

II. PROBLEM STATEMENT 

Consider the SISO linear time-invariant time delay 

systems 

                                  (1) 
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( )
( ) ( )

( )
Ls

Where y(t) and u(t) are the output and the input, 

respectively. g is the gain, L is the known time delay. 

 and  are monic polynomials with degree m 

and n respectively, denote , 

where 

( )r s ( )p s
[ ( )] , [ ( )]r s m p s n   

d d
d

d

g r s
y s e s

p s


m and n are unknown constants. The following 

assumptions are made for the plant (1). 

Assumption 1: r(s) is a Hurwitz polynomial. 

Assumption 2: The upper bound n  of the unknown 

degree n of p(s) is known, i.e. n n . 

Assumption 3:The relative degree satisfies  *n
* *1 l un n n   *

         

, where  and  are known *
ln *

un
constants.  

The reference model is chosen to be 

                              (2) 

 

Where  is a stable polynomial, its degree is  sdp n , 

the relative degree of the reference model satisfies 

. The reference input *[ ( ( )]r s n )] [d dp s  u ( )t  is a 

uniform bounded piecewise continuous signal. The 

objective is to design an adaptive control scheme so that 

all signals in the closed-loop systems are bounded and 

the plant output tracks the reference model output as 

close as possible for any given reference input. 

 

III. ADAPTIVE CONTROL DESIGN 

First, we design the model matching controller 
structure for the systems (1). The controller design  
procedure is different from that the known relative 
degree case. 

Choose monic stable polynomials and , *( )r s *( )p s
*[ ( )]p s n  , * *. Then the reference model

can be rewritten as 
[ ( )] lr s n n  

    
**

*

( ) ( )( )
( )

( ) ( ) ( )
Ls d d

d
d

*

g r s p sr s
y s e

p s p s r s
           (3) 

Denote 

          
*

*

( ) ( )

( ) ( )
d d

d

g r s p s

p s r s
                  (4) 

Obviously,   is a realizable dynamical input signal. 
When both r  and p(s) have single or disti

nct roots, write 

*( )s

* *

*

*
( ) ( ) ( ) ( )

1
( ) ( )

1

n n nlr s p s gr s p s i g
r s p s

i is z
 


 


 

    (5) 

where are roots of  for zi
*( )r s *1, 2, , lk n  n  

and roots of p(s) for * *1, ,l lk n n n n n     ,  

respectively. Obviously, we have 

       
* *

* *0
l

l u

g n n
g

n n n

 
  * 

                 (6) 

Define the polynomial ( )s  satisfying the equation 

     
**

*
1

( ) ( ) ( )
1

( ) ( )

il z Ln n n
i

i i

er s p s s
g

r s p s s z

  




  

        (7) 

Remark 1: In order to employ the precompensator  
In (7) 

           
* *

*

( ) ( ) ( ) ( )

( ) ( )

r s p s gr s p s

r s p s

             (8) 

should satisfy 

          (9) * *[ ( )] [ ( )] [ ( )] [ ( )]r s p s r s p s      
i.e. 

        

* *

*

*

[ ( )] [ ( )] [ ( )] [ ( )]

l

r s p s p s r s

n n

n n

      

 



    (10) 

Therefore, the monic stable polynomial  should *( )r s
be chosen as *[ ( )] lr s n n*   . In this paper, we 

choose * *[ ( )] lr s n n   . 

Define a polynomial equation by 
*( ) ( ) ( ) ( ) ( ) ( ) ( )k s p s gh s r s gr s p s s      (11) 

where k(s) and h(s) are unknown polynomials.  
Theorem 1. There are solutions k(s) and h(s) 

for the polynomial equation (11) with degrees  
*[ ( )] 1lk s n n    and [ ( )] 1h s n   . 

Proof. From the equation (7), * ( ) ( ) ( )gr s p s s  

is of degree at most * 1ln n n  . It is know that 
there are unique polynomial solutions k(s) and h(s).
k(s) of degree at most * 1ln n  , polynomial h(s)  

of degree at most n-1. However, the degree n of
 is not known, the only knowledge of it is ( )p s

n n . Therefore, h(s) is of degree at most 1n  .
The proof is completed. 

Using the equations (5) and (7), we have the 
following integral 

  

*

* *

0

1

1 1

*

* *

( )

( ) ( )

( ) ( ) ( )
( ) ( ) ( )

( ) ( ) ( ) ( )

( )

l

i

il l

n n n
z s

iL
i

Lzn n n n n n
Lsi i

i ii i

Ls

Ls

e u s e d

e
u s u s e

s z s z

gr s p s s
u s gu s u s e

r s p s r s p s

gu s e

  

 



 





   


 





 
 

   





  (2) 

Using the equation (11), the above equation (12)  
can be rewritten as 

*

0

1

( )
l

i

n n n
z s

iL
i

e u s e d  
 





  
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Lsgr s p s k s
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r s p s r s

h s
y s gu s

r s

  
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     (13) 

Another delay compensator is needed to design the 
controller. Choose any monic stable polynomial 

( )r s with degree * *[ ( )] [ ( )] lr s r s n n     , then  

we have 
*

*
1

( )

( )

ln n
i

i i

gr s
g

r s s z




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              (14) 

Define the polynomial ( )s  by 
*

*
1

( )

( )

il z Ln n
i

i i

es
g

r s s z

 


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              (15) 

Using the equations (14) and (15), we can obtain 
another integral 

    

*

0

1

* *

( )

( ) ( )
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     (16) 

Combining the two integrals in the equation (13)  
and (16) yields 

* *

0 0

1 1

*

* *

* * *
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(17) 

Therefore, we can choose the controller u as 
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(18)

Substituting the controller in the equation (18) into 
the equation (17), we can obtain 

               
*

*

( ) ( )
( )

( ) ( )

gr s p s
u s

r s p s
           (19) 

It is noting that the polynomials and  are *( )p s *( )r s

chosen to be stable polynomials. Therefore, the  
above equation (19) can be further rewritten as 

 
*

*

( ) ( )
( )

( ) ( )
Lsgr s r s

e u s e
p s p s

The system output is equal to the reference model 
output. Therefore, the controller in (18) is the desi- 
red controller. In time domain, the controller can  
be rewritten as 
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where p is the differential operator in time domain.
Because *[ ( )] ls n n   , *[ ( )] 1lk s n n    , and 
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respectively, where the coefficients of the polynomi
als are unknown constants. Define parameter vector 
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and the signal vector  
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Then the controller (22) can be represented as 

    
0ˆ ˆ( ) ( ) ( ) ( , ) ( )T

L
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
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where ˆ ˆ( ), ( , )t t    are the estimates of the real  

parameters , ( )   , respectively. Define the track- 

ing error by 
               de t y t y t                 (26) 

Theorem 2. The tracking error can be represent
ed by the following equation 
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where ˆ( ) ( )t t    , ˆ( , ) ( , ) ( )t t       . Lq   Ls         (20) 
denotes a time delay operator, . ( ) ( )q u t u t L L
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In order to design the adaptive law of the  
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When the reference input is the unit step signal, use the 

adaptive control scheme designed in this paper and the 

parameters 2     , the simulation result is 

given in Figure 1. Figure 1 shows that the tracking error  

converges to zero. The designed adaptive control 

scheme achieves the control objective. 
where  
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The augmented error is defined by The augmented error is defined by 
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Define a signal by 
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Choose the following adaptive law Figure 1. Tracking error of the system. 
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V. CONCLUSION   (32) 

This paper design adaptive control schemes for 

delay systems with unknown relative degree. The 

schemes are obtained at the expense of updating more 

parameters than the case of known relative degree.  where , ,    are positive constant parameters to  

be chosen.  
Theorem 3: The adaptive control scheme consi

sts of the controller (25) and the adaptive law (32)
 designed for the plant (1), it can guarantee that al
l signals in the closed-loop plant are bounded and t
he tracking error converges to zero. 
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Abstract: In this paper, we propose a robust ride comfort control scheme for vehicles without using measurements of
tire deflections. To realize good ride comfort without using measurements of the tire deflections, we propose using an
estimator for the acceleration of the road disturbance, the derivative of the suspension strokes and the derivatives of
the displacements from the road disturbance to the vehicle body. Using the estimates, we can design a combined ideal
vehicle. Then, a tracking controller is designed so that the real vehicle can track the motion of the combined ideal vehicle.
Moreover, by carrying out numerical simulations, the influence of measurement disturbances on control performance will
be investigated. As a result, it is shown that the proposed ride comfort control scheme is effective even in the presence of
measurement disturbances.

Keywords: Vehicle, Ride comfort, Active suspension, Estimator, Robust Tracking Control, Ideal Model

I. INTRODUCTION

Recently, in order to achieve good ride comfort and
good handling qualities, a large number of control
schemes using active suspensions have been proposed in
[1]-[4]. In conventional schemes [1]-[4], the active sus-
pensions are controlled so that the suspension strokes lie
within an admitted range and the handling quality does
not become worse. As a result, the ride comfort will be
best at only one specified location on the vehicle body.
In cases when the specified location has to be moved,
too much time is needed to redesign an active suspen-
sion controller. To struggle with this problem, the authors
have proposed some active suspension control schemes
[5]−[7]. In vehicle systems using controllers proposed in
[5]-[7], the following good properties exist: (1) The ride
comfort at a specified location will be best. (2) The best
location can be easily moved by setting only one design
parameter without redesigning the suspension controller.
However, in the proposed schemes [5]-[7], it is assumed
that the tire deflections can be measured. Since road sur-
faces are uneven, and using noncontact sensors such as
laser position sensors, it is difficult to measure the tire
deflections with high accuracy.

To overcome this problem, the authors have proposed
a ride comfort control scheme without using the measure-
ments of tire deflections[8],[9]. To realize good ride com-
fort without using measurements of the tire deflections,
the signals are measured such as the vertical accelera-
tion on the vehicle body, the displacement and the ve-
locity of the suspension stroke, the vertical acceleration
of the unsprung mass and the force added to the vehi-
cle body. In addition, we propose using an estimator for
the acceleration of the road disturbance and the deriva-

fffr

Fig. 1. Two wheels model.

tives of the displacements from the road disturbances to
the vehicle body. In the papers [8],[9], however, the in-
fluence of measurement disturbances on control perfor-
mance has not been considered. Moreover, it is assumed
that the derivative of the suspension strokes can be rigor-
ously measured.

In this paper, we propose an estimator for the accelera-
tion of the road disturbance, the derivative of the suspen-
sion strokes and the derivatives of the displacements from
the road disturbances to the vehicle body. A robust active
suspension controller with the estimated signals is pro-
posed. Moreover, carrying out numerical simulations, the
influence of measurement disturbances on control perfor-
mance is investigated. As a result, it is shown that the
proposed ride comfort controller is very effective even in
the presence of measurement disturbances.

II. VEHICLE MODEL

The two wheels model is shown in Fig. 1. The expla-
nation for parameters is shown in Table 1. It is assumed
that the pitching angle is small, and then, the dynamic
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equation ofvehicles is given as follows.

ẍz(t) = d(t)¡H−1ẅ(t)
ẍu(t) =¡Kuxu(t)¡M−1

u f(t)¡ẅ(t)
xz(t) = H−1[zf (t)¡ wf (t), zr(t)¡ wr(t)]T

xu(t) = [zuf (t)¡ wf (t), zur(t)¡ wr(t)]T

d(t) = M−1HT f(t)
f(t) = [ff (t), fr(t)]T

= ¡Cẋs(t)¡Kxs(t) + u(t)


(1)

xs(t) = Hxz(t)¡ xu(t)
u(t) = [uf (t), ur(t)]T , w(t) = [wf (t), wr(t)]T

M = (TT
h )−1diag[m, ic]T−1

h

Mu = diag[muf ,mur],K = diag[kf , kr]
C = diag[cf , cr],Ku = M−1

u diag[kuf , kur]

Th =I2 ¡Dh,H=
[

1 a
1 ¡a

]
, D=

[
0 1
0 0

]


(2)

The control objective is to develop an active suspen-
sion controller so that the ride comfort at a specified lo-
cation becomes best. In general, humans feel uncomfort-
able in the vertical oscillation with the frequency about 1
Hz. Therefore, to achieve the control objective, we de-
velop a controller so that the vertical acceleration can be
reduced to a small value at any specified location` on
the vehicle body. To meet the objective, the following as-
sumptions are made for actual vehicles.
A1 The accelerations̈zf (t), z̈r(t), z̈uf (t) andz̈ur(t) are
measured.
A2 The forcef(t) = [ff (t), fr(t)]T added to the sprung
mass are measured.
A3 Suspension displacementxs(t) is measured.
A4 Vehicle parameters are known except for the length
a, the front and the rear tire stiffnesskuf , kur and the tire
massmuf ,mur.
A5 The second and third derivation of the road distur-
bancew(t) are bounded.

III. ACTIVE SUSPENSION CONTROLLER

Fig. 2 shows the configuration of the vehicle active
suspension system proposed in [7]. The combined ideal
model shown in Fig. 2 has good properties. Namely, 1)
The ride comfort at a specified location becomes best, 2)
The best location can be easily moved by setting only one
design parameter without redesigning the combined ideal
vehicle. If the real vehicle can track the motion of the de-
signed combined ideal vehicle, the control objective can
be achieved. The active suspension control system in Fig.
2 is designed so that the real vehicle can track the mo-
tion of the combined ideal vehicle. To achieve the control
objective, the signals of road disturbanceẅ(t) and state
variablesxz(t), ẋz(t), xu(t), ẋu(t) d(t) are required in
the controller proposed in [7].

According to the assumption A1, it can be seen that
the following signals are available.

ẍs(t) = [z̈f (t), z̈r(t)]T ¡ [z̈uf (t), z̈ur(t)]T

Hd(t) = [z̈f (t), z̈r(t)]T

}
(3)

Table1 Notation of vehicle model.
C,CG center andcenter of gravity of vehicle body
zcg, θ vertical displacement atCG and pitching
zf , zr vertical displacement of vehicle body at

positions on front and rear wheel axle
zuf , zur vertical displacement of front and rear un-

sprung mass
wf , wr vertical displacement of road disturbance

added to front and rear wheel
v longitudinal velocity of vehicle
m, ic sprung mass and moment of inertia of ve-

hicle body
a half of vehicle body length
h, ` distances fromC to CG and fromC to P
muf,mur front and rear unsprung mass
kf , kr front and rear suspension stiffness
cf , cr front and rear suspension damping rate
kuf , kur front and rear tire spring stiffness
ff , fr front and rear force added to sprung mass
uf , ur front and rear active suspension control

force
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Fig. 2 Configuration of active suspension control system.

Moreover, it is easy from (1), (2) to ascertain that the
following signals are also available.

p1(t) = K−1
u

(
ẍs(t)¡ (Hd(t) +M−1

u f(t))
)

= xu(t)
p2(t) = xs(t) + p1(t) = Hxz(t)

(4)

If an estimator for ẋs(t) and ẋz(t) are devel-
oped, then, the signal̇xu(t) becomes also avail-
able. Therefore, we will develop an estima-
tor for ẋs(t), ẋz(t) and ẅ(t). Consider the
new state η(t) = [η1(t)T ,η2(t)T ,η3(t)T ]T =
[ẋs(t)T ,Hẋz(t)T , ẅ(t)T ]T . Then, the estimator for the
stateη(t) is proposed as

η̂1(t) = αxs(t) + ζ1(t),
ζ̇1(t) = ẍs(t)¡ αη̂1(t),
ζ1(0) = ¡α(p2(0)¡ p1(0))

 (5)

η̂2(t) = 2αp2(t) + ζ2(t),
ζ̇2(t) = ¡2αη̂2(t) +Hd(t)¡ η3(t),
ζ2(0) = 2αp2(0)

 (6)
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Fig. 3 Configuration of active suspension control system
using proposed estimator.

η̂3(t) = ¡3α2p2(t) + ζ3(t),
ζ̇3(t) = 3α2η̂2(t),
ζ3(0) = 3α2p2(0)

 (7)

where η̂i, i = 1, 2, 3 are estimated signals forηi, i =
1, 2, 3, andα is a positive deign parameter introduced to
improve performance of the proposed estimator. Differ-
entiating the first equation in (5)(6)(7), we obtain the fol-
lowing equation.

˙̂η1(t) = αη̃1(t) + ẍs(t)
˙̂η2(t) = 2αη̃2(t) +Hd(t)¡ η̂3(t)
˙̂η3(t) = ¡3α2η̃2(t)

 (8)

˙̃η(t) =

 ¡α O2 O2

O2 ¡2α ¡I2
O2 3α2 O2

 η̃(t) +

 0
0
1

 ẅ(t) (9)

Whereη̃ = η ¡ η̂ and η̃i = ηi ¡ η̂i, i = 1, 2, 3 . It
is assumed that the proposed controller starts in the situ-
ation where the oscillation of the vehicle body dose not
occur. According to the assumption A5, for the proposed
estimator(5)(6)(7), the following theorem holds.

Theorem 1: For estimatioñη1(t), η̃2(t), η̃3(t), there ex-
ist bounded positive constantsρEi, i = 1, 2 independent
of the design parameterα such that

‖η̃1(t)‖2 = 0
‖η̃2(t)‖2 ≤ ρE1α

−4

‖η̃3(t)‖2 ≤ ρE2α
−2

 . (10)

It can be concluded from the theorem 1 that the es-
timated errors decrease as the design parameterα in-
creases. In case when the design parameterα is set to
be large enough, we can obtain the signalsHẋz(t) and
ẋs(t) with enough accuracy. Then, the signalẋu(t) =
Hẋz(t) ¡ ẋs(t) becomes also available. Namely, from
(3), (4) and theorem 1, it can be concluded that the all
required signals are available. Configuration of the active
suspension control system using the proposed estimator
is shown in Fig. 3.
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Fig. 4 Disturbancenf1(t), nz1(t) added to measure-
mentsff , ẍz(t).
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Fig. 5. Road disturbancewf (t).

IV. NUMERICAL SIMULATION RESULTS

To investigate the influences of measurement distur-
bances, numerical simulations are carrying out. The fre-
quencies of measurement disturbances are set as 100[Hz]
and 1000[Hz]. The measurement disturbancenf1(t)
added to a signal of force sensorff (t) are shown in Figs.
4 (a), (b), and the measurement disturbancenz1(t) added
to a signal of acceleration sensor (cT ẍz(t), c = [1, 0]T )
are shown in Figs. 4 (c), (d). The maximum values
of measurement disturbances of force sensors and ac-
celeration sensors are set as 0.12[N] and 0.05[m/s2], re-
spectively. For the other sensors, similar measurement
disturbances are added. The values of vehicle parame-
ters are shown in Table 2. The design parameterα for
the proposed estimator is set asα = 2000. The design
parameters for the tracking controller shown in Fig. 2
are set as a large value so that the tracking error be-
tween the actual vehicle and the ideal vehicle model
can become small. And the vehicle velocity is set as
v = 100 £ 1000/3600[m/s]. Road disturbancewf (t) =
wr(t¡ L), L = 2a/v is shown in Fig. 5.

Fig. 6 shows the responses of the vertical acceleration
of the controlled vehicle shown in Fig. 3 at the speci-
fied locationl = ¡1.0(lp = ¡0.7). The thin line shows
the responses of the acceleration of the controlled vehicle
without measurement disturbances. The thick lines show
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Table2 Nominalvalues of parameters.
m 781 kg ic 990 kgm2

h 0.04 m a 1.38 m
kf 27160 N/m kr 29420 N/m
cf 4000 Ns/m cr 2500 Ns/m
muf 69 kg mur 96 kg
kuf 229000 N/m kur 255000 N/m

the responsesof the controlled vehicle with measurement
disturbances, and the dashed lines show the responses of
the passive vehicle. It is seen from Fig. 6 that the accel-
eration responses do not vary even in the presence of the
measurement disturbances.

V. CONCLUSION

We have proposed the active suspension control
scheme in which tire deflections are not required. The
proposed suspension controller has a good property that
the location where the ride comfort becomes best can be
easily moved by setting only one design parameterlp. It
has been shown by carrying out numerical simulations
that in the closed loop system using the proposed ride
comfort control scheme, the influence of measurement
disturbances is analyzed by using numerical simulations.
As a result, it is shown that the proposed ride comfort
control scheme is very effective even in the presence of
measurement disturbances.
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Fig. 6 Responses of the vertical acceleration of the vehi-
cle at the specified locationl = ¡1.0(lp = ¡0.7)
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Abstract: We have developed an adaptive steering controller achieving good tracking performance. However, we have 

designed an ideal vehicle model in disregard of the variations of the driver properties. For the variations of   

the driver properties, if an adequate ideal vehicle model can be designed, the better handling stability of the 

adaptive driver-combined-vehicle systems can be realized. In this paper, we propose a scheme to design an ideal 

vehicle model adequate for the variations of the driver properties. Finally, it is shown by carrying out numerical 

simulations that the designed ideal vehicle model is very effective.  
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I. INTRODUCTION 

To improve handling stability of combined vehicles, 

the three states, the combination angle, the lateral 

velocity and yaw rate of tractor, must be controlled with 

three independent control inputs. Recently, the 

researches of steer-by-wire, are conducted actively ]1[ . 

Using the technology of steer-by-wire, the three steering 

angles such as the steering angle of the trailer, the front 

and rear steering angle of the tractor can be used as the 

independent control inputs possibly. Based on the 

notion, control schemes have been proposed ]3,2[  in 

which three independent steering control inputs are used.  

However, these proposed controllers require all accurate 

knowledge of combined vehicle parameter. 

To straggle with the problem stated above, the 

authors have proposed robust steering control 

schemes ]5,4[ . In the schemes, an ideal vehicle model is 

designed, and then, the steering controller is developed 

so that the actual vehicle tracks the ideal vehicle model 

even if the large parameter variation occurs in the 

vehicle dynamics. In the proposed schemes, however, 

an ideal vehicle model is designed in disregard of the 

variations of the driver properties. Therefore, the 

authors have proposed a design scheme for ideal vehicle 

models ]7,6[  adequate for the variations of the deriver 

properties. In the scheme, several ideal vehicle models 

are designed against the variation of the driver 

properties and the ideal vehicle model has to be changed 

according to the variation. For this reason, the scheme 

proposed in [6,7] require accurate information of the 

variation of the driver properties. In addition, there 

exists the problem that the construction of controller 

becomes too complex. 

In this paper, we propose a new design scheme for 

an ideal vehicle model. A design method based on a cost 

function is proposed and only one ideal vehicle model is  
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Fig.1 Tractor-semitrailer model 

 

designed. In the designed ideal vehicle model, the rough 

information of the variation of the driver properties is 

only required. Carrying out numerical simulations, for 

the variation of the driver properties, it is shown that the 

adaptive steering controller using the proposed ideal 

vehicle model has good effectiveness.  

ⅡⅡⅡⅡ. INTRODUCTION 

In this paper, a simplified bicycle model of tractor-

semitrailers shown in Figure 1 is used to design an 

adaptive steering controller. In Figure 1, the point C.G. 

is the center of gravity, and the point P is the reference 

point. Definitions for parameters of combined vehicles 

are shown in Table 1.  

The following assumptions are made to develop a 

controller for the combined vehicles shown in Fig.1. 

A1 Lateral velocity of tractor )(tv p , yaw rate of 

tractor )(1 tγ , combination yaw rate )(tcε& and 

combination angle )(tcε can be measured. 

A2 The length rfp lld ,, and the length of trailer tl are 

known. The other parameters include uncertainties. 

A3 Longitudinal velocity xv is a bounded constant and 

available. 

The dynamic equation of combined vehicle can be 

described as follows. 

 

The Sixteenth International Symposium on Artificial Life and Robotics 2011 (AROB 16th ’11), 
B-Con Plaza, Beppu,Oita, Japan, January 27-29, 2011

©ISAROB 2011 130



 

xv

cp vv ,

21,εε

cε

1γ

trf δδδ ,,

21,mm

21, zz JJ

rf ll ,

tl

2,dd p

h

trf ccc ,,

Table 1  Notation of tractor-semitrailer model 

longitudinal velocity of tractor 

lateral velocity of tractor at P and C.G. 

yaw angles of tractor and trailer 

combination angle 

yaw rate of tractor 

steering angles 

mass of the tractor and trailer 

tractor's moment of inertia and trailer's moment of 

inertia 

distances from P to front and rear wheel axle of 

tractor 

length of trailer 

distances from the connector to P and C.G. 

distance from P to C.G. 

cornering stiffness 
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Where 2131 , dddhdd p +=+= and 213 zzz JJJ += . 

cM is a positive definite matrix. 

The nominal values of combined vehicle are shown 

in Table 2. 

ⅢⅢⅢⅢ. IDEAL VEHICLE MODEL 

1. Driver Model 

In this paper, a linear preview driver model [8] is 

employed to describe the properties of drivers. In Fig.2, 

the solid lines represent the state of the combined 

vehicles, and the dashed lines represent the ideal state of 

the combined vehicles tracking the target lane. )(tyr is 

the lateral distance between P and the target lane, 

)()()( 1 ttt dr εεε −= is the relative yaw angle between 

the vehicle and the target lane. )(tdε is the yaw angle of 

the ideal state, )(tρ is the curvature of target lane.  

The predicted deviation )(~ tyr is defined by 

)()()(~ tyTtyty rpr
&+=  

where pT is the preview time constant, xv is the 

longitudinal velocity of the combined vehicles.  

y
P

ρ1

Target lane 
rε

ry

Preview Point

x

..GC rp yT &
y~

 
Fig.2 Driver-Vehicle-System 

 

Therefore, the equation of the driver steering angle 

)(tcδ is given by 

)(~)(~)()( tygtygttT ipccs −−=+ &&&& δδ  

where sT is a steering time constant and denotes the 

reaction time delay of drives and mechanical systems, 

ip gg , is the steering gain. In this paper, we add an 

integrator to the driver model of [8] so that )(tyr can 

converge to zero when the curvature of target lane is not 

zero. 

2. The Form of Ideal Vehicle Model 

In the following explanation, s  is Laplace variable, 

the symbols 
1

,
−

LL denote Laplace transform and 

inverse Laplace transform. 

Based on the proposed ideal vehicle model proposed 

in [5], the form of ideal vehicle modes is proposed as  
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where pipxvn Tggvgg ,,),(,,,, γηζω are positive design 

parameters to be determined later. )(tv pd is the ideal 

lateral velocity of the tractor, )(1 tdγ is the ideal 

combination yaw angle, and )(tcdε is the ideal 

combination yaw angle. In (6), pip Tgg ˆ,ˆ,ˆ are the 

estimated values of the steering gains ip gg , and the 

preview time constant pT . In the case of a constant 

driver steering angle, the desired lateral velocity )(tv pd  

of the tractor converges to zero and the desired yaw 

rate )(1 tdγ of the tractor tends to a constant value 

dd
t

t 11 )(lim γγ =
∞→

. Then, the tractor becomes tangent to 

the circular lane with the radius dxv 1/γ and travels. 

In the actual combined vehicles using the adaptive 

steering controller, the property of the actual vehicles 

becomes as same as that of the ideal vehicle model. In 

this case, the following property can be obtained.  
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Table 2  Nominal values of parameters 
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From (8), it can be seen easily that if the estimated 

values pip Tgg ˆ,ˆ,ˆ are almost equal to the parameters 

pip Tgg ,, of actual vehicle, the variation of the property 

shown in (8) becomes small.  

3. Determination of Design Parameters 

In the passive combined vehicles, the nominal 

values of vehicle parameters (see Table 2) are used. In 

the following explanation, the determination method of 

design parameters pipxvn Tggvgg ,,),(,,,, γηζω is 

shown.  

Step 1 In order that oscillation cannot occur in the 

desired trajectories of a ideal vehicle model, ζ is set 

as 1=ζ . 

Step 2 Using the average values of the driver 

parameters, the driver parameters pip Tgg ,, are set as 

2.2,0012.0,008.0 === pip Tgg . In addition, it is assumed 

that pppiiippp TTTgggggg ˆ,ˆ,ˆ ====== .  

Step 3 For a constant longitudinal velocity xv , we can 

obtain the yaw rate gain as 22

2

)(24.21059.7

1006.3)(
tvx

x

vg
×+×

×=γ .  

In order to make it easy for the ideal vehicle model to 

drive a corner, the design parameter )( xvgγ is 

determined as  

22

2

)(24.21059.7

1006.38.1
)(

tv
vg

x
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Step 4 To design a vehicle model with good handling 

stability, an evaluation function is introduced by using 

the trail and error approach.  

)(max3)(max3
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WhereT is the simulation time. Based on the evaluation 

function, the remaining design parameters
nvg ωη,, are 

determined so that the following conditions can be 

satisfied.  

(a) The imaginary part of the eigenvalues of )(sBM is 

minimized preferably. 

(b) The evaluation function is minimized preferably in 

lane change and cornering maneuver. 

Step 5 If the designed ideal vehicle model does not 

have good handling stability, we return to Step 3~4. 

As result, 
nvg ωη,, are set as ,39.0,25.0 == ηvg  

4.5=nω . In the following part, using numerical 

simulations, the property of designed the ideal vehicle 

model is shown. In the lane change maneuver, the 

curvature of target lane is ]m[0)( =tρ . The initial value 

of )(tyr is set as ]m[0.3)0( −=ry . In the cornering 

maneuver, the curvature of target lane is 

]m[500/1)( =tρ . The initial value of )(tyr is set 

as ]m[0.1)0( −=ry . Until now, from many research 

results, the value of sT is obtained as ]s[4.0~05.0 . For 

this reason, in the following numerical simulations, we 

check controlled performance in ]s[4.005.0 ≤≤ sT . 

At first, the effectiveness of the proposed ideal 

vehicle model is shown in the lane change maneuver. In 

the case of varying xv and sT , the variation of J is shown 

in Figure 3. Fig.3 (a) shows the values of J for the 

passive combined vehicle, Fig.3 (b) shows the values 

of J for the adaptive steering driver vehicle system 

using the proposed ideal vehicle model. Hereafter, it is 

called the adaptive vehicle simply. In Fig.3, in case 

where J exceeds 80, the values of J are shown as 80. As 

shown Fig.3 (a), there exists a region in which J  

exceed 80. In the region, the handling performance of 

the passive vehicle becomes unstable. However, as 

shown in Fig.3 (b), for the adaptive vehicle, the values 

of J are less than 70 and good handling performance 

can be achieved.  

Next, the effectiveness of the proposed ideal vehicle 

model is shown in the cornering maneuver. In the case 

of varying xv and sT , the variation of J is shown in 

Figure 4. Fig.4 (a) shows the values of J for the passive 

combined vehicle, Fig.4 (b) shows the values of J for 

the adaptive vehicle. In Fig.4, in case where J exceeds 

35, the values of J are shown as 35. As shown Fig.4 (a), 

there exists a region in which J exceeds 35. In the 

region, the handling performance of the passive vehicle 

becomes unstable. However, as shown in Fig.4 (b), for 

the adaptive vehicle, the values of J are less than 21 and 

good handling performance can be achieved.  

Moreover, we show the effectiveness of the 

proposed ideal vehicle in the presence of the estimated 

errors in pip Tgg ˆ,ˆ,ˆ . In case where the values of pp gg ˆ/  

and ii gg ˆ/ are not equal to one, we can obtain the similar 

graphs to Fig.3 (b) and Fig.4 (b). For each values of 

pp gg ˆ/ and ii gg ˆ/ , the maximum value of Fig.3 (b) is 

plotted in Fig.5 (a) and the maximum value of Fig.4 (b) 

is plotted in Fig.5 (b). Similarly, for each values of 

pp TT ˆ/ , the maximum values of Fig.3 (b), Fig.4 (b) are 

plotted in Fig.6.  

As shown in Fig.5, in the region of 

4.1ˆ/6.0 ≤≤ pp gg and 6.1ˆ/8.0 ≤≤ ii gg , the values of 

J became less than 75 in the lane change maneuver and  

)8(

)9(

)10(
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the values of J became less than 30 in the cornering 

maneuver. As shown in Fig.6, in the region of 

3.1ˆ/7.0 ≤≤ pp TT , the values of J became less than 75 

in the lane change maneuver and the values of J became 

less than 25 in the cornering maneuver. From the facts, 

it can be concluded that the proposed ideal vehicle 

model is very effective when the estimated values of the 

driver parameters are within the regions 

6.1ˆ/8.0,4.1ˆ/6.0 ≤≤≤≤ iipp gggg and 3.1ˆ/7.0 ≤≤ pp TT . 

Namely, it can be seen that accurate values of the driver 

parameters are not required.  

IV. CONCLUSION 

In this paper, we propose a design method to design 

not several ideal vehicle models but only one ideal 

vehicle model against variations of the driver properties. 

Carrying out numerical simulations, it is shown that the 

handling performance in the adaptive driver vehicle 

system is far better than that of passive combined 

vehicle. Moreover, it is also shown that in the design 

scheme of an ideal vehicle model, rough information of 

the driver properties are only required to maintain good 

handling performance.  
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Abstract: This paper deals with a control scheme for underwater vehicle-manipulator systems with the
dynamics of thrusters in the presence of uncertainties in system parameters. We have developed an adap-
tive controller that overcomes thruster nonlinearities, which cause an uncontrollable system. However, the
structure of the adaptive controller is very complex due to the regressors of dynamic system models and
parameter estimators. In this paper we develop a robust controller whose structure is much simpler than
that of the adaptive controller.
Keywords: Underwater vehicle-manipulator system, thruster dynamics, robust control.

I. INTRODUCTION
An autonomous underwater vehicle with manipu-

lators, referred to as underwater vehicle-manipulator
system (UVMS), is expected to play an important role
in ocean development [1]. Adaptive or robust con-
trol schemes for UVMSs have recently been developed
in the presence of not only hydrodynamic forces act-
ing on the UVMS and the dynamic coupling between
the vehicle and the manipulator but also uncertain-
ties in system parameters [1–5]. In a general type of
UVMS, the vehicle is propelled by marine thrusters,
whereas the manipulator is driven by electrical mo-
tors. Despite such a different actuator system, the
existing control schemes in [1–5] were designed based
on the dynamic system models without the thruster
dynamics to obtain a simply-structured controller. In
each control scheme, furthermore, a high gain control
system is constructed in order to achieve good con-
trol performance. However, the vehicle propelled by
marine thrusters generally has a considerably slower
time response than the manipulator driven by elec-
trical motors [4], and hence the high gains may excite
the ignored thruster dynamics, which degrades control
performance and may even cause instability.

In order to overcome the problem, the authors have
developed an adaptive controller for UVMSs with the
thruster dynamics [6]. Since the slow thruster dynam-
ics was taken into consideration in the development
of controller, control performance can be improved by
the adaptive controller with high gains. However, the
structure of the adaptive controller is very complex,
compared with that of a normal robust controller, due
to the regressors of the dynamic system models and
the parameter estimators. In this paper we develop a
robust controller whose structure is much simpler than
that of the adaptive controller proposed in [6].

II. UVMS MODEL
Consider an underwater vehicle equipped with a

Dm link manipulator with revolute joints. Without
loss of generality, we assume that Dm = Dp + Do,
where Dp and Do are the numbers of translational
and rotational dimensions, respectively. As in [1, 2],
the mathematical model without the thruster dynam-

ics is expressed as

M(ϕ)ẍ(t) + f(ϕ, u) = J(ϕ)−T

[
R̄(ϕ)f̄b(t)
τm(t)

]
(1)

M(ϕ) = J(ϕ)−T M̄(ϕ)J(ϕ)−1 ∈ RDn×Dn

f(·) = J(ϕ)−T [f̄(ϕ, u)
−M̄(ϕ)J(ϕ)−1J̇(ϕ, u)u(t)] ∈ RDn

 (2)

where the explanation of the main symbols is shown
in Table 1. Most of the controllers reported in the
literature of UVMS control are designed for the model
(1) without the dynamics of f̄b(t). In our controller
design, the following dynamic model for thrusters is
used [7]:

f̄b(t) = K̄D(v)v(t)

v̇(t) = −1

2
AD(v)v(t) +

1

2
Bτb(t)

}
(3)

D(v) = diag{|v1|, . . . , |vDm|} ∈ RDm×Dm (4)

Table 1. Symbols in the models (1) to (4)
Da Number of dimension Dp+ 2Do
Dn Number of dimension 2(Dp+Do) = 2Dm
x(t) Signal composed of vehicle’s and manipulator end-ef-

fector’s positions and orientations (∈ RDn)
ϕ(t) Signal composed of vehicle’s orientation and manipu-

lator’s joint angles (∈ RDa)
u(t) Signal composed of vehicle’s translational velocity and

ϕ̇(t) (∈ RDn)
f̄b(t) Thrust forces produced by thruster’s propellers

(∈ RDm)
τm(t) Joint torques of manipulator (∈ RDm)
J(ϕ) Jacobian matrix in the equation ẋ(t) = J(ϕ)u(t)

(∈ RDn×Dn)
R̄(ϕ) Transformation matrix from f̄b(t) to force and torque

concerning inertial coordinate system (∈ RDm×Dm)
M̄(ϕ) Inertia matrix (∈ RDn×Dn)
f̄(·) Signal composed of centrifugal, Coriolis, gravitational

and buoyant forces, fluid drag and bounded disturb-
ances (∈ RDn)

v(t) Shaft velocities of thruster’s propellers (∈ RDm)
τb(t) Shaft torques of thruster’s propellers (∈ RDm)
A, B, Diagonal matrices composed of thruster’s system pa-
K̄ rameters (∈ RDm×Dm)
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Fig. 1. Nonlinearity in thruster dynamics

where the explanation of the main symbols is shown
in Table 1, and vi(t) is the ith element of v(t). Fig. 1,
where f̄bi(t) is the ith element of f̄b(t), shows the
schematic representation of the first equation of
(3). As shown in Fig. 1, the thruster model (3) has
the dead-zone-like nonlinearity that f̄bi(t) = 0 and
df̄bi(t)/dt = 0 when vi(t) = 0.

In this paper, the backstepping control technology
is used to develop a robust controller. To this end,
the state v(t) has to be replaced by the new one
z(t) = D(v)v(t) ∈ RDm. Combining (1) and (3), and
rewriting the signal D(v)v(t) as z(t), we obtain the
new representation

M(ϕ)ẍ(t) + f(ϕ, u) = J(ϕ)−TR(ϕ)K

[
z(t)
τm(t)

]
ż(t) = −AD(v)z(t) +BD(v)τb(t)

 (5)

R(ϕ) =

[
R̄(ϕ) 0
0 Im

]
, K =

[
K̄ 0
0 Im

]
∈ RDn×Dn (6)

where Im ∈ RDm×Dm is an identity matrix.
The model (5) has the following properties useful for

our controller development [1, 7]:
P1) The diagonal elements of A, B and K̄ are positive
constants, and there exists a positive constant cB such
that cB∥ȳ∥2 ≤ ȳTBȳ for any ȳ ∈ RDm.
P2) Each of J(ϕ) and R(ϕ) is composed of the kine-
matic parameters (e.g., length) and the functions of
ϕ(t). In addition, if each of J(ϕ) and R(ϕ) has a full
rank, then there exists a positive constant cRKJ such
that cRKJ∥x̄∥2 ≤ x̄TJ(ϕ)−TR(ϕ)KR(ϕ)TJ(ϕ)−1x̄ for
any x̄ ∈ RDn.
P3) If J(ϕ) has a full rank, then M(ϕ) is symmetric
and positive definite, and there exists a positive con-
stant cM1 such that ∥M(ϕ)∥ ≤ cM1.

III. CONTROLLER DESIGN
The control objective is to develop a controller so

that all signals in the closed loop system are bounded
and the state x(t) tracks the desired trajectory xr(t)
under the condition that the dynamic and hydrody-
namic parameters (e.g., mass and a drag coefficient)
are unknown constants.

In order to meet the objective, we make the follow-
ing assumptions about the model (5) and the reference
model (i.e., the desired trajectory xr(t)):
A1) The signals ϕ(t), x(t), u(t) and v(t) are available.
A2) The kinematic parameters in (5) are known con-
stants.
A3) Each of the matrices J(ϕ) and R(ϕ) in (5) has a
full rank.
A4) The desired trajectory xr(t) and the derivatives
ẋr(t) and ẍr(t) exist and are bounded.

UVMS model x

xr

x

z

(Vehicle control)

(Manipulator control)

r

Thruster 
model

z

z

τb

Step 2

z

τm
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UVMS model

Robust
controller I

Robust
controller IRobust

controller II

(t)

(t)

τm(t)

(t)

(t)

(t)

(t)

(t)

(t)
(t)

x

xr

x

(t)

(t)
(t)

n

Fig. 2. Controller design procedure

It follows from the property P2 and the assumptions
A1 and A2 that J(ϕ) and R(ϕ) are known matri-
ces, and hence ẋ(t) is available by using the equation
ẋ(t) = J(ϕ)u(t).

In the following subsections we develop a controller
that achieves the control objective by using a two-step
backstepping procedure, as shown in Fig. 2. The first
step is the design of a robust controller with the inputs
z(t) and τm(t), called robust controller I in this paper.
The second step is the design of a robust controller
with the input τb(t), called robust controller II in this
paper. In this step we first replace z(t) determined in
the first step by the desired trajectory zr(t), and then
design the control input τb(t) for the second equation
of (5) so that z(t) tracks zr(t).

1. Robust Controller I
According to the design procedure shown in Fig. 2,

we make the following assumption in the design of ro-
bust controller I:
A5) The control inputs are z(t) for vehicle control and
τm(t) for manipulator control.

In order to achieve the aforementioned control ob-
jective, we use the tracking errors

s̃(t) = ˙̃x(t) + αx̃(t), x̃(t) = x(t)− xr(t) (7)

where α > 0 is a design parameter. Using the first
equations of (5) and (7), we have the error models

M(ϕ) ˙̃s(t) = J(ϕ)−TR(ϕ)K

[
z(t)
τm(t)

]
− 1

2
Ṁ(·)s̃(t)

+fx(t)− x̃(t)
˙̃x(t) = −αx̃(t) + s̃(t)

 (8)

fx(t) = −f(·) +M(ϕ)[α ˙̃x(t)− ẍr(t)]

+
1

2
Ṁ(·)s̃(t) + x̃(t) ∈ RDn (9)

and fx(t) has the following property useful for our
controller development:
P4) There exists a positive constant cx such that

∥fx(t)∥ ≤ cx ωx(t) (10)

ωx(t) = 1 + α+ α2

+(1 + α2)∥x̃(t)∥2 + ∥u(t)∥2 ∈ R. (11)
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The robust control law for the error models (8)
subject to the assumptions A1 to A5 is given by[

z(t)
τm(t)

]
= −µx(t)R(ϕ)TJ(ϕ)−1s̃(t) (12)

µx(t) = α+ βx ϵ
2 + βx ωx(t)

2 ∈ R (13)

where βx, ϵ > 0 are design parameters. It is shown
that the robust controller (12) guarantees an ultimate
boundedness of the tracking error x̃(t).

2. Robust Controller II
According to the design procedure shown in Fig. 2,

we make the following assumption instead of the as-
sumption A5 in the design of robust controller II:
A6) The control inputs are τb(t) for vehicle control
and τm(t) for manipulator control.

As shown in Fig. 2, we first replace the input z(t)
in (12) by the desired trajectory zr(t), i.e.,[

zr(t)
τm(t)

]
= −µx(t)R(ϕ)TJ(ϕ)−1s̃(t) (14)

and then design robust controller II by using the track-
ing error of z(t). When we choose the error as the nor-
mal one z̃n(t) = z(t) − zr(t), then the error model is

written as ˙̃zn(t) = −AD(v)z(t) − żr(t) + BD(v)τb(t).
This model has a situation where the system is un-
controllable due to lack of the rank of BD(v) when
some of vi(t) equal zero. This situation is caused by
the thruster nonlinearities shown in Fig. 1. In order
to avoid the situation, we propose the following error
instead of the normal one z̃n(t):

z̃(t) = z(t)− zr(t) + 2 ϵ l(v) (15)

l(v) = {Im − E(v)} v̄(v) ∈ RDm

E(v) = diag
{
e−|v1|, . . . , e−|vDm|} ∈ RDm×Dm

v̄(v) = [sgn(v1), . . . , sgn(vDm)]
T ∈ RDm.

 (16)

It should be noted that the signal l(v) is bounded for
all v(t). As a result of adding the term l(v), the error
model of z̃(t) is expressed as

˙̃z(t) = BL(v)τb(t)− Ī TKR(ϕ)TJ(ϕ)−1s̃(t)

+fz(t) (17)

L(v) = D(v) + ϵE(v) ∈ RDm×Dm

Ī =

[
Im
0

]
∈ RDn×Dm

fz(t) = −AL(v)z(t) + Ī TKR(ϕ)TJ(ϕ)−1s̃(t)
−żr(t) ∈ RDm

 (18)

and fz(t) has the following property useful for our
controller development:
P5) There exists a positive constant cz such that

∥fz(t)∥ ≤ cz ωz(t) (19)

ωz(t) = wz2(t) + wz3(t)∥s̃(t)∥ ∈ R
wz1(t) = 1 + ∥u(t)∥2 + ∥z(t)∥+ ∥τm(t)∥
wz2(t) =

[
wz1(t) + α∥ ˙̃x(t)∥

]
µx(t) + ∥L(v)z(t)∥

wz3(t) = 1 + (1 + α2)βx ωx(t)∥x̃(t)∥∥ ˙̃x(t)∥
+
[
µx(t) + βx ωx(t)wz1(t)

]
∥u(t)∥.

(20)

It is noteworthy that the coefficient matrix BL(v) of
the input τb(t) in the error model (17) has a full rank
for all v(t), and hence the error model is controllable
in spite of the thruster nonlinearities.
The robust control law for the error model (17) sub-

ject to the assumptions A1 to A4 and A6 is given by

τb(t) = −µz(t)L(v)
−1z̃(t) (21)

µz(t) = α+ βzωz(t)
2 ∈ R (22)

where βz > 0 is a design parameter.
In addition to the error z̃(t), we use the errors s̃(t)

and x̃(t), introduced for the design of robust controller
I, to guarantee the stability of the overall closed loop
system. The error models (8) concerning s̃(t) and x̃(t)
need to be modified because z(t) in the input (12) for
robust controller I is replaced by zr(t). Using (15), we
rewrite (8) as

M(ϕ) ˙̃s(t) = J(ϕ)−TR(ϕ)K

[
zr(t)
τm(t)

]
− 1

2
Ṁ(·)s̃(t)

+J(ϕ)−TR(ϕ)KĪz̃(t) + fx(t)− x̃(t)
−2ϵJ(ϕ)−TR(ϕ)KĪl(v)

˙̃x(t) = −αx̃(t) + s̃(t)

(23)

For robust controller I and II, the following theorem
holds:
Theorem 1 Consider the robust controller (14) and
(21) for the error models (17) and (23) subject to the
assumptions A1 to A4 and A6. This controller guar-
antees that the signals x(t), ẋ(t), u(t), v(t), z(t), zr(t),
τm(t) and τb(t) in the closed loop system are bounded,
and that the tracking error x̃(t) satisfies the inequality

∥x̃(t)∥2 ≤ ρ1 e
−γαt +

ρ2
αβ

(24)

where ρ1 and ρ2 are positive constants, β = min{βx,
βz}, and γ = min{2 cRKJ/cM1, 2, 2 cB}.

The inequality (24) in Theorem 1 means that an ul-
timate bound of x̃(t) can be arbitrarily reduced by in-
creasing the design parameters α, βx and βz. It should
be noted that a high gain controller can be constructed
for the model (5), since the slow thruster dynamics is
taken into consideration in the design of controller.
Proof: We first choose the positive definite function

V (t)=
1

2

[
s̃(t)TM(ϕ)s̃(t) + x̃(t)T x̃(t) + z̃(t)T z̃(t)

]
(25)

and then the time derivative of V (t) along the solutions
of (17) and (23) is given by

V̇ (t) ≤ −γαV (t) +
γρ2
2β

. (26)

In the derivation of (26), we use the control law (14)
and (21), the inequalities in the properties P1 to P3
and the inequalities

−βx ωx(t)
2s̃(t)TH(ϕ)s̃(t) + s̃(t)T fx(t) ≤

ρ3
2βx

−βx ϵ
2s̃(t)TH(ϕ)s̃(t)

−2 ϵ s̃(t)TJ(ϕ)−TR(ϕ)KĪl(v) ≤ ρ4
2βx

−βzωz(t)
2z̃(t)TBz̃(t) + z̃(t)T fz(t) ≤

ρ5
2βz


(27)

H(ϕ) = J(ϕ)−TR(ϕ)KR(ϕ)TJ(ϕ)−1 ∈ RDn×Dn (28)
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Fig. 3. UVMS for numerical simulation

where ρ3, ρ4 and ρ5 are positive constants. From Lem-
ma 3.2.4 in [8], (26) can be rewritten as

V (t) ≤ e−γαt V (0) +
ρ2
2αβ

. (29)

It follows from (29) that s̃(t), x̃(t), z̃(t) ∈ L∞. Using
(7), (11), (13) to (16), (20) to (22), the assumption
A4 and the inequalities in APPENDIX, we can eas-
ily prove that x(t), ẋ(t), u(t), v(t), z(t), zr(t), τm(t)
and τb(t) ∈ L∞. Moreover, we can directly derive the
inequality (24) from (29), and the proof is complete.

IV. SIMULATION EXAMPLE
In order to confirm the usefulness of our robust con-

troller (14) and (21), we performed numerical simula-
tion. Typical simulation results are presented in this
paper. The UVMS simulated here was an underwater
vehicle with a two-link manipulator, as shown in Fig. 3.
The values of these system parameters were the same
as those used in the reference [6]. In this figure, only
the values of the main parameters are shown. Except
for α, the controller design parameters were chosen as
βx = 0.003, βz = 0.001, ϵ = 1. Each of the desired tra-
jectories of the vehicle’s position and the manipulator
end-effector’s position is set up along a straight path.
Each of the velocities is given by a filtered trapezoidal
function. On the other hand, the desired trajectory of
the vehicle’s orientation is selected to remain at the
initial value.

Fig. 4 shows the simulation result for α = 10. It can
be seen from this figure that x(t) (the vehicle’s position
and orientation and the manipulator end-effector’s po-
sition) tracks the desired trajectory xr(t) in spite of the
nonlinearities of thruster dynamics and the uncertain-
ties of system parameters.

The simulation where α is selected as various values
was carried out. In this paper, the tracking errors for
α = 8, 9, 10 are shown in Fig. 5. As shown in Fig. 5,
the control performance is improved by increasing the
design parameter α.

V. CONCLUSION
In this paper we developed a robust controller for

underwater vehicle-manipulator systems with thruster
dynamics. In the controller development we presented
a new tracking error model that overcomes uncontrol-
lability caused by the thruster dynamics. It is, fur-
thermore, shown that all signals in the closed loop
system are bounded, and that an ultimate bound of
the tracking error can be reduced by increasing con-
troller’s design parameters.
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Fig. 5. Tracking error x̃ for α = 8, 9, 10

APPENDIX
Inequalities: The following inequalities, where c∗ is a
positive constant, are used for the design of controller
in this paper:
(i) ∥J(ϕ)∥ ≤ cJ1, ∥J̇(·)∥ ≤ cJ2∥u(t)∥, ∥R(ϕ)K∥ ≤

cRK , ∥R(ϕ)∥ ≤ cR1, ∥Ṙ(·)∥ ≤ cR2∥u(t)∥, ∥u̇(t)∥ ≤
cuwz1(t)

(ii) ∥Ṁ(·)∥ ≤ cM2∥u(t)∥, ∥M(ϕ)−1∥ ≤ cM3, ∥f(·)∥ ≤
cf (1 + ∥u(t)∥2), ∥J(ϕ)−1∥ ≤ cJ3 (if J(ϕ) has a full
rank)
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Digital Adaptive Control of a Winged Rocket
Applicable to Abort Flight
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Abstract: Since reusable launch vehicles (RLVs) have wide range flight conditions, the values of parameters of
the dynamic equation are not constant. Then some adaptive control methods for the RLVs have been proposed
and digital control systems are suited for digital computers. However, the control performance decreases when
the nonlinearity strengthens though a linear adaptive control has an excellent performance when the nonlinearity
of the controlled system can be disregarded. In this paper, we apply a digital adaptive feedback linearization
control method with time-scale separation to a winged rocket in the abort flight. The simulation results show
the effectiveness of the control systems.

Keywords: Adaptive Control, Flight Control

Nomenclature

δa, δe, δr =aileron, elevator and rudder

deflection angles

p, q, r =rotatonal rates

α, β =angle of attack, sideslip angle

φ, θ =bank angle, pitch angle

L∗, M∗, N∗ =aerodynamic rolling, pitching

and yawing moments

Iij =moment/product of inertia

V
TAS

=true airspeed

1 Introduction

In late years space development is performed lively
all over the world, and the research of space trans-
portation systems to enable them is performed. Es-
pecially, Reusable Launch Vehicles (RLVs) are ex-
pected for the space transportation systems because
the RLVs are the low-cost and highly reliable trans-
port system instead of the conventional disposable
rockets.
Since the RLVs have wide range flight conditions

to the space from the ground, the values of parame-
ters of the dynamic equation of the RLVs are not con-
stant. Therefore, gain scheduling control method [1]
that is linearized at a series of design points to be
decided by the velocity and the altitude of the RLV
and whose parameters of the controller are switched
for the change of flight conditions has been applied
for the RLVs. However, the gain scheduling control
method has drawbacks for the RLVs. First, when the
air traffic window expands, the number of required
gains to be designed and the schedule becomes very

large to guarantee control performance above a cer-
tain level in all flight conditions. Second, since the
gain scheduling control method can only correspon-
dence to the known change; the control performance
of the method becomes worse for the unpredictable
change in the flight condition such as the abort flight.

For the change of the flight conditions, adaptive
control methods using approximated linear dynamic
equation of the RLVs have been researched [2]— [5].
However, the control performance decreases when
the nonlinearity strengthens though a linear adap-
tive control has an excellent performance when the
nonlinearity of the controlled system can be disre-
garded. Then, the feedback linearization method for
deleting the nonlinear term by the state feedback for
the nonlinear equation of motion of the RLV have
been researched [6]. In addition, the method for di-
viding time-scale by a fast motion and a slow motion
is researched for the simplification of the structure
of the control system [7]. However, an internal aero-
dynamic parameter is fixed in their control methods.

In this paper, we apply a digital adaptive feedback
linearization control method with time-scale separa-
tion to a winged rocket [8] in the abort flight, and the
simulations are done to validate the effectiveness of
the control systems in wide range flight conditions.
The simulation results show that the control system
has a good control performance.

2 Model of winged rocket

Fig. 1 shows an outline of a winged rocket [8] and
the parameters are shown in Table 1. It has two
elevons and two rudders as aerodynamic control sur-
faces. Since the configuration of the winged rocket
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Fig. 1 Winged Rocket

Table 1 Winged rocket parameters

Parameter
Body length 2.5[m]

Mass 241[kg]
Body outer diameter 0.57[m]

Wing area 1.05 [m2]
Wing span 1.8[m]

Mean aerodynamic chord 0.67[m]
Position of center of gravity 65[%]

shown in Fig. 1 is similar for general airplanes, the
nonlinear equation of fast states motion is expressed
as follows [9]:

ẋ(t) = A(x)x(t) +B(x)u(t) +C(x)w(t) (1)

where

x(t) = [p q r]T , u(t) = [δac δec δrc]
T ,

w(t) = [pq qr rp r2 − p2 α β]T ,

A(x) = Id

⎡⎣Lp 0 Lr
0 Mq 0
Np 0 Nr

⎤⎦ ,
B(x) = Id

⎡⎣Lδa 0 Lδr
0 Mδe 0
Nδa 0 Nδr

⎤⎦ ,
C(x) = Id

·

⎡⎣ Ixz Iyy−Izz 0 0 0 Lβ
0 0 Izz−Ixx −Ixz Mα 0

Ixx−Iyy −Izz 0 0 0 Nβ

⎤⎦
and Id is inertia matrix. When ẋ is discretizaed for
forward difference by sampling period T , Eq. (1) is
expressed as follows:

x(k + 1) = (I + TA(x))x(k)

+ TB(x)u(k) + TC(x)w(k)

= AT (x)x(k) +BT (x)u(k) +CT (x)w(k)
(2)

where, I is identity matrix.

On the other hand, nonlinear equation of slow
states motion is expressed as follows [9]:

ẏ(t) =D(y)x(t) +Eh(t) + g(t) (3)

where,

y(t) = [α β φ]T

h(t) =

·
sinα

VTAS cosβ

cosα

VTAS cosβ

1

VTAS

¸T
D(y) =

⎡⎣− cosα tanβ 1 − sinα tanβ
sinα 0 − cosα
1 sinφ tan θ cosφ tan θ

⎤⎦ ,
E =

⎡⎣−X
m

Z
m 0

0 0 Y
m

0 0 0

⎤⎦ ,
and g(t) is the vector consisting of the gravitational
forces. Similar for fast states motion, ẏ is dis-
cretizaed for forward difference by sampling period
T , Eq. (3) is expressed as follows:

y(k + 1) = y(k) +DT (y)x(k) +ETh(k) + Tg(k).
(4)

3 Control system

The design method in this paper is a digital adap-
tive feedback linearization control method with time-
scale separation. To derive the input u to control the
output y, this method is separated two time-scale.
In the fast time-scale, control surface deflection com-
mand u = [δac δec δrc]

T is derived from rotational
rate command xc = [pc qc rc]

T . In the slow time
scale, rotational rate command xc is derived from
output command yc = [αc βc φc]

T .

3.1 Inner loop for the fast states

Here, control input to Eq. (2) is defined as

u(k) = B−1
T {xd(k + 1)−AT (x)x(k)−CT (x)w(k)

−Λ(xd(k)− x(k))} (5)

where, Λ =diag{λi} (i = p, q, r) is the gain matrix
and xd is the output of the reference model. From
Eqs. (2) and (5), the output error ef (k) = xd(k) −
x(k) is

ef (k + 1) = Λef (k). (6)

And if λi is selected to satisfy 0 < λi < 1, the output
error ef (k) tends to zero as k tends to infinity. In a
case of unknown parameters, we introduce the matri-
ces ÂT (x), B̂T (x) and ĈT (x) those coefficients are
estimated values of the coefficients in AT (x), BT (x)

and CT (x), respectively. The coefficients in ÂT (x),

B̂T (x) and ĈT (x) are estimated by using adaptive
algorithms [11].
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Fig. 2 Input

3.2 Outer loop for the slow states

From Eq. 4, the rotational rate command is obtained
by following equations:

xc(k) =D
−1
T {yd(k + 1)− y(k)−ET (y)h(k)− Tg(k)

−P (yd(k)− y(k))} (7)

where, P = diag{pi} (i = α, β, φ) is gain matrix
and yd is output of the reference model. From Eq. 3
and 7, output error es(k) = yd(k)− y(k) is

es(k + 1) = Pes(k). (8)

And if pi is selected to satisfy 0 < pi < 1 , the output
error es(k) tends to zero as k tends to infinity.
In this paper, unknown parameters in Eq. 7 uses

the fixed values obtained from the wind tunnel ex-
amination result.

4 Numerical simulation

To validate the adaptive control system described,
computer simulations for a 6-DOF nonlinear winged
rocket model [10] considering the atmospheric fluc-
tuation are performed. simulation condition is fol-
lows. When the winged rocket is climbing, a trou-
ble is happened at about 4000[m] in altitude. Then

Fig. 3 Output

the winged rocket changes the thrust power from
3000[N] into 0[N] for changing the route. That is
an abort flight. At the start of the simulation, the
altitude of the winged rocket is 3200[m], downrange
is 3000[m], crossrange is 0[m], the velocity is 80[m/s]
and the pitch angle is 70[deg]. At the target point,
downrange and crossrange are 0[m], and altitude is
200[m]. The aerodynamic coefficient of the winged
rocket uses the value obtained from the wind tunnel
examination result. The actuators of elevons is used
that the attenuation coefficient ζ = 0.7 and the nat-
ural frequency ωn = 72[rad/s]. The sampling period
of the control system is T = 0.01[s]. The gain of
fast states are λp = 0.95, λq = 0.90 and λr = 0.90.
The gain of slow states are pα = 0.90, pβ = 0.92 and
pφ = 0.95. A constant trace algorithm [11] is utilized
for parameter estimation.

Figs. 2 and 3 show the input and the output, re-
spectively. In Fig. 3, the dotted lines show the out-
put of the reference model. From Fig. 2, we can
see that the input commands to the actuators is al-
most smooth. And from Fig. 3, it can be seen that
the angle of attack and the bank angle follow to the
reference output well, and the side-slip angle is sup-
pressed to 0.5[deg] or less. Next, Fig. 4 is flight tra-
jectory. From Fig. 4, we can see that the winged
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Fig. 4 Trajectory

rocket arrives at the neighborhood the target point.

From the simulation result, it can be confirmed
that the applied control method is effective for the
flight control of the winged rocket.

5 Conclusion

In this paper, we apply a digital adaptive feedback
linearization control method with time-scale separa-
tion to a winged rocket in the abort flight. From
the numerical simulation, we showed that the con-
trol system of the winged rocket has a good control
performance.
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Abstract: More and more AI-based systems are being developed and used for human awareness promotion. Human 
awareness promotion is important in various fields like those of learning and problem-solving where participants are 
expected to be aware of the changing contextual information of themselves and the environments around them to 
perform better. For a better computational supports of such promotions, AI-based approaches with particular reference 
to the mechanism of human meta-cognition seem to be plausible. In this paper, as an introduction to the session 
dedicated to this issue, we give a short survey on the definition of awareness and key factors of AI-based approaches to 
human awareness promotion.  
 
Keywords: AI-based system, human awareness, awareness promotion, meta-cognition 

 

I. INTRODUCTION 

When we do something, we do not only do the task 

but perform a variety of mental activities related to the 

task. One of the most important performances among 

them is awareness. We humans are always aware of, and 

sometimes miss, something that may be related to the 

task we are doing. Then what and how are we aware of, 

and how can computational supports promote and 

facilitate human awareness? 

In this paper, we will review the concept of human 

awareness and some key factors of AI-based 

applications for human awareness promotion. 

 

II. AWARENESS AND METACOGNITION 

 Although we too often take human awareness for 

granted, the nature and characteristics of human 

awareness is not apparently obvious. In fact, researchers 

have discussed human awareness differently from 

different perspectives. 

 Most broadly, awareness is the mental state or ability 

of a person to perceive, to feel, or to be conscious of 

anything, from events that are happening, to the 

situation around him, to the conditions of himself. In 

this sense, awareness may not imply understanding 

what it is and what it means. From the viewpoint of 

computational support of the awareness, however, it is 

usually assumed that awareness implies understanding. 

 More specifically, awareness may be classified into 

several kinds: situational awareness, workspace 

awareness, knowledge awareness and self-awareness, 

though not limited to these. 

  Gutwin and Greenberg [1], for example, discuss 

human awareness as a situational one with which 

humans are aware of situational changes related to the 

task they are doing. They identified the following four 

basic characteristics of human awareness, as distinct 

from other kinds of knowing, according to [2],[3],[4]. 

1. Awareness is knowledge about the state of some 

environment, a setting bounded in time and 

space. For example, the environment might be 

the airspace that an air traffic controller is 

responsible for, and their knowledge might 

include aircraft headings, altitudes, and 

separation, and whether these factors imply a 

safe or unsafe situation. 

2. Environments change over time, so awareness is 

knowledge that must be maintained and kept up-

to-date. Environments may change at different 

rates, but in all cases a person must continually 

gather new information and update what they 

already know. 

3. People interact with the environment, and the 

maintenance of awareness is accomplished 

through this interaction. People gather 

information from the environment through 

sensory perception, and actively explore their 

surroundings based on the information that they 

pick up. 

4. Awareness is almost always part of some other 

activity. That is, maintaining awareness is rarely 

the primary goal of the activity: the goal is to 

complete some task in the environment. For 
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example, the air traffic controller’s task is to 

move aircraft through a region efficiently and 

safely, and although awareness may affect 

success, it is not the primary intent. ( [1] pp.8-9) 

Here, importantly, Gutwin and Greenberg clearly state 

that awareness is something related to the surrounding 

environment during the course of performing a task. 

Then they distinguish situational awareness from 

workspace awareness.  Workspace awareness, they 

argue, is “the up-to-the-moment understanding of 

another person’s interaction with the shared workspace 

([1] p.10),” according to [2]. Note that their concept of 

workspace awareness is solely related to the people in 

the workspace and how they interact with it. 

 On the other hand, Ogata, Matsuura, and Yano focus 

on knowledge awareness in their seminal works [5]-[10]. 

They follow the definition of awareness by Dourish and 

Bellottie [11]: “understanding of the activities of others, 

which provides a context for your own activity,” and 

define knowledge awareness as awareness of the use of 

knowledge. Knowledge awareness, they argue, “gives 

each learner information about other learners’ activities 

in a shared knowledge space.”[10]  

 Both Gutwin and Greenberg and Ogata et al. focus on 

the possibility of computational support for a successful 

group dynamics and the sharing of knowledge in the 

group. Thus computational systems to support 

awareness along these lines, including many studies on 

computer-supported collaborative learning/work 

(CSCL/CSCW), are inevitably designed to facilitate 

awareness of others’ activities. 

 However, awareness can also be viewed as a mental 

activity of a single individual. In this context, awareness 

is captured as the monitoring of object-level in the 

metacognitive process, as shown in Fig. 1, and as the 

discovery of something useful for the task and/or the 

development of metacognitive ability. From this view- 

point, not only the awareness of what a learner is doing 

and the environment around him but also the awareness 

of his own mental state and process is focused. 

 

This concept of awareness is heavily related to the 

concept of self-regulated learning [13],[14]. According 

to the idea of self-regulated learning, learning is 

considered to be guided by metacognition, cognition in 

learning processes, and motivation, as shown in Fig. 2. 
 

 

Metacognition 

Knowledge and self-awareness the learner has to 

monitor his/her understanding and cognitive 

processes 

Motivation 

The will to learn and students’ confidence in 

their ability to organize tasks and make 

judgments in executing the necessary course of 

action to achieve explicit types of outcomes 

Cognition in Learning Processes 
-Goal settings 

-Situation understanding 

-Choice and execution of learning 

strategies suitable to the targeted 

learning object 
-Evaluation of the progress 

Fig. 2 Simple model of self-regulated learning

 

Here, what learners are supposed to learn is what a 

better learning is, as well as the learning objects. Thus, 

computational systems to support awareness along this 

line focus on facilitating or promoting awareness of 

self-condition compared to the desirable condition. 

There are numerous attempts along this line, including 

[15],[16],[17],[18]. 

 Before leaving this section, note that these two 

different lines do not contradict each other. Rather, self-

awareness can be boosted with the help of awareness of 

the others around him. Thus, the latter often focus on 

the cooperative or collaborative efforts in the group for 

a better self-awareness. 

Monitoring Control 

Meta-level 

Object-level 

Flow of Info
rmation 

Fig. 1 Theoretical Model of the Mechanism of  
Metacognitive Process  (Nelson and Narens 1990) 

 

III. KEYS TO HUMAN AWARENESS PROMOTION 

 For promoting human awareness, whether it be 
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shared awareness in a group or self-awareness, there 

seem to be some key factors that must be considered: 

personalization or adaptivity, inferential model,  

effective information extraction, and explicitization or 

manifestation, though not limited to these. All these 

factors are expected to be supported effectively by AI-

based systems. 

1. Personalization or adaptivity 

Naturally, humans differ from one another, not only 

in their preferences, characteristics, and socio-cultural 

backgrounds but also in their maturity and ability. Thus, 

any computational support system for promoting 

awareness has to adapt to individual learners in order to 

bridge the gap among different types of learners. In 

order to achieve this kind of adaptivity, the presentation 

of the domain knowledge and/or the learner’s learning 

condition should be tailored in complexity and 

granularity according to his changing profiles. Formerly, 

this was achieved by preparing different profile-

corresponding templates the choice of which was done 

by the learner himself. However, as expected, 

dependence on the leaner’s choice do not always reflect 

the actual condition of the learner and the more detailed, 

the harder the choice will. This naturally requires the 

system to be driven by a inferential modeling in order to 

be intelligent enough. 

2. Data-driven inferential model 

 If voluntary choices of preferences, conditions, and 

others, are not informed of by the learner himself, 

computational support systems have to obtain relevant 

information otherwise. For example, most web-based 

learner support systems make use of various records of 

user actions as well as conscious inputs by the users. All 

these data, however, speak nothing by themselves. A 

rather detailed mental/learning process model is needed. 

The model to be adopted may vary among systems, but 

due to the large number of possible complex 

combinations of the acquired data, more than a simple 

matching method will be needed, and AI-based methods 

have been utilized. In particular, more and more studies 

are pursuing the utilization of ontology as a descriptive 

engine for inferential reasoning. As for mental models 

in detail, see [19]-[25], for example. 

3. Effective information extraction and mining 

 Modern computational support system for awareness 

promotion naturally have to deal with a great quantity of 

data both on learning objects and learner monitoring. 

Thus it has to be investigated what a better, effective 

way is to extract or mine the relevant, useful 

information, and to present it to learners. 

4. Explicitization or manifestation 

 As we can walk without being consciously aware of 

inner muscle movements, we often do something 

without being aware of our relevant mental processes. 

However, the concept of self-regulated learning assumes 

that the more conscious, the better.. Sharing knowledge 

requires each to be conscious of what they know. Thus 

awareness, be it shared in the group or noticed by a 

single individual, involve the process of making the 

unknown or the hidden explicit to cognition. So 

computational support systems for awareness promotion 

has to do with effective explicitization of unknown or 

hidden information by persuading learners to turn their 

eyes to them. 

 

VI. CONCLUDING REMARKS 

This paper attempted a short, fragmental survey of 

awareness promotion, roughly consisting of review of 

the concept of awareness and key factors related to 

awareness promotion. To see more instances of 

computational support systems for awareness promotion, 

[26],[27] are a good starting point, together with the 

proceedings of annual ICWL, CSCWD, ICCE, and 

other related conferences and workshops. 
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Abstract: Traditionally, Problem Based Learning (PBL) has attracted attention as a method for training in engineering 
design skills. However, PBL is constrained in that students have to gather in one location, so cooperation between 
several institutions is difficult. Constructing a multilingual PBL environment in a virtual space on the Web (Second 
Life) is one solution to this problem. In this paper, a summary is provided of one such multilingual PBL that has been 
constructed. 
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I. INTRODUCTION 

Traditionally, Problem Based Learning (PBL) has 

attracted attention as a method for training in 

engineering design skills. PBL is a learning process by 

which learners communicate with each other about a 

certain issue and discuss methods of solution. It is often 

employed in fields such as medicine and engineering 

where importance is placed on solving technical 

problems on site. However, when carrying out PBL, the 

learners need to gather in one location and work 

together, making cooperation between widely scattered 

institutions difficult. Furthermore, due to the 

globalization of recent years, the nationalities of 

students are becoming diverse and the language barrier 

this causes is also a problem. 

Use of a virtual space connected to via a network and 

equipped with multilingual functionality is one answer 

to this problem. By using it, students are not restricted 

by location and, as well as being able to communicate 

synchronously and remotely with other users, it is 

possible to promote constructive PBL amongst students 

of diverse nationalities. Also, by providing materials 

that exploit the characteristic features of the virtual 

space, the effectiveness of learning can be further 

enhanced. There are many reported cases, such, for 

example, as teaching materials which enable 

visualisation of a miniaturised world, or learning 

through Virtual Reality (VR) (XXX[1]); medical 

teaching materials using 3D computer graphics 

(XXX[2]); or, by adding simulation functionality in 

addition to these, a system which can provide insight 

into the variations in the various parameters and the 

relationships between phenomena. Using a virtual space 

can provide learners with experiences not possible in 

traditional e-learning or face-to-face lessons, making it 

possible to promote new discoveries by the learners. 

For this paper, we investigated the requirements for 

multilingual PBL in a virtual space and implemented 

them. 

 
II. DEVELOPPING MULTILINGUAL PBL  

SUPPORT SYSTEM 

An overview of the multilingual PBL support 

environment and a configuration diagram of the 

multilingual PB L  support system constructed are 

shown in Figures 1. In this paper, Second Life (SL) [4] 

was used as the virtual space. SL is a virtual space 

operated by the US company, Linden Lab. As well as 

being able to freely construct environments such as 

classrooms within the region possessed, by using the 

dedicated language, Linden Script (LSL), functionality 

such as HTTP communication with an external server 

can be implemented. The multilingual PBL support 

system used mainly this mechanism to implement 

various features. PHP+PostgreSQL and Ajax were used 

for system development. The multilingual PBL support 

system is composed of a client that the students operate 

and a university server that is able to connect to Lang, 

the Language Grid(LanG)[5] server that is required for 

the multilingual functionality provided within SL. Also, 

the SOAP protocol was used to communicate between 

the university server and the LanG server. In the section 

below, the multilingual communication functionality, 
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END

User draws

Whiteboard

The drawing data is transmitted
to the data management server

The data of drawing is accumulated
in the data base

（１）HTML+JavaScript

（２）PHP

 
 
Figure 1 System View of Second Life                  Figure 2. Flowchart of writing on whiteboard 
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Figure 3. Flowchart for whiteboard update      Figure 4. Process for gathering recorded learner behaviour 

whiteboard system and learner monitoring functionality 

are explained. 

 

1. Improving Multilingual Communication Function 

The most difficult point in multilingual 

communication is the language used when 

communicating. Usually, in international conferences 

and the like, English is used as a common language to 

communicate; however this can be a high hurdle, 

particularly for students carrying out multilingual 

communication for the first time. Machine translation is 

provided within SL as a HUD [6]; however, as 

translation is supported only between Japanese and 

English, it cannot be used to interact with users whose 

mother tongue is a language besides these two. For this 

paper, the text-based multilingual communication 

functionality developed by Yoshino and Ikenobu [7] 

was used so that this language barrier did not inhibit 

lively discussion. This is achieved by connecting the 

chat feature implemented in SL with LanG. LanG is the 

service infrastructure enabling sharing of translation 

services and dictionaries over the internet. Currently, 

English, Japanese, Chinese, Korean, etc., are supported, 

but, by adding dictionaries, support of other languages 

is possible. For this paper, only Japanese, Chinese and 

Korean are used, but in the future, 11 languages will be 

provided in LanG starting with Malay, which is handled 

in the dictionary for engineering training at this 

university, and this will enable contributions to be made 

to engineering education. 

 

2.  Common White Board 

Even with the multilingual communication 

functionality included, it is perfectly conceivable that 

students are not able to develop the discussion in the 

way they expected. In that kind of case, using diagrams 

to supplement text broadens the possibilities for 

students to communicate their ideas in greater depth. 

Consequently, a shared whiteboard was implemented, 

on which the students could freely write. As part of 
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understanding student behaviour, the shared whiteboard 

saves the drawing history, and a feature enabling 

browsing on an administrator Web page was 

implemented. Further, from this record of drawings, 

instructors should be able to comprehend more precisely 

such things as the content of the discussion and the 

students’ levels of understanding. The processing flow 

of the shared whiteboard from drawing to recording is 

as shown in Figures 2 and 3. 

 Figure 2 shows the processing that occurs 

when a user writes something down on the whiteboard 

and the data written down is sent to the server and 

registered in the table that records the state of the 

whiteboard in the database. In addition, Figure 3 shows 

the processing when the whiteboard is checked for 

updates and updated to the latest state when someone 

has written something down. The whiteboard continues 

to function as long as the user displays it, but it is 

devised so as not to return a response until it has been 

updated, thus easing the communication load. Through 

these features, the students are able to share the same 

whiteboard, and are also able to keep the recorded 

drawings. This whiteboard is not only viewable from 

within SL, but also from a web browser.  

 

3. Learner Monitoring Function 

In PBL where the students are the main actors, when 

student evaluation is carried out, understanding the 

students’ conversations and behaviour during the lesson 

is particularly important. Remarks by the students 

during the lesson are recorded, if able to be monitored, 

and the level of student contribution to the discussion 

can be understood. If information about the students’ 

positions and directions in the metaverse can be 

recorded, it can be used to identify such things as the 

level of interest students have towards their studies, and 

which students did not take part in any discussion. 

Therefore, in order to achieve this, learner monitoring 

functionality was implemented that records and enables 

browsing of learners’ behaviour. 

 
       

Figure 5. Learner monitoring screen 

After the user chat and behavioural records are 

collected using LSL within the metaverse, they are sent 

to the university server after passing through the SL 

server and are stored in the database. The flowchart for 

this functionality is shown in Figure 4. 

Monitoring is not always ongoing: information 

gathering begins when the instructor turns on the sensor 

switch in the virtual space. If the switch is turned off or 

a set amount of time passes, there is a mechanism to 

halt information gathering. 

It is possible to browse the gathered information on 

an administrator Web page. Figure 5 shows the 

administrator Web interface which enables browsing of 

the students’ position information and the most recent 

conversations. 

It is possible to browse the students’ positional 

information and the most recent conversations at the 

time and date indicated by the upper timer. As well as 

being able to operate the timer manually using a button, 

it is also possible to advance it or move it backwards 

automatically. Also, the position information alone or 

the conversation information alone can be browsed. In 

addition, the whiteboard drawing history can also be 

displayed. This functionality is implemented in Ajax, 

and a request is sent to the server when the timer is 

operated, and information is acquired at the indicated 

time and date. 
 

III. THE RELATION OF LEARNER  
MONITORING AND MULTILINGUAL  

PBL SUPPORT SYSTEM 

Based on the above elements, it was possible to carry 

out PBL practice in the metaverse. Here we consider the 

relationship between the activities of learners that were 

acquired from the metaverse and the awareness 

triggered in the instructors. 

The state of the individual learners in the metaverse 

classroom can be confirmed through 3 steps: 

confirmation of spatial participation status by checking 

the learner’s avatar’s position, confirmation of the status 

of the student’s avatar’s utterances, and confirmation of 

the content of the student’s avatar’s utterances. This 

confirmation is also carried out in the real world, but in 

the real world it is not possible to confirm down to the 

detailed content of the utterances. On the teacher’s side, 

by using the learners, it is possible to provide guidance 
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to stimulate utterances from learners' avatars that have 

been unable to contribute to group chat.  

Next, the content of the group debate within the 

metaverse classroom can be confirmed, right down to 

the quality of conversation, by carrying out a 

bibliometric analysis of the chat between students in 

real time (Nakahira et. al., [8]). 

Furthermore, in a PBL among people who are 

multilingual, i.e., possess diverse values, remarks about 

a given problem can also be expected to differ from 

those in a discussion involving only people of identical 

backgrounds. As stated by Kido[9], to carry out 

intercultural collaboration, besides language issues it is 

necessary to understand the differences and similarities 

due to differences in ways of thinking and values. 

Conversely, through learners’ experiencing differences 

in values and ways of thinking, it is possible to obtain 

an extraordinary chance, even if it is just in the 

metaverse. It is conceivable that intellectual stimulation 

coming from the extraordinary will be a trigger to open 

new perspectives not only for the learners but also for 

the instructors. 

   However, from the educational point of view, there 

are limits to the intercultural collaboration possible with 

simple conversations alone. In particular, thinking about 

the elements of intercultural collaboration incorporated 

into the training of engineers, what is required is not 

only an understanding of the other party’s culture, but 

also an understanding of the differences between one’s 

own and the other party’s way of thinking and values, 

and to develop the communicative ability to overcome 

differences and cooperate to accomplish a project. In 

that sense, in setting the scene, just setting up simple 

conversations is not sufficient. As with PBL, it is 

important that students be given some kind of problem 

by which they can gain experience in the process of 

working together to solve problems. 

 

 

IV. CONCLUSION 

For this paper, a multilingual PBL learning 

environment was set up and implemented in the 

metaverse, and an environment was provided to make 

records of various learning activities. Chiefly, 1) a 

classroom was constructed to acquire records of 

learning activities in the metaverse, and 2) 

improvements in multilingual communication 

functionality, construction of a shared whiteboard, and a 

learner monitoring system were developed as a support 

system to carry out livelier multilingual PBL. In 

addition to providing the above environment, by 

enabling the PBL to take place in the metaverse, there 

was mutual understanding of differences in ways of 

thinking and values, and it was possible to foster 

communication ability to overcome differences and 

cooperate together to accomplish a project. 
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Abstract :  Any authors, particularly learners, have much difficulty choosing the proper style for their particular writing and
detecting style inconsistencies. We propose a new system that allows users to revise documents through human-system
interaction. Although many systems for text writing have been proposed, most of the works focused mainly on automated
techniques that detect human errors in texts. In contrast to those works, our study focuses on the visualization of multi-level
style inconsistencies in texts to promote authors' awareness. In order to evaluate and visualize the differences in styles, we
propose a model to compute the style similarity between a part and some genres. The similarity function that we propose is
based on a model in which sentences are regarded as sequences of functional expressions. Applying the function, we develop a
tryout system that shows which parts are inconsistent with the other parts from various viewpoints. Through interactions
between users and the system, the user can repeat revising the text until the text maintains consistencies in various levels.
Much has to be done towards a practically effective system, but our system helps to point out undesirable text should be
conscious of stylistic differences in writing text.

Keywords :   writing support, style consistency, corpora-based approach, awareness promoting visualization

I. INTRODUCTION
  We can easily distinguish a newspaper article and a
newspaper editorial, or a textbook for graduate students
and one for undergraduate or high school students, not
just in terms of their contents but in terms of their style,
though few of us can always make clear our criteria for
this kind of distinction. How to narrate, or style, is
highly related to the targeted audience and the author’s
communicative purpose of the text, and stylistic
consistency is required in a text, though deliberate
inconsistencies bring extra literary effects. [1] 
  Several studies have tackled with style; particularly it
has been pointed out that basic stylistic consistency is
held by the restrictive use of functional expressions
particularly in the case of Japanese and other languages
that have a rich variety of stylistic grammar forms. For
example, the following pair has the same meaning ('This
is a book' in English) but differs in the style:

• Kore-wa hon-desu. 
• Kore-wa hon-da. 

  Both 'desu' and 'da' are auxiliary copular verbs and the
difference is up to politeness, which in turn should be
determined according to the targeted audience and the
author’s communicative purpose. So the mixed use of
'desu' and 'wa' causes undesirable stylistic inconsistency
and thus should be avoided. Particularly for languages
like Japanese, which has a rich set of style-sensitive
functional expressions, the mere detection of the
misuses of such functional expressions is useful to some
degree for style consistency.

II. Environment for Text Editing
  Stylistic consistency does not only depend on the inner
consistency in the text, but also on the appropriate
choice of style for the textual purpose. In other words,
the targeted audience and the author’s communicative
purpose determine the desirable style; then the author,
with his/her limited reading experiences, attempts to
keep stylistic consistency: i.e., he or she tries to use as
many appropriate stylistic features as possible and tries
not to use inappropriate stylistic features. As a
fundamental dimension of the features, it is necessary
for him/her to be aware of the following two
viewpoints. 

• intra-sentential consistency 
• passage-level consistency 

  For dealing with the first consistency in computer
systems,  many previous works have been developed.
And now some of the modules that detect errors (and
inconsistencies) of sentences are provided through
WEB-API services in the Internet. The followings are
an example of the list which we can use through of the
such WEB-APIs. These kinds of the features, which
detects sentence-level consistencies such as spelling
errors and simple syntactic errors, have been
implemented in some word processors such as
Microsoft Word. 

a) Spelling errors
b) Inappropriate use of Synonyms 
c) Inappropriate use of Kanji-characters
d) Inconsistency of Proper Nouns
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e) Inconsistency of Okurigana
f) Use of Double Negations
g) Use of Redundant Expressions
h) Inappropriate use of Abbreviations

  On the other hand, some discussions still remain
concerning visualization of the inconsistency from the
second viewpoint (passage-level consistency). With this
in mind, we have been investigated on the visualization
of passage-level inconsistency based on a set of textual
corpora that consists of two or more subgenres and
extract stylistic features of each subgenre.　 These sets
roughly correspond to our reading experiences but the
larger size is naturally expected to contribute to a better
detection of stylistic features.
  For the first approximation, let us consider that stylistic
features of a subgenre are based on the use of preferable
expressions for the subgenre and the lack of undesirable
expressions for it. The definition of ’expression’ may
vary, but it should be noted here that a large number of
words, including misspelled ones.
  A scatter diagram between these two subgenres is
shown in Fig.1, where samples of atomic expressions
are distributed on the corresponding two axis. The
determination of the proper (range of) n is a heuristic
issue, and we first adopt the range of n as two to four,
mainly because most of the Japanese words consist of
one or two characters. To conduct the first experiment,
we used a dumped file of Japanese Wikipedia[2] and a
sample of 2ch BBS (http://www.2ch.net/) as sample
contrastive data set, the sizes of which are shown in
Table 1. 

Fig.1. Scatter Diagram of 2- to 4-gram expression

Table1 Data SET
Data Number of characters  

Wikipedia 161,223,892  
2ch 108,031,243  

  The frequency of each atomic expression in Wikipedia
and 2ch classifies them roughly into three classes: (a)

atomic expressions frequently used in Wikipedia but not
frequently used in 2ch, (b) atomic expression frequently
used in both data, and (c) atomic expressions not
frequently used in Wikipedia but frequently used in 2ch.
This classification means that the class (b) consists of
rather neutral atomic expressions, whose use may well
not characterize a text as either of the two, while the
class (a) and (c) are to be considered to be stylistic
features for Wikipedia and 2ch, respectively. 
  With these classes representing the resemblance of a
given text T with the model set of texts of the targeted
genre, we have been able to visualize the textual
characteristics on this aspect[3] . Suppose that the
function freq(a, X) is the frequency of occurrence of
atomic expression a in the corpus X. For computing the
stylistic similarity o f a to the style of Wikipedia, we
compare  freq(a, Wikipedia) and freq(a, Y),  in which Y
is another corpus(for example, corpus of BBS articles).
  This stylistic similarity of atomic expressions whose
the size is three or four characters shown in Fig.1, is too
short to represent the passage-level consistency. For the
problem, we have to extend the function freq (a, X)  to a
function freq(w, X) for computing the appearances of
desirable expressions for the targeted subgenre X, where
w is a  function that returns the set of expressions
included from certain span in the text. With this
function, we compute the style similarity of any span in
the text to a certain subgenre. 

III. Inconsistency Analysis Based on
Templates

  As we have summarized in Section II, there are
expressions which are successfully used in identifying
the genre of a text. Those n-grams are often parts of
content words and perhaps they would be better to find
frequently occurring words. Content words are defined
as the words which are not functional expressions. In
contrast with them, functional expressions are those that
have little lexical meaning or have ambiguous meaning.
For example, dictionaries always define the specific
meanings of content words, but only describe the
general usages of function words. Instead of the
complexities to describe the meaning of function words,
these words serve to express grammatical structure of a
sentence or clause and specify the attitude or mood of
the writer. In order to extend a simple consistency
analysis based on content words to adopt more various
degree of consistency, we adopt a method based on
occurrence of function words.
  One of the problems when we examine the occurrence
of functional expressions is that the use of them strongly
depends on the own style of the writers. If we adopt a
corpus in which sentences are corrected from a free
Internet forum to which a lot of writers can freely post
their articles, the use of functional expressions must
quite vary. In other words, it is difficult to collect a large
corpus in which the use of functional expressions is
expected to be consistent.
  In order to overcome the problem of the shortage, we
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prepare templates that are sequence patterns of the
functional expressions. We extract these templates from
students’ essays that we assigned them to write the
essays referring to some Wikipedia articles. The purpose
of this setting is that the students will use their familiar
functional expressions even if they refer to the articles
(Wikipedia articles) in which the consistency of the use
of functional expressions is maintained.
  The process to extract templates is conducted based on
comparison between the sentences which the student
w r i t e s and their corresponding sentences in the
Wikipedia articles. The measures for the comparison is
computed based on how many content words are
common between the sentences. For example, each pair
of sentences in (s1) and (s2) is compared because of
more than half content words are commonly used
between them. 

(s1)(Wikipedia)テキストをデータ構造に変換する。
          (Student)テキストにデータ構造は変換されます。
        (Template)       ○に              ○は変換されます。

(s2)(Wikipedia)北米は家庭に約2台のパソコンがある。
         (Student)北米は家庭の      パソコンがあります。
        (Template)   ○は  ○の               ○があります。

  As a result of comparing process between them, the
words which are anything other than the functional
expressions in (s1) and (s2) are replaced with meta word
'○', and we obtain a ordered sequence of functional
expressions like {'に','は変換されます'} and {'は','の','が
あります'}. In this paper, we refer to the sequences as
“templates.” Because each template mainly shows a
kind of features of the syntactic structure of the
sentence, the occurrences of infrequent content words in
the sentence are ignored with the computations which
adopt the templates. 
  By using the collection of these templates, we extend
the function appropriately, which we have mentioned in
Section II. For the purpose of evaluating the passage-
level consistency, the first argument w in the function
freq(w,X) to be extended.  In our proposal, our algorithm
to evaluate the consistencies from the viewpoint of the
passage-level processes sentence by sentence. This
evaluation is conducted by the algorithm shown in
Fig.2.
  Regarding a target text as the set of sentences like {s1,
s2, ..., sn}, each sentence is evaluated whether it holds
the expected style by applying the function freq (w, X),
where X is the corpus in which texts are assumed to be
written in the expected style. Note that the algorithm
needs one or more corpora to compare the style
similarities of the target sentences to the various styles.
As outputs of the algorithm, either of three characters
{'+', '*', '-'} is to output for each unit by the print
command. This output does not need to be displayed
directly, it means that we have to devise an effective
way to promote users' awareness of the inconsistency in

the text.

{s1,s2,...,sn}.each do |w|
    y = freq(x, Wikipeida) - freq(w, 2ch)
    if y > 0 then

print “+”
    else if y < 0 then

print “-”
    else

print “*”
    endif
end

Fig.2. Algorithm for Evaluating Passage-Level
Consistency

IV.  Proposal for Interactive Editing
 Systems for interactive text editing are designed to
allow one to use pre- and post-processing of subparts of
the text when he/she is imputing or editing it. A system
we propose here has the following features:

• detecting the errors in the inputted phrases and
suggest the exact parts to correct

• visualizing the multi-level consistencies (from
intra-sentential and passage-level viewpoints)
 

 W e designed our system to be run on the server
computer and to be used through web browsers. In the
internet, some of the useful modules which analyze
some errors of intra-sentential inconsistencies are
available for such kind of text processing services which
are used from Web browsers. The algorithm that we
described in Section III is implemented as a module like
them and our system is developed combining these
various modules. 
  Interactive input systems are familiar with Japanese
people because these systems have been developed to
help to input Japanese characters. Intelligent interactive
text editing is also investigated a s applications of the
machine translation. For example, some works focus on
interactive text pre-editing to improve the output quality
of machine translation[3][4], in which the user can input
o r edit the source-language sentence interactively
referring to the obtained sentence by translating it. Like
the works, in which the users edit his/her writing text
according to the messages from the system, our system
provides an interface that allows t h e user to check
his/her writing text from two viewpoints (passage-level
consistency and intra-sentence consistency).
 Fig.3 shows the screenshot of our interface, in which
there are two big input boxes on the upper side of the
page and under these boxes there are two areas for
interactive editing to the inputted text.
 An original text is inputted in the left hand side of the
big input boxes and then the user pushes the check
button to edit the inputted text. The box on the right
hand side displays the log for the editing history.
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Fig.3. Screenshot of Our System

 
 The interactive edit area is divided into the two areas as
shown in Fig. 4 and Fig. 5.

Fig.4.Area A

Fig.5.Area B

 We designed that each sentence is displayed with the
information of its style i n the edit area A. Under each
sentence box, the template which the sentence contains
is colored with the color which represents the style
similarity for user to check the consistency from the
passage-level viewpoint. The computation of the style
similarity follows the algorithm described in Section III.

 On the other hand, the user can concentrates on
correcting the intra-sentential errors in the edit area B.
In the edit area, some parts of the sentences are replaced
t o the input boxes, to which the system promote the
users’ awareness of errors and mistakes that are detected
from intra-sentential viewpoint to correct them. For
each box, the reason why the corresponding part should
be correct is also informed.
 In this way, the user can be aware of the changes of the
consistencies in the passage-level as soon as he/she
revises the errors in area B. On the other hand, he/she
rewrites a whole sentence in the edit area A to hold the
passage-level consistency of the context, the system
interactively evaluate the intra-sentential consistencies
of the corresponding parts. 

V. CONCLUSION
  In this paper, we proposed a system for interactive text
editing that allows one to check the multi-level
consistencies in his/her writing text. In the system, we
used the sequences of functional expressions to compute
one of the consistencies from the passage-level
viewpoint. In order to promote awareness on the multi-
level consistencies of the writing text, we combined it
with some algorithms that previous works proposed.
Much has to be done towards a practically effective
tool, but any advanced tool to help to detect undesirable
expression should be conscious of stylistic differences
among subgenres and our proposed methods are
fundamentally effective.
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Abstract: As described in this paper, we propose a presentation-based meta-learning scheme. Firstly, we present support 
functions that we embed into the system. Secondly, we conduct experiments to verify the meaningfulness of our 
learning scheme, which suggests the system can stimulate learners’ reflection on their learning processes. Furthermore, 
it can stimulate learners’ meta-learning communications. Results show that users tightened their criteria to evaluate 
their own learning processes and understanding states. It is useful for learners to facilitate change in their learning 
processes. 
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I. INTRODUCTION 

Research into computer-supported systems to 

enhance meta-cognitive skill is investigated by many 

researchers [2, 3, 4, 5]. Results show, particularly in the 

educational psychology field, that an emphasis on meta-

cognition must accompany domain-specific instruction 

in each of the disciplines, but not generic instruction in 

a general context, because the type of monitoring that is 

required will vary [1]. In a history course, for example, 

a student might be asking herself in an internal self-

conversation, “who wrote this document, and how does 

that knowledge affect the interpretation of events,” 

whereas in a physics course, the student might be 

monitoring her understanding of the underlying physical 

principle at work [1].  

Our research goal is the enhancement of meta-

learning through stimulation of learners’ reflections on 

their own learning processes. To achieve this goal, we 

assign a task to make a presentation material on a 

specific pre-learned topic for other learners whose 

academic abilities are similar to those of the learner. 

Collaborative learners with no regulation, however, 

might stray in undesired directions: in the case of our 

presentation-based learning, for instance, they tend to 

discuss illustrations of the slides, the impact of the 

presentation, and so on.  

We therefore propose a support system that 

facilitates meta-learning communication by providing 

learners with viewpoints to discuss their learning 

methods. 

 

II. Embedding Support Functions to 
Facilitate Meta-learning Communication 

In our research, we developed a presentation-based 

meta-learning scheme whereby learners can specifically 

examine learning on their own learning processes. 

Learners in our learning scheme perform learning by 

following three steps. 

i. Learning specific domain contents through self-

study or attending lectures until they think they 

have understood them 

ii. Making comprehensive presentation materials to 

teach other learners who have the same academic 

level 

iii. Collaborative learning using presentation materials 

In the following, we explain support functions 

embedded into the system at (ii) and (iii) phases to 

facilitate meta-learning, although phase (i) is beyond 

our support. 

1. Intention Structure Reflecting Learning Contexts 

To encourage meaningful meta-communication 

among learning partners, each learner must (A) become 

aware of performing meta-learning and (B) share 

individual learning contexts. In our learning system, 

providing a representation to describe their intention of 

the presentation, intention structures and guidance 

function according to them play roles of enhancing their 

awareness at the presentation design phase. 

At the presentation design phase, we make learners 

construct intention structures to be aware of learning 

skill acquisition. Giving appropriate instructions 
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embedded

(i) Presentation 
materials

(iii) Intention Structure
(Intention of the Presentation)

(ii) Interaction
History

Window for the personal 
presentation

Window for the learning 
partners’ presentation

(iv) Video Chat (v) Text Chat (vi) Viewpoint Function

Each learner uses
windows of two kinds

 
Figure 1. CSCL Environment to Facilitate Meta-Learning Communication. 

according to learners’ learning contexts is significant to 

facilitate their learning skill acquisition processes. 

In our task setting of making truly comprehensive 

presentation materials for use by those who have the 

same academic level with the presenter, we adopt an 

assumption that intention structures of presentation 

reflect learners’ learning contexts in their learning. 

In the intention structure (Fig. 1. (iii)), each node 

represents an educational goal and terms to represent 

them are provided from the system to represent the 

learners’ educational goals. 

2. Guidance Function to Enhance Meta-Cognitive 

Awareness 

Guidance information to facilitate the learner’s 

reflection on personal learning processes is provided 

when the learner intends to move to the subsequent 

collaborative learning phase. It represents queries on 

domain-specific learning activity based on the learner’s 

intention structure. The teacher giving a presentation 

subjects also constructs an intention structures and 

indicates required learning (teaching) activities on them 

that should be embedded into learners’ intention 

structures. The system cannot understand the contents of 

learners’ presentation written in natural language. 

However, it can process intention structures by referring 

learning skill ontology. Therefore, if learners did not 

embed them, then the system provides queries by 

referring domain-specific learning skill ontology and 

the teacher’s intention structure as follows: 

(1) “Do the following learning activities need to be 

included in your presentation to achieve the 

learning goal “make the learners understand DP 

using Abstract Factory pattern as an example?” 

Choose “embed into presentation” by right-mouse 

clicking if you think you need to do so. 

(2) “Do you have sufficient understanding of these 

teaching activities? Check the items you had 

already understood.” 

□ Make the learner understand the meaningfulness 

of the fact that each DP has its own name. 

□ Make the learner understand the advantages of 

object-oriented programming by combining its 

general theories with concrete examples in the 

Design Patterns. 

□  … (Required learning activities defined in 

learning skill ontology are listed) 

The learner is required to examine the importance of 

each learning activity for constructing comprehensive 

presentation materials: the learner judges whether the 

learner’s presentation is valid or not and whether each 

learning activity should be included in the learner’s 

presentation. This guidance is a stimulation to facilitate 

the learner’s reflection on personal learning processes. 

The fact that the learner did not embed listed 

learning activities is interpreted as follows: (a) the 

learner has no learning activities as domain-specific 

learning operators in his own consciousness, (therefore 

the learner cannot perform them) or (b) the learner does 

not understand the importance of the learning activities 

even if they have and they had performed their learning 

processes. The learner’s checking activity in query (2) is 

interpreted as a declaration of whether the learner has 

them as learning operators. 
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For (a), the learner must perform the learning 

activities spontaneously or must be taught from the 

learning partners at the collaborative learning phase. For 

(b), the learner must encourage internal self-

conversation to consider the importance of each 

learning activity. 

The guidance function plays a role of building a 

foundation to encourage meta-learning communications 

among learning partners by stimulating their awareness 

in meta-learning before starting collaborative learning. 

3. Viewpoint Function to Stimulate Meaningful  

Learning Communications 

Figure 1 portrays a screen image at the collaborative 

learning phase. The window comprises six panes: the 

presentation pane (Fig. 1 (i)), interaction history pane 

(Fig. 1 (ii)), intention structure pane (Fig. 1 (iii)), video 

chatting pane (Fig. 1 (iv)), text chatting pane (Fig. 1(v)) 

and discussion viewpoint pane (Fig. 1 (vi)). The system 

is implemented in Visual Basic and Java, functioning 

cooperatively with Power Point (Microsoft Corp.). 

The system in the collaborative learning phase 

provides support of two kinds to facilitate learners’ 

learning skill acquisitions (acquiring learning operators 

and tightening evaluation criteria) as follows. 

(1) Support to share learning (teaching) contexts of 

learning partners by referring to presentation 

materials with intention structures. 

(2) Facilitate meaningful discussions to encourage 

their reflections on their own learning processes by 

providing discussion viewpoints. 

As described in this paper, we particularly examine 

the topics on the viewpoint function. 

Thinking processes related to one’s own learning 

processes are quite tacit. Therefore it is not easy to 

externalize and to discuss learners’ thinking processes 

(while teaching processes reflecting their learning 

processes are externalized as intention structure). 

Ordinary learners with no support tend to discuss the 

appearance of illustrations, animations, and so on. 

To eliminate the problem, our system provides 

viewpoints to discuss their teaching and learning 

methods based on the interaction history between the 

learner and the system at the presentation design phase. 

As shown in Fig. 1 (vi), the system provides each 

learner with respective viewpoints to discuss as follows: 

“You judged the learning activity “Make the learner 

understand the significance of the fact that an interface 

specifies the name of each method by taking an 

example.” as important. It is an important learning 

activity in the software development domain and you 

embedded it into your presentation. On the other hand, 

your learning partner judged it as not important. Explain 

why you think this learning activity is important.” 

Collaborative learners can discuss their domain-

specific teaching methods by referring to the viewpoints 

for meta-learning communication. 

 

III. Experimentation 

We conducted an experiment to verify the 

meaningfulness of our learning scheme and usefulness 

of support functions embedded into the system. We 

specifically examine the issues of whether the system 

can encourage meta-learning communications. The 

outline of the experimentation is described below. 

 Subjects: 16 graduate students participated. They 

had completed software engineering (UML) and 

object-oriented (Java) programming courses when 

they were undergraduate students. They were 

divided into two groups at random: eight students 

were in the experimental group (ExpG) using the 

system; eight were in the control group (CtlG). 

 Presentation topic: Make presentation materials 

explaining the merits of building design patterns 

by taking the abstract factory pattern as an 

example. 

 Flow of the experiments: Continuous 7 days 

lecture (90 min lecture each day) without 

weekend: 

Table 1 presents results of questionnaires after their 

collaborative learning. Questionnaire items 1 is related 

to the usefulness of the presentation-based learning 

scheme and 2–3 are related to learning effects from the 

viewpoint of meta-learning. 

Regarding item 1, participants in both ExpG and 

CtlG gave quite high marks, which suggests the 

presentation based meta-learning stimulates learners’ 

reflection on their learning processes. 

It is expected that learners will execute better 

learning processes using the acquired domain-specific 

learning activities and tightened evaluation criteria if the 

learners’ meta-learning processes are performed 

successfully. Items 2–6 inquired the about learners’ 

consciousness of them. Both groups gave high marks to 

each item. However, CtlG gave higher marks than ExpG 

for the acquisition of domain-specific learning activities 

(items 3 and 5), whereas ExpG gave higher marks than 
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CtlG for items related to the consciousness of changes 

of their own future learning processes (items 4 and 6). 

Those responses seem to be mutually contradictory. 

However, they are not so by the following 

interpretation: learners in ExpG had tightened their 

learning criteria to evaluate their learning processes and 

understanding states; thereby, they also strictly 

evaluated their meta-learning processes. The results of 

the average time ratio of meta-learning communication 

support this. However, the fact that participants in ExpG 

gave low marks related to item 2 suggests that they 

were unable to perform all meta-learning processes by 

themselves even though they were able to understand 

the importance of meta-learning. They might be 

conscious of the functions. Actually, we do not embed 

the functions that support performance of learning 

activities acquired by meta-learning processes even 

when the system triggers learning activities. On the 

other hand, participants in CtlG spent less time for 

meta-learning communications, suggesting that the 

learners’ evaluation criteria had not been tightened 

through their communications. Consequently, their 

evaluation results for these items were more tolerant. 

IV. CONCLUDING REMARKS 

As described in this paper, we present discussion of 

a presentation-based meta-learning scheme. We 

introduced our presentation based meta-learning scheme. 

Then, we conducted an experiment to verify the 

meaningfulness of our learning scheme and usefulness 

of support functions embedded into the system, which 

suggests that the system was able to stimulate learners’ 

reflection on their learning processes. It stimulates 

learners’ meta-learning communications. Consequently, 

they tightened their criteria to evaluate their own 

learning processes and understanding states. It is 

meaningful for the learner to change their learning 

processes. We also evaluated their learning outcomes of 

domain dependent knowledge: it suggests participants 

in ExpG could get higher mark than ones in CtlG. We 

will carefully address the issues of this in future works. 
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Table 1. Results of Questionnaire after the Collaborative Learning Phase 

Questionnaire Items 
ExpG CtlG 
Mean SD Mean SD 

1 Do you think the collaborative learning after making your presentatio
n materials enhanced your reflection on your own learning processes?

4.375 0.267 4.375 1.982

2 Do you think collaborative learning changed your criteria to evaluate 
your understanding of DP? 

2.875 1.553 3.375 1.982

3 Do you think you could acquire learning methods using collaborative
 learning? 

3.375 0.839 3.625 1.41 

4 Do you think your learning processes for other DPs will change after
 performing this presentation-based learning? 

3.75 1.071 3.5 1.428

5 Do you think you could acquire learning methods by performing this
 presentation-based learning? 

3.625 0.553 4.125 0.982

6 Do you think your consciousness of learning will change by performi
ng this presentation-based learning? 

4.1 0.238 3.875 0.982
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Abstract: Presentation is an integrated art of communication in which both linguistic and paralinguistic skills are 
employed, and deliberate preparation is necessary. We’re developing a comprehensive learner support system for to 
help learn presentation skills. This paper reports our development of task ontology for presentation skills as one of the 
foundational components of our system. It consists of three sub-ontologies: presentation strategy ontology, rhetorical 
structure ontology, and lexical ontology. They are used for background inferences and evaluations of learners’ 
presentations. With a prototypical application of them shows the employment of task ontologies is effective for 
intelligent learning support systems. 
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I. INTRODUCTION 

Presentation preparation 
- Decisions on style factors 
- Oral and slide contents and style 
- Preparation for discussion 
- Presentation exercises 

Presentation Delivery 
- Presentation itself 
- Onsite adjustments 

Fig.1 Presentation process 

It is more and more important for any one of us to 

make a good presentation, particularly that in English, 

in various situations. Oral presentation is one of the 

most sophisticated communicative activities; 

deliberately designed to be presented to specific 

audience with slides to deliver information and attempt 

to make a persuasion. Not only the linguistic 

organization but also the paralinguistic effects like body 

language and eye contact are utilized, and the presenter 

should have a deep understanding not only of what he 

or she delivers but of how the audience will react. Most 

of the people who have to make presentations have 

some difficulties preparing and making them, and 

computational learning support is desirable. From this 

viewpoint, we are developing a comprehensive online 

learning support system for presentation [1], and are 

constructing a multimedia learner corpus of learners’ 

presentations [2]. The former contains Presentation 

Organizer which can be used to construct oral 

manuscripts and corresponding slides simultaneously, 

and the latter contains orally spoken texts and slides to 

be annotated. Both require a fine-grained way of 

describing and representing the text organization, or 

rhetorical structure of presentation.Thus, we have 

designed and constructed a couple of ontologies related 

to presentations. In this paper, we report two of them, 

Presentation Strategy Ontology and Rhetorical Structure 

Ontology. 

 

II. PRESENTATION STRATEGY ONTOLOGY 

The process of preparing and delivering a 

presentation is roughly done in a way as shown in Fig. 1. 

As this simple process tells, the success or failure of a 

presentation is mostly decided by the preparation phase. 

Thus, any talk ontology for presentation has to focus on 

the preparation phase. 

Presentation, whether it is oral or written, is 

delivered for a particular communicative purpose, 

which is to determine what and how to be delivered—

content and style. A communicative purpose can be 

analyzed into different aspects. Let us call these aspects 

style factors. As each style factor affects what and how 

to be delivered, they have to be deliberately considered. 

Numerous books on presentation preparation emphasize 

the consideration of style factors, though each calls style 

factors differently, and we classify them as in Table 1. 
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Factors Examples 
Topical 
(Genre) 

inorganic chemistry 
English literature 
... 
(Note that the topical factor can be very 
much specific.) 

Media newspaper 
textbook 
oral presentation 
... 

Targeted 
reader/ 
audience 

laypeople 
professionals 
... 

Purpose persuasion 
explanation 
... 

Intention formal 
informal or friendly 
...  

Time the length of presentation 

Presentation 

Style Factors 

Topical 

Speech Slides 

Property 
 
is-a relation 

Table 1 Style Factors 
 

With the decisions on style factors, oral and slide 

contents are to made not only on what to be delivered 

but also how to deliver it. Preparation for discussion is 

also affected. In other words, all the other aspects of 

presentation preparation and delivery are decided along 

the line of the choices of the appropriate style factors 

for the presentation. Particularly, all the linguistic style 

elements (See Fig.2) which manifest the choices are 

heavily affected. Note that the logical organization in 

Fig.2 is more concerned with the other ontology, 

Rhetorical Structure Ontology, which we will discuss in 

the next section. 

With these consideration in mind, we have devised a 

prototype of Presentation Strategy Ontology as in Fig. 3 

 
 

 
Fig.3 Brief Overview of Presentation Strategy Ontology 

 

III. RHETORICAL STRUCTURE ONTOLOGY 

1. Rhetorical Structure Theory and Ontology 

Rhetorical structure has long been investigated in 

literature and linguistics, and computational linguists 

have pursued the possibility of applying it to natural 

language generation and automatic summarization in 

particular [3]. A number of theories and frameworks 

have been proposed [4], of which Rhetorical Structure 

Theory, originally proposed by Mann and Thompson 

[5],[6],[7], is the most popular.  

In the RST framework, the discourse structure of a 

text is considered to be coherent and thus capable of 

being be basically represented as a single-rooted tree 

with a set of directed graphs. Each directed graph is 

labeled for its rhetorical relation. Originally 23 relations 

were proposed [8], but the exact number proposed 

varies among researchers. 
                        Consistency 

Lexical Choices 

Content 
words 

Function 
words 

   Grammatical Choices 
Average sentence lengths 

                            Coherence 
Logical Organization 

Fig.2 Linguistic Style Elements 

Various types of domain ontology have been 

investigated in order to make structured knowledge 

machine-readable, and instances of rhetorical structure 

ontology have also been proposed [8]-[11]. In particular, 

Rahal et al.[11] share a similar perspective with us in 

that their system is intended for supporting collaborative 

writing. None of them, however, can deal with 

presentations successfully. 

2. Reconsideration of RST 

A. EDU 

As shown in the previous section, RST is basically 

clause-based: its EDU is assumed to be clausal. A 

number of researchers have repeatedly reinvestigated 

the validity of this approach both from theoretical and 
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practical perspectives, but nearly all of them still 

assume clause as EDU [3],[4],[8]. However, Kibble 

pointed out, in investigating a small corpus of 

pharmaceutical leaflets, that at least a nominalized noun 

phrase, particularly a gerundive one, plays the same role 

as a clause[12], and a given relation between two 

conceptual units can be embodied in several different 

ways. So we define the EDU as a “semantically” clausal 

segment. “Semantically” clausal segment means a 

segment in which a subject-predicate relation is 

contained, whether explicitly or implicitly.  

B. Surface or Deep?: Potential Textual Inconsistenci

es and Imperfections 

Rhetorical structure deals with the detailed 

organization of the content to be written or told. In that 

sense, a given rhetorical structure is assumed to 

represent the deep structure of the content, on the naïve 

assumption that the deep structure is properly mapped 

onto the surface structure, the text. This cannot be 

assumed, however, in the case of learner’s presentations. 

Thus, in order to reveal textual inconsistencies and 

imperfections, it is important to annotate a rhetorical 

structure mainly based on surface logical cues. 

C. Supra-textual Cues 

One of the biggest differences between written texts 

and oral presentations is the existence of interactions 

between the text itself and the outer world. A presenter 

frequently gives instructions to the audience to draw 

their attention to some part of the slide, such as “Look 

at the graph.” This type of instruction is to be 

considered supra-textual in that it points out some 

element outside the orally spoken content, but it still has 

its nucleus adjacent to it, since such instructions are 

naturally give in elaborating an EDU. So supra-textual 

cues are to be incorporated into rhetorical relations. 

D. Revised RST for representing the rhetorical struc

ture of presentation 

Based on the discussions in the previous sections, 

we defined our revised RST as shown in Table 2. 

3 Rhetorical Structure Ontology for Presentation 

Our revised RST discussed above has to be 

formalized for machine-readability, and one of the 

plausible implementations is to make a rhetorical 

ontology. We are now implementing a prototypical 

rhetorical ontology for presentations, PRESONTO, 

using OWL 2.0. A key feature is to annotate rhetorical 

structures of the oral part and the slide part of a 

presentation in the same way. The underlying 

assumption is that a span, maximally of a slide, 

necessarily corresponds to a span of oral speech, and 

this correspondence guarantees the correspondence 

between oral speech and slides. Furthermore, it is 

possible, with this correspondence, even non-verbal 

elements like graphs and pictures to be properly 

annotated in the same way. PRESONTO is still 

prototypical, but its overview is shown in Fig. 4. 

 
EDU: Semantically clausal segments 
A rhetorical relation is primarily based on the surface structure and is assigned 0 or 1 according to the logical validity. 
The Set of Rhetorical Relations for our purpose 
Name Description 

( * in the Name indicates that the item is newly introduced here) 
Order of 
N&S 

Background 
Contrast 
Elaboration 
*Elaborative  
  Example 
Enablement 
 
Evidence 
Justify 
Motivation 
List 
Sequence 
Solutionhood 
Summary 
*Supra-textual Cue 
*Orphaned 

Satellite provides background information to the nucleus 
Applies to two nuclei that contrast each other 
Satellite elaborates the information in the nucleus 
Satellite exemplifies the information in the nucleus 
 
Information in the satellite enables the audience to perform the action in the 
nucleus 
Satellite provides evidence to the statement in the nucleus 
Satellite justifies the nucleus 
Satellite motivates the reader to perform the action in the nucleus 
Listed nuclei 
Multiple nuclei that follow each other in sequence 
Satellite is the problem; Nucleus provides the solution. 
Short summary or paraphrase of the previous span 
Cue for an action on the part of the audience.  
Any other orphaned nucleus, to be connected to the nearest dominating nucleus 

S before N 
 
N before S 
N before S 
 
N before S 
N before S 
 
 
 
S before N 
 
N before S 
 
 

Table 2  Our Revised RST 
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EDU 

 Rhetorical 
Relations 

Presentation 
Oral Speech 

Span 

Segment 

Fig.4 Overview of PRESONTO, a Rhetorical Ontology for Presentations 

hasContents 

hasContents 

hasRoot 
Background 

Contrast 

Orphaned 

1 or 0 

hasValidityValue 

hasN 

hasSattelites 

Property 
 
is-a relation 

Presentation 
Slides 

 

Correspond 
 

VI. CONCLUSION 

In this paper, we reported our ontologies for 

presentation description. They are expected to serve 

both as a descriptive tool and as a hinting tool to support 

learners’ preparation of presentations. We are currently 

refining our related modules of learner support system 

for presentation to utilize these ontologies. 
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Abstract: Along with the expansion of opportunities to use the internet, the system of managing it has becom
e a serious problem. Even from the global perspective, questions concerning internet governance have been ra
ised at various places, starting with the WSIS (World Summit on the Information Society). However, the mai
n discussion has been from the viewpoint of administrators and service providers, placing emphasis on ensuri
ng safety and equal opportunities of use, while the discussion from the user’s point of view is limited. This i
s thought to be due to the acquisition of statistical data which the discussion is based on being largely deriv
ed from statistics related to the physical means of communication, and to the difficulty of comprehending all 
user activity in the internet space. In this paper, in response to the challenge of internet governance, we prop
ose the country domain governance index. This is an index for comprehensive discussion of governance of in
ternet resources from the point of view of both administrators and users by carrying out data mining by regi
on by merging various pieces of Web information obtained from results of observations in the Language Obse
rvatory with various statistical data. 
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I. INTRODUCTION 

Along with the progress of the IT revolution that 
started with the use of the internet, it has been pointed 
out since the 1990s that a gap in enjoyment of the 
benefits continues to exist between countries[1]. This 
gap is termed the “digital divide,” but the digital divide 
is classified into several layers according to the object 
of research. For example, in [2] the difference in the 
“place” in which the IT technology is used is identified. 
Among these, in particular, the digital divide between 
countries caused by economic disparities and various 
other gaps, starting with the language barrier (education 
gap), are addressed, and the need for the elimination of 
the digital divide is discussed. However, these are all 
based on statistical values related to the physical means 
of communication, and do not afford a view of the big 
picture of the overall disparity. 

Mikami et. al. established the Language Observatory 
(LOP)[3] with the purpose of carrying out observations 
of the digital divide between languages on the internet. 
LOP combines Web crawling technology and a 
language identification engine[4] to retrieve up to 10  
multi-lingual Web pages, and automatically retrieve data 
included in a Web page such as URL information, tags, 
the main body, and Web server response time. By 

combining the results of these observations and existing 
statistical data, it is possible to obtain a large amount of 
information such as the number of Web pages per capita 
and the number of Web pages by language, the ratio of 
native language pages, the degree of mixing-up of 
character codes, and basic research concerning the 
infrastructure.Some of the results have been published 
by Nakahira and Mikami[5], but this does not extend to 
the interpretation of the results obtained nor to the 
development of an index to systematically handle them. 
In this paper, we consider country domain governance 
based on a distribution/growth chart of outdegree, 
which is one of the data mined LOP observation results, 
and on an investigation of numbers of links. 

9

 

II. COUNTRY DOM AIN GOV ERNANCE 

Country domain governance (CDG) indicates 
appropriate governance of a country code domain, but 
in this paper, it indicates in particular the domain 
administration policy. The creation of an index is 
required for investigating CDG. We set up what serves 
as a CDG index as in Table 1. By carrying out general 
mining of widely available statistical data and Web 
crawling data gathered in LOP, these indices can be 
shown for the first time. 

The Sixteenth International Symposium on Artificial Life and Robotics 2011 (AROB 16th ’11), 
B-Con Plaza, Beppu,Oita, Japan, January 27-29, 2011

©ISAROB 2011 166



Table 1. CDG Index 
 

Level  Title Index 

Accessible/ 
Affordable 

Accessible  
and  

Relative Price of DNs to Monthly Income/the Global  
average price, Number of DNs (published) per Population/ 

Affordable GDP, Ratio of Servers Located Outside of the jurisdiction 
Linguistic  
Diversity IDN service 

III.  WEB LINK ANALYSIS AND  

OUTDEGREE GROWTH CHART 
On the other hand, for an investigation carried out of 

the usual Web space, outdegree distribution is used. 
Outdegree distribution plots the number of Web pages 
taking each outdegree value on the vertical axis against 
the outdegree value on the horizontal axis. The 
outdegree distribution follows a power law as indicated 
originally by Broder et. al.[7],but in cases where there 
are a lot of automatic Web page creation such as with 
shopping sites, which are coming to form the 
mainstream these days, or CMS, an outdegree 
distribution is shown in the form of a power law with a 
δ function superimposed, because things with particular 
outdegree values are distributed in greater numbers 

(Fukuda, [8]). 
If this property is used, the state of the Web space 

that produced the outdegree distribution can be 
determined simply by looking at the outdegree 
distribution. Namely, if the outdegree distribution looks 
like white noise then the Web space is undeveloped, and 
if it is a power series, the Web space is developing with 
mutual links. However, with the increase in 
automatically created sites, as more in-depth services 
are being provided in the Web space with the formation 
of portal sites, shopping sites and the like, the Web can 
be said to be in the mature stage. 

These kind of properties are ascertained and the 
outdegree distribution is produced for each country code 
top level domain (ccTLD), and the distribution 
indicated for each state of the Web space is the 

Availability of IDN Service in local language,  
Number of Active IDNs 

System 

Secure and  
Trusted 

Security, Stability,
and Resiliency Ratio of DNs whose Registrant is Anonymous, …(other) 

Accessible/ 
Affordable 

Openness of  
Network 

Ratio of the number of total outgoing links to the number 
of Outgoing links to news Media 

Linguistic  
Diversity 

Local  
language use 

Number of Local language pages per population, Ratio of  
total pages to pages written in Local Languages, Linguistic 
Diversity measured by Lieberman Index/Entropy 

Content 

Secure and  
Trusted Trustable content Availability of Dispute Resolution Process, …(other) 
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(e) Type III(b) : beyond maturity 
 
Figure 1. Example of an outdegree maturity diagram. The horizontal axis represents the number of links, 
and the vertical axis the number of pages which have that many links. Black squares represent domestic s
ervers, and white squares the offshore servers. 
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outdegree growth chart. An example is shown in Figure 
1.We have roughly divided them into 5 grades from type 
0 to type III(b). 

 
 

VI. EXAMPLE OF  OBSERVED  
CDG I NDEX 

Next, we show several actually observed Web space 
examples based on the CDG Index. 

 

1. Openness of Network 
Openness of the network is determined by verifying 

whether or not the environment allows users within the 
domain to freely view content outside the domain. Care 

must be taken over the fact that the guarantee of 
openness is roughly divided into (1) access restrictions 
due to censorship, and so on, and (2) social barriers to 
implementation, for example undeveloped infrastructure. 
Case (1) is connected to the restriction of the user’s free 
use of the internet, and case (2) is seen as an 
infrastructure development problem, in advance of 
domain management problems. Whichever the case, 
investigation of the openness of the network can be 
analysed through investigating the number of Web 
pages belonging to the relevant ccTLD, and the link 
structure. 

Several results of this are shown. In Figure 2, the 
number of links to the global news media (GNM) site of 
each ccTLD to which Web pages belong are graphed 
according to the physical location of the Web server on  

which the Web page resides. In producing this data, 
the UbiCrawler[6] that LOP uses was run in December, 
2009 on approximately 2.3×107  Web pages used in 42 
countries across Asia. 

In Figure 2, the average number of links to the GNM 
per server from Web pages on domestic servers on the 
horizontal axis, are plotted against equivalent data for 
offshore servers on the vertical axis. Therefore, the 
point at the top left of chart A indicates that the links to 
the GNM are concentrated on offshore servers, and the 
point at the bottom right of B indicates that the links to 
the GNM are concentrated on domestic hosts. The 4 
countries fj, np, pk, mv illustrate these possibilities for 
A, and the 2 countries lk and my for B. The outdegree 
distribution corresponding to these ccTLDs is also 
shown in Figure 2. 

 

2. Relationship between Indicators 
With the CDG Maturity Index, it is also possible to 

integrate each of the indicators and analyse them. 
An example of this is shown in Figure 3. Figure 3 

indicates the percentage of overseas installation of Web 
servers in each ccTLD and the percentage of non-
official language usage in the regions belonging to the 
ccTLD. This corresponds to visualisation in an identical 
space of the index and indicated “percentage of servers 
located outside of the jurisdiction” in Accessibility and 
Affordable,and the index and indicated “ratio of total 
pages to pages written in local languages” in Local 
Language Use. 

Figure 3 divides the whole region into 4 groups and 
gives each group a meaning. In group A, the domestic 

     
 
Figure 2. Ratio of the number of total outgoing l
inks to the number of Outgoing links to news m
edia and outdegree diagrams. 
 

 
 
Figure 3. Estimated actual usage of ccTLD 
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infrastructure is basically stable, and a country is 
envisaged in which installation of a Web server is also 
possible if desired. For this reason, the ratio for overseas 
installation of Web servers is low, and also, as it is easy 
to make use of the internet in the mother tongue, usage 
of Web pages in the official language or mother tongue 
is common. In group B, although the domestic 
infrastructure is stable, for some reason such as users 
being restricted to overseas or to a minority living in 
that country, usage of Web pages in a language besides 
the official language or mother tongue is common. 
Group C represents cases where the domestic 
infrastructure is too unstable to be able to set up a Web 
server within the country, or where the domain for a 
local server is too expensive to purchase. Even in this 
kind of country, if mobile communication is developed, 
Web pages can be placed on overseas servers, and it is 
conceivable that Web pages in the country’s official 
language or mother tongue could be used. Group D 
represents countries that do not even consider web page 
usage within the country, but want to profit by selling 
domains, or where a minority is able to obtain the 
country’s ccTLD and make use of it. 

Through these considerations, by looking in detail at 
the relationship between indicators, we believe that we 
can more precisely understand the reality of the digital 
divide using the CDG Maturity Index. 

 
 

V. ANA LYSIS T OOL F OR CD G 

Through the analysis carried out so far, by using the 
CDG index, we have shown that we have approached 
more closely the realities of the management policy for 
each ccTLD and the realities of the digital divide. 

However, to gather the data on which these analyses 
are based, appropriate analysis tools are required. 
Accordingly, we have added modules to and carried out 
preparation for the stable operation of the analysis tool 
(iGalaksy) currently developed by Arai et. al. [9]. 
iGalaksy consists mainly of an information input part 
(including crawling data), an information management 
part (CDG Index analysis), and an output part, and in 
one crawl it is possible to gather roughly 107-108 Web 
pages (approximately 10GB of crawling data). If these 
data were, for example, gathered every quarter, the data 
size would be so huge as to require a database with 
special data striping. We have implemented this using 
pgpool-II[10]. 

VI. CONCLUSION 

In this paper, the CDG index is proposed as an 
observation index by which to home in on the reality of 
country domain governance. This allows indexing of the 
the reality of the digital divide in a form that is closer to 
the conditions of use to be undergone, along with 
carrying out data mining by region in a form in which 
the various pieces of Web information obtained from the 
Language Observatory observation results are merged 
with the various statistical data. Several observation 
examples of this have been provided here. In the future, 
we plan to continue observation of Web space based on 
this index. 
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Abstract: The number of tourists to Japan from foreign countries is drastically increased in recent years. However, there 
is a scene where the traveler is made uneasy by differences between the word, the custom and the culture in traveling 
abroad. We are aiming at the construction the horizontal search engine intended for tourism information in the Kyushu 
region as a test case of a special vertical search engine. As the first step for the research, we extracted 312 events from a 
public tourism portal site and compared the ranking of each event in the site with that in the general search engine.  
We confirmed a weak correlation of the ranking. Moreover, we found that the big difference of rankings for the events 
with strong regionality.The number of tourists to Japan from foreign countries is drastically increased in recent years. 
However, there is a scene where the traveler is made uneasy by differences between the word, the custom and the 
culture in traveling abroad. We are aiming at the construction the horizontal search engine intended for tourism 
information in the Kyushu region as a test case of a special vertical search engine. As the first step for these the 
research, we extracted 312 events from a public tourism portal site and compared the ranking of each event in the site 
with that in the general search engine. We analyzed the correlation of the rankings and confirmed a weak correlation. In 
addition, it was also confirmed that there was a large gap for the events with strong regionality. 
 
Keywords: Search engine, information extraction, rank correlation coefficient ,data collection, area tourism 

 

I. INTRODUCTION 

According to the development of the Internet, many 
information came to exist on WWW. By using a 
general search engine, we can get Web pages which 
contain the keywords we send to the search engine as 
query. However, it is not easy to reach the information 
unless we know appropriate keywords. Even if we 
know some of suitable keywords, the target pages, we 
are searching for, might be buried under the major 
pages displayed with higher ranked position of the 
search results. 

One of the reasons of this problem is in that the 
coverage of general search engine is too wide and too 
general for particular purpose.  We are studying the 
search engine focused on specific fields and objects on 
WWW. By limiting the search targets, we can expect to 
realize a search engine excellent in precision and recall 
for the targets.  The present paper focuses on the 
tourism information on WWW, and compares the 
feature of information found in a tourism portal site and 
in a general search engine. 

The number of foreign tourists visiting Japan are 
increasing continuously in recent years. Thanks to the 
simplification of the visa to the well-to-do population 
of China, more and more Chinese tourists are expected 
to come to Japan. However, there are many scenes 
where a traveler feels uneasy by the difference in 

language, in a custom, or in culture. Of course, guide 
books have been used as helpful tools. Information on 
the Internet is much useful and reliable with respect to 
newest and up-to-date tourism information. This paper 
chooses touristic event information in Kyushu area in 
Japan, as the target of the analysis. 

We collected the tourism information from the portal 
site of "Kyushu Tourism Promotion Organization." We 
analyzed the ranking of each event in the portal and the 
ranking of that in the general search engine Google. To 
evaluate the ranking, we used the estimated number of 
Web pages that match the name of the events which we 
send as a query. 

  
 
 
 
 
 
 
 
 
 
 

II. Collection of Tourism Event Information  

The event information on the Kyushu area was 
chosen as tourism information dealt with by this 

 
Fig.1. The information of Welcomekyushu 
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research. We prepare the list of events as follows. 
Firstly, we obtained the 906 information from the "event 
list of Kyushu and Okinawa" in the web site of the 
"Kyushu Tourism Promotion Organization", which we 
refer as "welcomekyushu" in the sequel of the present 
paper. This list contains not only the names of event but 
also the names of food, such as "colander tofu", and the 
names of places, such as "alpine rose park". We 
removed these non-event names and compiled 316 
event names. Some of the events are held every year 
with the name of the year, such as "X festival 2009" and 
"X festival 2010". The list of 312 events was obtained 
by removing these duplication. Some of the list is 
shown in Table 1. 
 
Table 1. 20 Events of Event Name list of Kyushu  

 
Next, in order to compare the amount of information 

which exists in the general Web page on WWW, and the 
amount of information which exists in a tourism special 
site, the number of the search results with the event 
names was obtained. Google was chosen as a general 
search engine and the Kyushu Tourism Promotion 
Organization was chosen as a tourism special site. First, 
each event name was searched with Google and the 

number of the obtained search results was made into the 
amount of information on a general Web page. Next, the 
search range of Google was limited to 
www.welcomekyushu.jp using the "site:" operator. The 
number of the search results obtained from 
welcomekyushu was made into the amount of 
information of a tourism special site. The number of the 
information in a general Web page was from 29 to 
241,000,000 by the event name. by the event name, The 
number of the information on a tourism special site was 
from 2 to 603 similarly. Fig. 2 plotted the number of 
search results in descending order of it.  

III. Analysis by Rank Correlation 

1. Kendall tau rank correlation coefficient 
We compared event information with Kendall tau 

rank correlation coefficient [1].A computational 
procedure consists of four following Steps.The paper 
title text is 15 point bold font in Times New Roman. 

Step 1. The number of measured value is set to n 
about two variables X and Y.That is, there are measured 
values of Xk and Yk (k= 1 .. n). 

Step 2. Ranking is attached to an ascending order at 
Variable X and Variable Y. When there is equal order, 
average of the ranks is given.They are arranged in an 
ascending order about Variable X. 

Step 3. The number of the equal order in Variable X 
and Variable Y is set to nx and ny.The size of equal order 
is set to ti and tj (i=1,2,...,nx; j=1,2,...,ny).Then, Tx and Ty 
can be found as follows. 

 
 
 

Step 4. Number in the case of being Yi < Yj about Yi 

(i=1, ..., n-1) and Yj (j=i+1, i+2, ..., n) is set to Pi. 
Number in the case of being Yi > Yj about Yi and Yj is 
set to Qi. ∑Pi is the number of times whose direction of 
the ranking of two variables corresponds. ∑Qi is the 
number of times whose direction of the ranking of two 
variables corresponds with an opposite direction. At this 
time, a rank correlation coefficient is calculated for by 
the following formula. 

 
 

 

十五夜ソラヨイ, 鏡山スカイスポーツフェステ

ィバル, 串木野浜競馬, 「小城」ホタルの里ウ

ォーク, とす弥生まつり, べっぷ鶴見岳一気登

山大会, 宮崎神宮大祭, 美山窯元祭り, 小倉祗

園太鼓, 四十九所神社「やぶさめ祭り」, 白地

楽, 幸若舞, うすき竹宵, 筑前いいづか雛のま

つり, 牛深ハイヤ祭り, 武雄の荒踊り, 門司み

なと祭, 鹿児島カップ火山めぐりヨットレー

ス, 南大隅町ねじめドラゴンボートフェスティ

バル, 山鹿灯籠浪漫・百華百彩 

 

  
Fig.2.The Number of Search Results of Each Event 
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2. Examination 

To compare the ranking of each event from 312 
events, in the portal site "welcomekyushu" and with that 
in general search engine, we used the estimated number 
of Web pages that contain the name of the event. The 
obtained rank correlation coefficient was 0.20744.  The 
correlation coefficient is not so strong to confirm a clear 
correlation. However, the p-value we obtained is 
4.616*10-8, which is less than the required significance 
level 5% (α= 0.05). Thus, we can reject the null 
hypothesis at the given level of significance. Eventually, 
we see that the correlation is true. 

IV. Events with Ranking Gaps 

In Fig.3, each point represents to an event, where the 
x-axis is the ranking of the event in Google, and the y-
axis is the ranking of the event in welcomekyushu. 

There is a large gap between the ranking by Google 
and by welcomekyushu,when an event is displayed in 
distance from the line A, which represents the strong 
correlation.By analyzing those events, we observed the 
following four facts. 

1)The points in Domain X support the correlation of 
the two rankings.The more points are in X, the higher is 
the correlation coefficient.We can find out weak 
correlation from Fig. 3. 

2) The points in Domain Y have a high ranking in 
Google, and a low ranking in welcomekyushu.The 
names of these events seems to appear anywhere all 
over Japan. "Ohito Kabuki" and "Amazake 
Festival"(Fig.2) are samples of such names.  

3)The points in Domain Z have a low ranking in 
Google, and a high ranking in Welcomekyushu. Those 
events are peculiar to Kyushu area.Many event titles 

contained a name of a place."Hosenji firefly festival" 
and the "Sakurajima enjoying -the-evening-cool tour 
ship" (Fig.3) are samples of these names. 

4)The area Y contains more events than that of 
Z.The region Z displays the regional strength of the site. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
We compared the ranking of the number of the 

search results for each event name, in order to confirm 
the difference between the amount of information in a 
general Web page, and the amount of information of a 
tourism special site. Table 2 shows the list of events 
with high ranking with Google search engine. Table 3 
shows the list of events with high ranking in 
welcomekyushu. From these two tables, we can say that 
regional events are much easier to find by 
welcomekyushu than by Google.  

 

Table 2. 10 Events with High Ranking in Google, Low Ranking in WelcomeKyushu
 
 
 
 
 
 
 
 
 
 
 

 
 

Ranking Rk-Rg* Rg* Rg Rk G K Event 

1 63.79 1.21 5 65 8710000 5 竹ん芸 

2 62.42 4.58 19 67 858000 3 おしろい祭 

3 62.14 3.86 16 66 935000 4 みそ五郎まつり 

4 62.11 2.89 12 65 1240000 5 甘酒まつり 

5 61.38 3.62 15 65 965000 5 鮒市 

6 61.18 4.82 20 66 836000 4 八天神社例大祭 

7 60.87 3.13 13 64 1180000 6 大人歌舞伎 

8 60.35 2.65 11 63 1400000 7 出の山ホタル恋まつり 
9 59.97 6.03 25 66 625000 4 サン・サン・さんわフェスティバル 

10 59.94 5.06 21 65 819000 5 くも合戦 
 
 

 
Fig.3 Ranking of Events 
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Table 3. 10 Events with High Ranking in WelcomeKyushu, Low Ranking in Google 
Ranking Rg*-Rk Rg* Rg Rk G K Event 

303 23.07 32.07 133 9 25700 93 皿山まつり 

304 24.37 44.37 184 20 10200 65 早岐茶市 

305 24.94 55.94 232 31 3970 47 長串山つつじまつり 

306 25.42 29.42 122 4 32700 112 薩摩のひなまつり 

307 27.94 28.94 120 1 36300 603 山鹿温泉祭 

308 32.40 50.40 209 18 6100 67 仙酔峡つつじ祭り 

309 32.71 48.71 202 16 6790 72 筑後吉井おひなさまめぐり 

310 34.30 46.30 192 12 8980 83 宝泉寺ホタル祭り 

311 36.92 42.92 178 6 10900 101 桜島納涼観光船 

312 41.12 51.12 212 10 5950 90 人吉球磨は、ひなまつり 

Each item shown in Table 2 and Table 3 is described as below 
Rg*: normalization ranking of Google search results  Rg: ranking of Google search results 
Rk: ranking of Welcomekyushu search results  G : number of Google search Results 
K : number of Welcomekyushu search results 
 

V. Related Work 
The tourism industry is one of the industries that 

suffered big influence of internet. Sightseeing 
information was unavailable only in a special travel 
agent before. Now, everyone can easily obtain it thanks 
to the internet. We can find sightseeing information on 
Web in (a) tourism portal sites, (b) general web pages, 
and (c) blog sites. 

There are several systems and researches intended for 
each targets. [2] proposes a recommendation and a 
clustering system and shows their effectiveness for 
tourism portals.[6]proposes a natural language interface 
for tourism search engine. [5] analyses the patterns in 
HTML documents that characterize the occurrences of 
NEs(Named Entity), such as the name of the location 
and the name of the touristic events. [3] studies the clue 
words that can be used to extract tourism related NES. 
[4] reports the characteristic keywords that distinguish 
tourism blogs from other general blogs. 
We are aiming at the construction of the vertical search 
engine for tourism information. The difference of the 
characteristic of (a) and (b) was examined in the present 
paper. 

VI. CONCLUSION 
This paper analyzed tourism information available 

on a public tourism portal site that covers 7 prefectures 
in Kyushu area. 312 events were extracted from the site 
and were used to compare the portal site with a general 
search engine. We analyzed the correlation of the 
rankings of each event in the portal site and in the 
general search engine. It turned out that there exists a 
weak correlation between the rankings. It is also 
confirmed that there is a large gap for the events with 
strong regionality, which indicates a characteristic of the 
portal site. One of the lessons we learned is the 
usefulness of the lists of names, such as the names of 

events, locations, shrines and souvenirs. We used 312 
events for comparison of portal and general search 
engine. We extracted them from the lists in the portal 
site. Therefore, the development of the technique of the 
list discovery is an important problem. It is also 
necessary to devise a method to identify the same events 
with different names. As the next step of the research, 
we are considering to analyze other regional portal sites 
to compare with each other. 
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Abstract: Capacity is defined as the power resulting from the specific position in network organizations in this 
paper. Thus, it becomes one of the important issues to measure firm’s capacity. In this paper, we review the relevant 
studies of network organizations, and focus our study on Yokokai, the Mazda’s Keiretsu. We propose a new approach 
to calculate firm’s capacity. The capacity is divided into two categories, take-in capacity and take-out capacity in this 
paper. The relationship between the two capacities is called capacity difference. The relationship between capacity 
difference and corporate performance has been analyzed in order to discover the determinants of corporate performa
nce in network organizations. Therefore, this paper provides a new perspective to find the determinants of the 
successful corporate management. 
 
Keywords: capacity, capacity difference, corporate performance, Keiretsu 
  

I. INTRODUCTION 

As a special type of corporate group, Keiretsu is one 

of the well known organization forms widely today. It is 

an important factor for successful Japanese companies 

because Keiretsu is considered as the sources of the 

Kaizen and technical innovations. Many studies about 

the Keiretsu research have been published recently. In 

this paper, we propose a new structural index, capacity, 

in order to discover the rational relationship between 

capacity and corporate performance. The main 

contributions of this paper are: 1) the new quantitative 

concept of capacity is proposed; 2) the validity of 

capacity is proved; 3) rational relationship between 

capacity and corporate performance is analyzed. 

Therefore, this paper provides a new perspective to find 

the determinants of the corporate performance. 

This paper is organized as follows. In Section 2, we 

briefly review some relevant researches of quantitative 

approaches of Keiretsu. Section 3 introduces the 

capacity model. Section 4 shows the results, and 

discusses the implications of the results. Finally in 

Section 5 we conclude by a summary of this paper. 

 

II. BACKGROUND 

Relationship is one of the important factors in 

structural analysis. Most researchers use strong tie 

and/or weak tie to describe the different strength of the 

relationship.  

However, quantitative approaches are needed to 

discover the determinants of corporate performance. 

Dyer H. J. analyzed the relationship among firms based 

on distances between their locations and the frequency 

of face-to-face communication among engineers in the 

automobile industry [1]. 

High correlation relationship between degree and 

corporate performance has been found [2]. Inter-

organizational relationships in the Keiretsu have been 

analyzed with quantitative analysis tools such as 

CONCOR and other statistical methods [3]. Moreover, 

Fukuoka et al. reported a new finding in relationships 

between firms in the Keiretsu of Nissan from the 

viewpoints of transaction and cross shareholdings [4]. 

Recently T. Ito begins to apply graph theory to network 

organization analysis, and clarifies some characteristics 

such as centrality, size of network [5-7]. Like other 

indices, such as centrality and density, capacity is also 
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one of the important indices of the analysis of the 

corporate performance. To the best of our knowledge 

and investigation, no study has examined capacity from 

an organizational network vantage point; therefore this 

study attempts to shed light on one of the most 

advanced quantitative analysis using data gathered from 

Mazda’s Yokokai Keiretsu. 

 

III. METHOD 

Basically Capacity means power pertaining to, or 

resulting from, the possession of strength, wealth. It 

shows one kind of possible powers of being or of doing. 

In this paper, capacity is defined as the power resulting 

from the specific position in network organizations.  
 

1. Outline of the capacity model 

Generally a graph consists of a set of nodes and a set 

of arcs. Two nodes are connected if a path between 

these two nodes. Path is one of the important concepts 

in graph theory. According to graph theory, a path is a 

sequence of nodes such that the nodes and the arc are 

adjacent. A walk is a sequence of nodes and arcs such 

that the nodes and arcs are adjacent. The difference 

between path and walk is that a path is a walk that does 

not include any node twice, except that it its first node 

might be the same as its last. For digraphs, walks can 

travel arcs only in the direction of the arrows.  

The length of walk is formed by a sequence of the 

number of arcs such that any two successive arcs in the 

sequence share a node. Basically the node’s capacity is 

determined by the length of walk and the number of 

walks.  

Suppose S(r)ij is the summation of the length of 

walks from node pi to pj when the length of the walk 

equals to r.  

 
r

ij AAAArS +⋅⋅⋅+++= 32)(       (1) 

 

A is a normalized adjacent matrix. The reachable 

matrix, denoted by Ar, refers to the fact that node pi can 

reach node pj through the number of steps r. For 

instance, A2 means that node pi can reach node pj 

through 2 steps. The element of matrix A is the number 

of the walks between node pi and pj.  

The strength of the walk should be considered as the 

inverse of the length of the walk. In other words, the 

strength will be weaker if the length of walk is longer. 

Then the value of capacity of nodes can be expressed as 

follows. 

 

 

(2) 

 

 

where 

C ….. capacity from node pi to pj 

A ….. the number of walks in a given graph 

L ….. parameter of the length from node pi to pj 

r ….. length of the walk from node pi to pj 

 

Then the terminal capacity of the row will be 

calculated as follows. 
  

( 3 )
   

When the r equals to infinite, the total capacity of C 

is calculated as follows. 
 

      (4) 

 

The summation 

of row in matrix C means take-out capacity, and the 

summation of column means take-in capacity. 

In real society, the node generally means the 

individual and/or firm, and the arc means the 

relationship. In transaction network, walk can be 

explained as one power to begin transaction with other 

companies. Therefore, the volume of walk could be 

explained as firm’s capacity in network organization. In 

transaction matrix take-out capacity means the capacity 

of firm i that sell its parts to all other firms, and take-in 

capacity means the capacity of firm j that purchases 

parts from all other firms. 

 

2. Data collection 

In order to measure all firms’ capacity in Yokokai, 

transaction data in the Yokokai keiretsu have been 

collected from our interviews and the publications of 

the Japan Auto Parts Industries Association and 

Automotive Parts Publishing Company [8].  

In 2004, 177 parts suppliers are included in Yokokai. 

72 parts suppliers and Mazda have reciprocal 

transactional relationships, and 105 parts suppliers are 

singletons. A singleton is an isolate company whose in-

degree and out-degree are both 0. In Yokokai’s case, 
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singleton means the firm which has no relationship with 

other firms.  

The transactional relationships among the 

companies were identified through graph modeling. A 

tie shows the percentage of the transaction between 

each pair of firms. We collected directed and weighted 

data to measure the capacity of each firm.  

 

IV. RESULTS AND DISCUSSIONS 

 We developed a computer program and calculated the 

capacity of each firm in Yokokai. The result of the 

capacity of transactions is shown in Fig. 1. 

Fig. 1 Yokokai’s capacity in 2004 

 

As mentioned above, the capacity can be divided 

into two categories, take-in capacity and take-out 

capacity. The difference between those two capacities 

means the difference between the purchase capacity and 

sell capacity. It is called capacity difference. The firm 

has unbalanced issue if the absolute value of the 

capacity difference is high.  

In order to discover the rational relationship between 

capacity and corporate performance, we collected the 

data of corporate performance including sales and profit 

from Mazda in fiscal years of 2004 and 2005, and 

calculated correlation coefficient between the capacity 

and corporate performance. Car maker Mazda is 

excluded because this paper focused on the study of 

parts suppliers. The result is shown as Table 1. 

Table 1 shows us that a high correlation between 

capacity difference and corporate performance. 

Therefore, basically it is effective to improve corporate 

performance if the parts supplier to find the way to cut 

down the capacity difference. 

In order to compare with Mazda’s results, we 

collected transactional data from Nissan group. The 

correlation coefficient between capacity difference and 

sales and profit is 0.44 (p=0.01) and 0.39 (p=0.02) 

respectively in 2004, and 0.52 (p=0.00) and 0.49 

(p=0.02) respectively in 2005. Therefore, it is clear that 

certain correlation between capacity difference and 

corporate performance exits. 

 

Table 1 Matrix of correlation coefficient between   

capacity difference and corporate Performance 

2004 2005 

Sales 

1   1 

-   - 

33   37 

Profit 

0.64** 1  0.53** 1

0 -  0.00 -

31 31  31 31

Capacity 
Difference

0.44** 0.88** 1 0.69** 0.42* 1

0.1 0 - 0 0.2 -

33 31 42 37 31 53

 

The scatter diagram between capacity difference and 

sales can be illustrated as Fig. 2. 

Fig. 2 Scatter diagram of capacity difference and sales 

 

The selling power is larger than its purchase power if 

its capacity difference is larger than zero. Therefore, 

these firms have good management skills if the value of 

sales of these firms is high; otherwise the management 

skills of these firms, such as No. 6; Sumino Kogyo Co. 

Ltd., and No. 4; Keylex, should be improved. No. 64 is 

Denso. Its capacity difference is -2.83, but its sales are 

high. It means Denso’s selling power is less than its 

buying power because Denso is one of the main 

subsidiaries in Toyota’s group. Denso purchases parts in 

Mazda’s keiretsu and sells them in Toyota’s group. This 
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is the reason why Denso has negative value of capacity 

difference but high sales. 

The scatter diagram of take-out and sales, take-in and 

sales can be drawn as Fig. 3 and 4 respectively. 

Fig. 3 Scatter diagram of take-out capacity and sales 

 

Fig. 4 Scatter diagram of take-in capacity and sales 

 

In Fig. 3, No. 6 is Sumino Kogyo Co. Ltd., No.8 is 

Japan Climate Systems Corporation, and No. 4 is 

Keylex. They have high value of take-out capacity. It 

means that these firms have strong power to sell their 

parts in Mazda’s keiretsu. But their sales are low. 

Therefore, the selling policy of these firms’ should be 

adjusted.  

In Fig. 4, No. 64 is Denso. Denso has an extremely 

high value of take-in capacity. It means that Denso 

purchases parts in this group, and maintains its good 

corporate performance because Denso has strong 

selling power in its own market. 

V. CONCLUSION AND FUTURE WORKS 

In this paper, the new approach of capacity analysis 

is proposed, and its validity is proved. We discovered 

the rational relationship between capacity and corporate 

performance using the example of Mazda’s Keiretsu. 

However, much more works should be done to build up 

rational relationship with other parts suppliers. For 

instance, two indices are helpful to find the unbalance 

issue in corporate management. One is the difference 

between capacity difference and other corporate 

performance, such as capitals and stock prices, and 

other is the difference between capacity difference and 

centrality. Furthermore, the relationship between 

capacity and density should be done in the near future. 
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Abstract: Centrality is one of the effective indices to measure organizational structure. Freeman once proposed a set of 
centrality indices including degree, closeness, and betweenness. However, Ito discussed the implications of centrality, 
and found that differences exist even when the centrality is same. In this paper, the authors collected the data of 
transactions and cross shareholdings from Mazda’s Keiretsu Yokokai, and calculated the structural importance based on 
the new method, so-called SNW model. Furthermore, the authors discussed the implication based on the results of 
correlation coefficient between the SNW results and corporate performance such as sales and profits. This paper 
provides a new perspective to discover the structural importance of the network organizations.  
 
Keywords: degree, betweenness, closeness, transaction, cross shareholdings, Keiretsu 
  

I. INTRODUCTION 

According to the conventional organization theories, 

corporate organizations can be basically categorized 

into at least three types. The first one is line 

organizations, the second is line-and-staff organizations, 

and the third is functional organizations. Other types 

such as matrix organizations and project-team 

organizations have been developed recently. As a new 

type of successful organizations, Davidow and Malone 

suggested a new idea of virtual organization in the 

beginning of 1900’s [1]. Another typical successful 

organization is considered as the Keiretsu in Japan [2]. 

The authors reviewed the previous research and 

completed a comparative study of the virtual 

organizations and Keiretsu theoretically. The authors 

found many common characteristics between them. One 

is that they both can be defined as a network 

organization with mutual transactions and shared 

information. The common issue in these different 

organizations is how to discover the effective structure. 

Centrality is one of the effective indices to measure 

organizational structure.  

The main contributions of this paper are: 1) the new 

quantitative analysis, so-called SNW model, is 

discussed; 2) centrality index of all firms including in 

Mazda’s group Yokokai are calculated; 3) correlation 

coefficient between the new findings of the results of 

the SNW and corporate performance such as sales and 

profits are analyzed. Therefore, this paper provides a 

new perspective to discover the structural importance of 

the network organization. 

This paper is organized as follows. In Section 2, the 

relevant literature of organizational structure is 

reviewed briefly. In section 3, the authors introduced 

some basic concepts, and explained the SNW model. 

Section 4 shows the measurement results, and discusses 

the implications of the new findings. Finally in Section 

5 we conclude by a summary of this paper. 

 

II. BACKGROUND 

Most of the research of network organizations can 

be characterized by qualitative approach and 

quantitative approach. One of the most important issues 

in this field is to discover what kind of relationship is 

the most effective for corporate management in the IT 

age today. To determine the relationship in the network 

organizations, many different models have been 

developed. A classic but typical method is called 

Freeman model proposed by Freeman in 1979 [3]. It 

includes a set of centrality index to calculate the 

network organizations from the viewpoint of degree, 

closeness and betweenness. Many new measurements 
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have been discovered on the basis of Freeman model 

later. For instance, Tyler et al. proposed a new method 

applying a betweenness algorithm to identify 

community within a network [4]. For calculating the 

relationship of cross shareholdings between firms in the 

Keiretsu of Toyota, as a revised Freeman model, Ito 

introduced directed and valued connection lines into 

Freeman model, and developed new computer program 

to calculate the centrality index using the data of 

Toyota’s Keiretsu. Strong correlation among out-degree, 

betweenness and corporate performance has been found 

[5]. Centrality index is a useful tool for the structure 

analysis of the network organizations. The structure 

analysis could be carried out from many different 

viewpoints, such as position, size in any network 

organizations. It is obvious that importance analysis of 

each firm would be one of the most important steps for 

the structure analysis. 

 

II. METHOD 

Freeman proposed centrality of each node from 

three viewpoints of degree, betweenness and closeness 

[3]. Degree index is calculated as follows. 

 

1 Degree 

Freeman defines a degree of node pk is the number 

of node connect with it directly. Therefore, Freeman 

calculated it with the measurement developed by 

Nieminen [6]. The centrality index of degree of node k 

can be defined in the following way. 

 

 …… (1) 

 

where 

a(pi, pk)=1 if and only if pi and pk connected by a line 

a(pi, pk)=0 otherwise 

 

The number of nodes adjacent to a given node in a 

symmetric network is the degree of that node. For 

asymmetric network the in-degree of a node pk is the 

number of ties received by pk and the out-degree is the 

number of ties initiated from pk. 

 The degree means the proportion of other nodes 

that are adjacent to pk and is viewed as important index 

of its potential communication activity. 

 

2 The SNW analysis 

In order to discuss the implication of the Freeman 

model, following example was given [7]. 

 

 

 

 

 

 

 

 

 

 

 

Figure 1 A 5-Node Network 

 

According to Freeman model, the degree index of 

node 1, 2 and 4 are 2. It is obvious that their structural 

importance is quite different. The degree index of the 

entire network is 0.417. But the degree index of the sub-

network excluded node 1, 2 and 4 are 0.33, 1 and 0.33 

respectively. Node 2 and 3 are more important because 

the degree index of sub-network excluded node 3 is less 

than the degree of the entire network. 

Therefore, a third method called the SNW model is 

proposed in 2005 [7]. The SNW model is expressed as 

follows. 

 

 …… (2) 

 

where 

 

 

 

 

Node k is called strengthening node if the centrality 

index of sub-network excluded node k is less than that 

of the entire network. In this case, ID (pk) is larger than 

zero. The opposite is called weakening node when    

ID (pk) is less than zero. Node k is called neutral node if 

the centrality index excluded sub-network of node k is 

equivalent to that of the entire network. In this case,   

ID (pk) is equivalent to zero.  

 

III. MEASUREMENT 

To avoid conceptual confusions, some important 

concepts of network organization are given as below.  
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1 Keiretsu and network 

The definition of network organization means a 

group of nodes, such as persons or firms, having certain 

relationships among themselves under the condition of 

having common purpose and willingness to participate. 

In accordance with this definition, Keiretsu could be 

interpreted as one kind of network organization in 

management science.  

A graph consists of a set of points and a set of lines 

connecting pairs of point. The point, which composes a 

network, is called node, and the line, which connects 

any two nodes directly, is called an edge in graph theory. 

A graph is a model with an undirected dichotomous 

relation. In other words, a tie is present or absent 

between each pair of nodes. The data consists of valued 

and directed connections in which the strength or 

intensity of each tie is recorded. Therefore, a graph 

could be considered as one specific type of network 

organizations. In network organization, generally the 

firm should be the node, and the edge should be the 

different types of relationships such as transactional 

relationship and friend relationship. 

 

2 Data collection 

Data of transactions and cross shareholdings in the 

Keiretsu of Mazda are collected from the publications 

and investigation by interviews [8].  

The process of data-collection can be expressed as 

follows. 

 

Step1: Determine the boundary of the network;  

Step2: Collect the data of transactions and cross 

shareholdings; basically the data is percent value of the 

transactions or stock holdings between two firms. And 

input the data into a matrix table.  

Step3: Remove singletons in the matrix table.  

 

The data of each cell in the matrix means 

transactional relationship which the firm in column 

accepts auto-components from other suppliers in row of 

the transactions network, or capital relationships which 

the firm in row invests in stocks to other firms in 

column in the network of cross shareholdings.  

The authors removed the singleton in Keiretsu of 

Mazda. Singleton means that the node has no any 

relation with other nodes. They are isolated in the 

network. The total number of the firms which hold 

capital relationship with each other in the network of 

cross shareholdings is 230. It includes 177 parts 

suppliers, 11 carmakers, 42 banks and financial 

institutions. The total number of the firms in the 

network of transactions is 188, including 177 parts 

suppliers and 11 carmakers. 

The numbers of singletons in the networks of 

transactions and cross shareholdings are 99 and 135 

respectively. Therefore, there are 11 car makers and 77 

parts suppliers which have reciprocal transaction 

relationships, 87 companies including Mazda, 51 

suppliers and 35 banks and financial institutions have 

reciprocal capital relationship in Yokokai.  

The network of transactions and cross shareholdings 

of Mazda can be illustrated as Figure 2. 
 

Network of transactions 

   
Network of cross shareholdings 

Figure 2 Network of transactions and Cross 

shareholdings of Mazda in 2004 

 

IV. RESULTS AND DISCUSSIONS 

It is difficult to determine which firm is more 

important in Figure 2. To calculate the importance of 

each firm, two methods mentioned above are applied in 

this paper. 
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The results of the first method can be expressed in 

Table 1. 

 

Table1 Selected part of degree of each firm in Yokokai 

 

In Table 1, (T) and (C) means transaction and cross 

share holding respectively. Generally the firm which has 

high value of out-degree and in-degree of cross 

shareholdings, and the firm which has high value of out-

degree and in-degree of transactions is an important 

hypothesis in the network organization. 

In order to identify the rational relationship between 

degree and corporate performance, the authors 

calculated the correlation coefficient among degree and 

sales, profits. It can be illustrated as Figure 3. 

 

Figure 3 Correlation coefficients between degree and 

corporate performance 

 

In Figure 3, r1 and r2 means correlation coefficient 

between profits and in-degree (T), profit and out-degree 

(C) respectively. And r3 and r4 is correlation coefficient 

between sales and in-degree (T) and sales and out-

degree (C) respectively. All of them are significant. 

Basically the suppliers which have high value of out-

degree (C) have strong control power for other suppliers. 

And the suppliers which have high value of in-degree 

(T) should have specific skills of production and 

manufacturing. From this result, higher degree, stronger 

sales and profit is hold. Unfortunately, not only the 

value of all correlation coefficients between corporate 

performance and degree out-degree (T) and in-degree 

(C) are very low, but also they are not significant. 

Therefore, the authors calculated the structural 

importance using the SNW model. The results are 

shown in Table 2. 

The authors calculated the correlation coefficient 

between the SNW and sales, profits. Not only the value 

of the results between the SNW and sales are very low, 

but also all of them are not significant. The results of the 

SNW and profit can be illustrated as Figure 4. 

In Figure 4, r5 and r6 means correlation coefficient 

between out-degree (T) of the SNW and profit, and 

between in-degree (C) and profit respectively. All of 

them are significant. High value of out-degree means 

strong selling power. Therefore, stronger selling power, 

more profit is hold. The suppliers which accept 

investment higher should be considered as they are 

under control of the investment companies. Therefore, 

the prices of the orders comes from investment 

companies may be very low. This is the considerable 

reason to explain why correlation coefficient of r6 is 

negative. 

 

 

No out-degree(T) in-degree(T) out-degree（C) in-degree（C)
1 0 0 3 0
2 0 0 9.4 0
3 0 0 5.4 0
4 0 0 2.6 0
5 0 0 3.5 0
6 0 0 1.9 0
7 0 0 1.9 0
8 0 0 6.2 0
9 0 0 23.7 0

10 0 0 24.8 0
11 0 0 13.2 0
12 0 0 6.9 0
13 0 0 3.1 0
14 0 0 10.8 0
15 0 0 3.8 0
16 0 0 8 0
17 0 0 4.4 0
18 0 0 3.4 0
19 0 0 4.8 0
20 0 0 17.9 0
21 0 0 13.7 0
22 0 0 6.8 0
23 0 0 12.5 0
24 0 0 16 0
25 0 0 16.5 0
26 0 0 13 0
27 0 0 46.1 0
28 0 0 59.4 0
29 0 0 7.4 0
30 0 0 31.5 0
31 0 0 19.5 0
32 0 0 40.7 0
33 0 0 86.4 0
34 0 0 107.1 0
35 0 0 52.4 0
36 0 901.13 143.3 0
37 66 0 0 0
38 70 0 0 0
39 90.6 0 0 35
40 66.8 0 0 75
41 89 0 0 0
42 48.9 0 0 0
43 92 2 0 66.6
44 0 2 0 0
45 84 0 0 0
46 76.5 0 0 0
47 40 0 0 0
48 81.3 0 0 0
49 0 4.9 0 0
50 66.6 0 0 31.3
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Table 2 Structural importance of each firm in Yokokai 

based on the SNW analysis 

 

IV. CONCLUSION AND FUTURE WORKS 

The authors calculated the degree, one of the 

centrality indices, and the structural importance using 

the SNW model. In order to identify the determinants of 

corporate performance, correlation coefficients between 

degree and sales and between degree and profit, 

between the results of the SNW and sales and profit 

have been measured. Degree and the SNW are both very 

effective. And it is shown that these two methods are 

practical for the empirical study in this paper.  

Needless to say, some problems are still left. For 

instance, the data collected is only one fiscal year in this 

Figure 4 Correlation coefficients between the SNW and 

Profit 

 

paper. Much more data are required for further analysis. 

Correlation coefficient between sales and the results of 

the SNW model is also needed to be analyzed more. 

Moreover, the SNW is only applied into degree, more 

analysis applying into other centrality indices such as 

closeness and between need to be done in the near 

future. 
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No Out-degree(T) In-degree(T) Out-degree（C)In-degree（C)

Criterion=0.54 Criterion=9.85 Criterion=2.99 Criterion=0.87

1 - - W W
2 - - W W
3 - - W W
4 - - W W
5 - - W W
6 - - W W
7 - - W W
8 - - W W
9 - - W W

10 - - W W
11 - - W W
12 - - W W
13 - - W W
14 - - W W
15 - - W W
16 - - W W
17 - - W W
18 - - W W
19 - - W W
20 - - W W
21 - - W W
22 - - W W
23 - - W W
24 - - W W
25 - - W W
26 - - W W
27 - - W W
28 - - W W
29 - - W S
30 - - W W
31 - - W W
32 - - W W
33 - - W W
34 - - W W
35 - - W W
36 W S W W
37 W S - -
38 W S - -
39 W S W W
40 W S W W
41 W S - -
42 W W - -
43 W S W W
44 S W - -
45 W W - -
46 W S - -
47 W S - -
48 W W - -
49 S W - -
50 W W S W
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A centrality analysis between transactions and cross shareholdings in
Mazda’s Keiretsu

I. INTRODUCTION

II. METHOD

E. Niki1, R. Takida1, T Ito1, R. Mehta2, L. P. NG3, and M. Sakamoto4

: Firm’s relationship is one of the important issues in the field of corporate management. The authors review
network literature related with the automotive industry, and focus their study on the firm’s relationship in the Keiretsu
of Mazda, Yokokai, in this paper. The authors collected the data of transactions, cross shareholdings, and sales from all
firms in Yokokai, and calculated the centrality index based on graph theory in order to discover the rational
relationship between transactions and sales m and between cross shareholdings and sales. Generally centrality
index are calculated based upon degree, betweenness and closeness indicators. Certa in correl atio n between
transactions and sales, and between cross shareholdings and sales have been found. Implications of these findings
are discussed. This paper provides a new perspective to find the determinants of the successful corporate management.

: degree, betweenness, closeness, transaction, cross shareholdings, the Keiretsu

Firm’s relationship is one of the important issues in
the field of corporate management. The Keiretsu, as one
special type of group companies is known broadly today.
One of the Keiretsu’s characteristics is cross
shareholdings. The purpose of cross shareholdings can
be expressed as follows [1].
The first is to secure long-term strong stockholders

for stabilization of corporate governance under the
regulation of financial policy. The second is to acquire
the latent profits of stock-holding brought by rising of
stock prices as a buffer to stabilize corporate
performance. And the third is to realize the high
productivity by attempting stabilization of the so-called
reciprocal business transactions.
However, only a few empirical studies to prove the

correlations between transactions and cross
shareholdings have been reported until now [2, 3]. And
further research is required in this area to improve
corporate management relationships and priorities.
Therefore, it is necessary to measure the quantitative
relationships among the firms, and verify the correlation
between transactions and cross shareholdings. This

research focuses on the firm’s relationship in the
keiretsu of Mazda.
The main contributions of this paper are: 1) To

uncover the correlation between transactions and sales,
and between cross shareholdings and sales, measures of
graph theory such as centrality index, including degree
and betweenness are measured using computer software
called Ucinet. 2) Certain correlation between
transactions and cross shareholdings, and between
transactions and sales has been found. All of these new
findings have been discussed.
This paper is organized as follows. In Section 2, we

introduce some basic concepts and explain the centrality
model including degree, closeness and betweenness.
Section 3 shows the measurement results, and discusses
the implications of the new findings. Finally in Section
4 we conclude by a summary of this paper.

A graph consists of a set of points and a set of lines
connecting pairs of point. The point, which composes a
network, is called node, and the line, which connects
any two nodes directly, is called an edge in graph theory.

1 Dept. of Business Administration, Ube National College of Technology, Yamaguchi, Japan
(Tel : 81-836-35-7115; Fax : 81-836-35-7115)

(niki@ube-k.ac.jp, ito@ube-k.ac.jp)
2 School of Management, New Jersey Institute of Technology, USA

(Tel :1-973-596-6419; Fax :1-973-596-3074)
(Mehta@njit.edu)

3 Hoecheong Industries (Holding) Co., Ltd, China
(Tel :86-595-2208-5151; Fax :86-595-2208-5188)

(hcgroup@hoecheong.com)
4 Dept. of Computer Science and Systems Engineering, University of Miyazaki, Japan

(Tel : 81-985-58-7392; Fax : 81-985-58-7392)
(sakamoto@cs.miyazaki-u.ac.jp)

Abstract

Keywords

The Sixteenth International Symposium on Artificial Life and Robotics 2011 (AROB 16th ’11), 
B-Con Plaza, Beppu,Oita, Japan, January 27-29, 2011

©ISAROB 2011 183



The shortest path linking a given pair of nodes is called
geodesic. A graph is a model with an undirected
dichotomous relation. In other words, a tie is present or
absent between each pair of nodes. The data consists of
valued and directed relationship in which the strength or
intensity of each tie is recorded. The authors collected
directed and valued data to compute the centrality of
each firm.

Freeman proposed centrality of each node from
three viewpoints of degree, betweenness and closeness
[4].

Freeman defines a degree of node pk is the number
of node connect with it directly. Therefore, Freeman
calculated it using the measurement developed by
Nieminen [5]. The centrality index of degree of node k
can be defined in the following way.

…… (1)
where
a(pi, pk)=1 if and only if pi and pk connected by a line
a(pi, pk)=0 otherwise

The number of nodes adjacent to a given node in a
symmetric network is the degree of that actor. For
asymmetric network the in-degree of a node pk is the
number of ties received by pk and the out-degree is the
number of ties initiated from pk.

The degree means the proportion of other nodes
that are adjacent to pk and is viewed as important index
of its potential communication activity.

The index of betweenness is calculated as a
probability that node pk falls on a randomly selected
geodesic linking pi and pj. Freeman defines the
centrality index of betweenness of node k as follows [6].

…… (2)

where
? ?

gij(pk): The number of geodesics linking pi and pj that
contains pk
gij: The geodesics linking pi and pj

Betweenness is useful as an index of the potential
of the node for control of communication, and it is also
useful as an index of network structure.

The third is an index of closeness that is a distance
from pk to all other node linking with pk directly or
indirectly. It expresses the distance conditions from a
node pk to other nodes in a network. Closeness index
may be useful when measures based upon independence
or efficiency is desired.
Closeness index is excluded because all nodes in the

networks of transactions and cross shareholdings are not
connected with each other. Therefore the distance
among firms is infinite. It could not be calculated
technically.

Data of transactions and cross shareholdings in the
Keiretsu of Mazda has been collected from the
publications and investigation by interviews [8].
The process of data-collection can be expressed as

follows.
Step 1: Determine the boundary of the network;
Step 2: Collect the data of transactions and cross
shareholdings. Basically the data is a percent value of
the transactions or stock holdings between two firms.
And input the data into a matrix table.
Step 3: Remove singletons in the matrix table.
The data of each cell in the matrix means

transactional relationship which the firm in column
accepts auto-components from other suppliers in row of
the network of transactions, or capital relationships
which the firm in row invests in stocks to other firms in
column of the network of cross shareholdings.
The total number of the firms which hold capital

relationship with each other in the network of cross
shareholdings is 230. It includes 177 firms, 42 financial
institutions, and 11 carmakers. The total number of the
firms in the network of transactions is 188, including
177 firms and 11 carmakers.
Part of them is isolated in the network. It means that

these companies have no any relation with other
companies. They are called singletons. All of the
singletons are removed from the networks of
transactions and cross shareholdings because no
essential difference exists between the entire network
and the entire network excluded singletons. The
network of transactions and cross shareholdings of
Mazda can be illustrated as Figure 1.
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Figure 1 Network of transactions (upper) and cross
shareholdings (lower) of Mazda in 2004

In Figure 1, a dot represents a company and an edge
means a relation of transactions or cross shareholdings.
89 companies and 95 companies are included in the
networks of transactions and cross shareholdings
respectively.

The authors calculated the centrality including
degree and betweenness of each firm in the networks of
transactions and cross shareholdings of Mazda. The top
ten of each centrality index in 2004 are summarized in
Table1.
It means the volume of the firm’s purchasing power

is big if the value of in-degree is high. If the value of
out-degree is high, it means the firm has strong selling
power in its network. And if the firm has high value of
betweenness, it means the firm purchases and sells its
parts simultaneously.
In Table 1, only Hitachi has high values of in-degree,

out-degree, and betweenness. It means Hitachi plays an
important role in Yokokai because it has extremely
power of centrality.
The second finding is that part of the firms such as

Denso and Calsonic Kansei Corp. are included in in-
degree and betweenness both. It means that certain
correlation between in-degree and betweenness exists in
the transaction network.

Table 1 Top ten of the centrality index in the
transactions network of Mazda in 2004

(1) Top ten of in-degree

(2) Top Ten of Out-degree

(3) Top Ten of Betweenness

The third finding is that part of the firms are selling
their parts in the network of transactions because the top
ten firms in the group of in-degree is quite different with
the top ten firms in the group of out-degree.
In order to discover the relationship mentioned

above, the relationship between in-degree, out-degree,
betweenness and sales is required. The results are
shown in Table 2.
Form Table 2, we can get three new findings as

follows.
The first is that the correlation coefficient between

out-degree and in-degree is -0.499 (p=0.01). It means
the more the firms sell, the less the firms purchase. In
other words, it means most of the parts sold out in the
network are produced out of this group. The second is
that certain correlation between transactions and cross

III. MEASUREMENT AND ANALYSIS
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Table 1 The correlation coefficient of centrality between network of transaction and cross shareholdings#

# C means cross shareholdings network and T means transactions network. These data means correlation
ratio/probability/number of sample. **p<0.01 (two-sided); *p<0.05 (two-sided)

shareholdings among out-degree, in-degree and
betweenness are significant. Especially the correlation
coefficient between out-degree (C) and in-degree (T)
reach 0.723(p=0.01). It means the more investment on
other suppliers the stronger purchasing power they have.
And from the fact that correlation coefficient between
in-degree (C) and out-degree (T), we can say the more
investment the firms accept the stronger selling power
the firms hold. The third is that almost of the centrality
indices have strong impacts on sales, one of the
important indices of corporate performance.
One of the interest issues is that the correlation

coefficient between out-degree (T) and sales, between
in-degree (C) and sales are not significant. The main
reason is considered as most of the parts are not
purchased by the firms in Mazda’s group.

The authors calculated the centrality of network
index of Yokokai, and find strong correlation between
transactions and cross shareholdings. To discover the
effective network structure, more research such as
capacity analysis and comparative research of different
networks such as Toyota and Honda are required in the
near future.

This research was partially
supported by the Ministry of Education, Culture, Sports,
Science, and Technology, Grant-in-Aid for Exploratory
Research, 21510171, 2009.
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Bottom-Up Pyramid Cellular Acceptors with Four-Dimensional Layers
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Ryoju Katamune2, Hiroshi Furutani2,Michio Kono2,Satoshi Ikeda2,and Tsunehiro Yoshinaga3
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Abstract

In 1967, M.Blum and C.Hewitt first proposed two-
dimentional automata as a computaional model of
two-dimentional pattern processing. Since then, many
researchers in this field have been investigating many
properties of two- or three-dimentional automata. In
1997, C.R.Dyer and A.Rosenfeld introduced an ac-
ceptor on a two-dimensional pattern (or tape), called
the pyramid cellular acceptor, and demonstrated that
many useful recognition tasks are executed by pyra-
mid cellular acceptors in time proportional to the log-
arithm of the diameter of the input. They also in-
troduced a bottom-up pyramid cellular acceptor which
is a restricted version of the pyramid cellular accep-
tor, and proposed some interesting open problems
about bottom-up pyramid cellular acceptors. On
the other hand, we think that the study of four-
dimensional automata has been meaningful as the
computational model of four-dimensional infomation
processing such as computer animation, moving pic-
ture processing, and so forth[9]. In this paper,we in-
vestigate about bottom-up pyramid cellular accptors
with four-dimensional layers, and show their some ac-
cepting powers.

Key Words : cellular automaton, diameter, finite au-
tomaton, four-dimension, pattern recognition.

1 Introduction

M.Blum and C.Hewitt first proposed two-
dimensional automata as a computational model
of two-dimensional pattern processing, and investi-
gated their pattern recognition abilities [1]. Since
then, many researchers in this field have been in-
vestigating a lot of properties about automata on
a two- or three-dimensional tape. In [2], C.R.Dyer
and A.Rosenfeld introduced an acceptor on a two-
dimensional pattern (or tape), called the pyramid
cellular acceptor, and demonstrated that many useful
recognition tasks are executed by the pyramid cellular
acceptors in time proportional to logarithm of the
diameter of the input. They also introduced a
bottom-up pyramid cellular acceptor, which is a re-
stricted version of the pyramid cellular acceptor, and
proposed some interesting open problems about it.

On the other hand, the question of whether processing
four-dimensional digital patterns is much difficult
than two- or three-dimensional ones is of great in-
terest from the theoretical and practical standpoints.
Thus, the study of four-dimensional automata as
the computasional model of four-dimensional pattern
processing has been meaningful. From this point of
view, we are interested in four-dimensional automata.

In this paper, we study about bottom-up pyra-
mid cellular acceptors with four-dimensional layers,
and deal with the following problems (which is one of
the open problems) : Does the class of sets accepted
by deterministic bottom-up pyramid cellular acceptors
with four-dimensional layers include the class of sets
accepted by deterministic four-dimensional finite au-
tomata [3-7]? This paper shows that the class of sets
accepted by four-dimensional finite automata is incom-
parable with the class of sets accepted by deterministic
bottom-up pyramid cellular acceptors which operate
in time of order lower than the diameter of the input.

2 Definition

Let Σ be a finite set of symbols. A three-
dimensional tape over Σ is a four-dimensional rect-
angular array of elements of Σ. The set of all the four-
dimensional tapes over Σ is denoted by Σ(4). Given
a tape x ∈ Σ(4), for each j (1 ≤ j ≤ 4), we let lj(x)
be the length of x along the jth axis. The set of all
x ∈ Σ(4) with l1(x) = n1, l2(x) = n2, l3(x) = n3, and
l4(x) = n4 is denoted by Σ(n1,n2,n3,n4). When 1 ≤ ij
≤ lj(x) for each j (1 ≤ j ≤ 4), let x (i1, i2, i3, i4),
denote the symbol in x with coordinates (i1, i2, i3, i4).
Furthermore, we define x [(i1, i2, i3, i4), (i1’, i2’, i3’,
i4’)], when i ≤ ij ≤ ij ’ ≤ lj(x) for each integer j (1 ≤
j ≤ 4), as the four-dimensional input tape y satisfying
the following (i) and (ii) : (i) for each j (1 ≤ j ≤ 4),
lj(y) = ij ’ - ij + 1; (ii) for each r1, r2, r3 ,r4(1 ≤ r1 ≤
l1(y), 1 ≤ r2 ≤ l2(y), 1 ≤ r3 ≤ l3(y),1 ≤ r4 ≤ l4(y)),
y (r1, r2, r3, r4) = x (r1 + i1 - 1, r2 + i2 - 1, r3 + i3
- 1, r4 + i4 - 1).

For each x ∈ Σ(n1,n2,n3,n4) and for each 1 ≤ i1 ≤
n1, 1 ≤ i2 ≤ n2, 1 ≤ i3 ≤ n3, 1 ≤ i4 ≤ n4, x[(i1, 1,
1, i4), (i1, n2, n3, i4)], x[(1, i2, 1, i4), (n1, i2, n3, i4)],
x[(1, 1, i3, i4), (n1, n2, i3, i4)], x[(i1, 1, i3, i4), (i1, n2,
i3, i4)], and x[(1, i2, i3, i4), (n1, i2, i3, i4)] are called
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the i1th (2-3) plane of each x, the i2th (1-3) plane of
each x, the i3th (1-2) plane of each x, the i1th row on
the i3th (1-2) plane of each x, and the i2th column on
the i3th (1-2) plane of each x.

We next give some basic concepts about bottom-up
pyramid cellular acceptors with four-dimensional lay-
ers [7]. A bottom-up pyramid cellular acceptor with
four-dimensional layers (3-UPCA) is a pyramidal
stack of four-dimensional arrays of cells in which the
bottom four-dimensional layer has size 2n × 2n × 2n

× 2n (n ≥ 0), the next lowest 2n−1 × 2n−1 × 2n−1

× 2n−1 , and so forth, the (n + 1)st four-dimensional
layer consisting of a single cell, called the root. Each
cell is defined as an identical finite-state machine, M
= (QN , QT , δ, A), where QN is a nonempty, finite
set of states, QT ⊆ QN is a finite set of input states,
A ⊆ QN is the set of accepting states, and δ : Q17

N

→ QN is the state transition function, mapping the
current states of M and its sixteen son cells in a 2
× 2 × 2 × 2 block on the four-dimensional layer be-
low into M ’s next state. Let c be some cell on the
(i + 1)st four-dimensional layer, and let c (UNWP ),
c (UNWF ), c (USWP ), c (USWF ), c (USEP ), c
(USEF ), c (UNEP ), c (UNEF ), c (DNWP ), c
(DNWF ), c (DSWP ), c (DSWF ), c (DSEP ), c
(DSEF ), c (DNEP ), and c (DNEF ) be sixteen son
cells (on the ith four-dimensional layer) of c, where
c(UNWF ) is c’s upper northwest son in the most fu-
ture direction, c (DNWP ) is c’s lower northwest son
in the most past direction, etc. For example, if the co-
ordinates of c on the (i + 1)st layer is (1, 1, 1, 1) ((2n,
2n, 2n, 2n)), the coordinates of sixteen son cells of c
on the ith layer c (UNWP ), c (UNWF ) ,c (USWP ),
c (USWF ), c (USEP ), c (USEF ), c (UNEP ), c
(UNEF ), c (DNWP ), c (DNWF ), c (DSWP ), c
(DSWF ), c (DSEP ), c (DSEF ), c (DNEP ), and c
(DNEF ) are (1, 1, 1, 1), (1, 1, 1, 2), (1, 2, 1, 1), (1,
2, 1, 2), (1, 2, 2, 1), (1, 2, 2, 2), (1, 1, 2, 1), (1, 1, 2,
2), (2, 1, 1, 1), (2, 1, 1, 2), (2, 2, 1, 1), (2, 2, 1, 2), (2,
2, 2, 1), (2, 2, 2, 2), (2, 1, 2, 1), (2, 1, 2, 2), ((2n −
1, 2n − 1, 2n − 1, 2n − 1), (2n − 1, 2n − 1, 2n − 1,
2n), (2n − 1, 2n, 2n − 1, 2n − 1), (2n − 1, 2n, 2n −
1, 2n), (2n − 1, 2n, 2n, 2n − 1), (2n − 1, 2n, 2n, 2n),
(2n − 1, 2n − 1, 2n, 2n − 1), (2n − 1, 2n − 1, 2n, 2n),
(2n, 2n − 1, 2n − 1, 2n − 1), (2n, 2n − 1, 2n − 1, 2n),
(2n, 2n, 2n − 1, 2n − 1), (2n, 2n, 2n − 1, 2n), (2n, 2n,
2n, 2n − 1), (2n, 2n, 2n, 2n), (2n, 2n − 1, 2n, 2n −
1), (2n, 2n − 1, 2n, 2n)),respectively. Then qc (t+ 1)
= δ (qc(t), qc(UNWP ) (t), qc(UNWF ) (t), qc(USWP ) (t),
qc(USWF ) (t), qc(USEP ) (t), qc(USEF ) (t), qc(UNEP ) (t),
qc(UNEF ) (t), qc(DNWP ) (t), qc(DNWF ) (t), qc(DSWP )

(t), qc(DSWF ) (t), qc(DSEP ) (t), qc(DSEF ) (t), qc(DNEP )

(t)), qc(DNEF ) (t)), where for example qc(t) means the
state of c at time t. At time t = 0, the input tape

x ∈ Q
(4)
T [l1(x) = l2(x) = l3(x) = l4(x) = 2n, n ≥

0] is stored as the initial states of the bottom four-
dimensional layer, henceforth called the base, in such a

way that x (i1, i2, i3, i4) is stored at the cell of the i1th
row and the i2th column on the i3th plane of the i4th
four-dimentional rectangular array, and the other cells
are initialized to a quiescent state qs (∈QN−QT−A).
As usual, we let δ (qs, qs, qs, qs, qs, qs, qs, qs, qs, qs, qs,
qs, qs, qs, qs, qs, qs) = qs. The input is accepted if and
only if the root cell ever enters an accepting state. This
4-UPCA is called deterministic. A nondeterministic
bottom-up pyramid cellular acceptor is defined as a 4-
UPCA using δ : Q17

N → 2QN instead of the state tran-
sition function of the deterministic 4-UPCA. Below,
we denote a deterministic 4-UPCA by 4-DUPCA,
and a nondeterministic 4-UPCA by 4-NUPCA. A
4-DUPCA (or 4-NUPCA) operates in time T (n) if
for every four-dimensional tape of size 2n × 2n × 2n

× 2n (n ≥ 0) it accepts the four-dimensional tape,
then there is an accepting computation which uses
no more than time T (n). By 4-DUPCA (T (n)) [4-
NUPCA(T (n))] we denote a T (n) time-bounded 4-
DUPCA [4-NUPCA] which operates in time T (n).

We next introduce a four-dimensional finite au-
tomaton [8]. A four-dimensional finite automaton
(4-FA) is a foure-dimensional Turing machine with no
workspace. A 4-FA M has a read-only four-dimens-
ional tape with boundary symbols #’s, finite control,
and an input head. The input head can move in eight
direction − east, west, south, north, up, down, future,
or past − unless it falls off the input tape. Formally,
M is defined by the 5-tuple M = (K, Σ ∪ {#}, δ,
q0, F ), where K is a finite set of states, Σ is a finite
set of input symbols, # is the boundary symbol (not
in Σ), δ : K × (Σ ∪ {#}) → 2K×{E,W,S,N,U,D,F,P,H}

is the state transition function, where E, W , S, N ,
U , D, F , P , and H represent the move directions of
the input head − east, west, south, north, up, down,
future, past, and no move, respectively, q0 ∈ K is
the intial state, and F ⊆ K is the set of accepting
states. The action of M is similar to that of the one-
dimensional (or two-dimensional) finite automaton [4],
except that the input head of M can move in eight di-
rections. That is, when an input tape x ∈ Σ(4) with
boundary symbols is presented to M , M starts in its
initial state q0 with the input head on x (1, 1, 1, 1),
and determines the next state of the finite control and
the move direction of the input head, depending on
the present state of the finite control and the symbol
read by the input head. We say that M accepts the
tape x if it eventually enters an accepting state. We
denote a deterministic 4-FA [nondeterministic 4-FA]
by 4-DFA [4-NFA].

We let each sidelength of each input tape of three
automata, throughout this paper, be equivalent. We
denote the set of all four-dimensional tapes accepted
by M by T (M). Define £ [4-DUPCA] = [T | T (M)
is accepted by some 4-DUPCA M}. £ [4-NUPCA],
£ [4-DFA], etc. are defined similarly.

Finally, we give definition of diameter. Given a
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subset S of a tape x ∈ Σ(4), we can define its extent
in a given direction θ as the length of its projection
on a plane in that direction. Here the length of a
projection is the distance between its farthest apart
nonzero values. Thus the extent of S is the distance
between a pair of parallel planes perpendicular to θ
that just bracket S. The diameter of S is defined as
its extent in any direction.

3 Results

In this section, we show that the class of sets ac-
cepted by 4-DFA’s is imcomparable with the class of
sets accepted by 4-DUPCA’s which operate in time of
order lower than the diameter of the input. It has often
been noticed that we can easily get several properties
of four-dimensional automata by directly applying the
results of one- or two-dimensional case, if each side-
length of each four-dimentional imput tape of these
automata is not equivalent. So we let each sidelength
of each input tape, throughout this paper, be equiva-
lent in order to increase the theoretical interest.

Lemma 3.1. Let T1 = { x ∈ { 0,1 }(4) | ∃ n ( n ≥
1) [`1(x) = `2(x) = `3(x) = `4(x) = 2n] and x (2n−1,
2n−1, 2n−1, 2n−1) = 1 }. Then,
(1) T1(x) /∈ £ [4-DFA], and
(2) T1(x) ∈ £ [4-DUPCA(n)].

Proof : The Proof of (1) is similar to that of The-
orem 3 in [7]. On the other hand, by using the same
technique as in the proof of Lemma 1 in [6], we can get
Part (2) of the lemma. �

Lemma 3.2. Let T2 = {x ∈ {0, 1}(4) | ∃n (n ≥ 1)
[`1(x) = `2(x) = `3(x) = `2(x) = 2n] and x [(1, 1, 1, 1),
(2n, 2n, 2n, 1)] = x [(1, 1, 1, 2n), (2n, 2n, 2n, 2n)] }. Let
T (n) be a time function such that limn→∞ [T (n)/22n]
= 0. Then,
(1) T2 ∈ £[4-DFA],and
(2) T2 /∈ £[4-DUPCA(T (n))].

Proof : It is obvious that there is a 4-DFA accepting
T2, and so (1) of the lemma holds. Below, we prove (2).
Suppose that there is a 4-DUPCA B which accepts T2

and operates in time T (n), and that each cell of B has
k states. For each n ≥ 2, let
W (n) = {x ∈ {0, 1}(4)|`1(x) = `2(x) = `3(x) =

`4(x) = 2n}, and

W ′(n) = {x ∈ {0, 1}(4)|`1(x) = `2(x) = `3(x) = `4(x)

= 2n−1

& x[(1, 1, 1, 1), (2n−1, 2n−1, , 2n−1, 1)] ∈ {0, 1}(4)

& x[(1, 1, 1, 2), (2n−1, 2n−1, 2n−1, 2n−1)] ∈ {0}(4)}.

We consider the cases when the tapes in W (n)
are presented to B. Let c be the cell which is sit-
uated at the first row, the first column, the first
plane, and the first three-dimensional rectangular
array in the nth layer (i.e., the layer just below
the root cell). (Note that there are eight cells in
the nth layer.) For each x in W (n) such that
x[(1, 1, 1, 1), (2n−1, 2n−1, 2n−1, 2n−1)] ∈ W ′(n), and
for each r ≥ 1, let qr(x) be the state of c at time r
when x is presented to B. Then the following proposi-
tion must hold.

Proposition 3.1. Let x, y be two different tapes in
W (n) such that both
x[(1, 1, 1, 1), (2n−1, 2n−1, 2n−1, 2n−1)]and
y[(1, 1, 1, 1), (2n−1, 2n−1, 2n−1, 2n−1)]are in W ′(n) and
x4[(1, 1, 1, 1), (2n−1, 2n−1, 2n−1, 2n−1)]

6= y[(1, 1, 1, 1), (2n−1, 2n−1, 2n−1, 2n−1)].
Then, (q1(x), q2(x), . . . , qT (n)(x))

= (q1(y), q2(y), . . . , qT (n)(y)).

[Proof : For suppose that (q1(x), q2(x), . . . , qT (n)(x))
= (q1(y), q2(y), . . . , qT (n)(y)). We consider two tapes
z, z′ in W (n) such that

(i) z [(1,1,1,1), (2n−1, 2n−1, 2n−1, 2n−1)]
= x [(1,1,1,1), (2n−1, 2n−1, 2n−1, 2n−1)]

and
z′ [(1,1,1,1), (2n−1, 2n−1, 2n−1, 2n−1)]

= y [(1,1,1,1), (2n−1, 2n−1, 2n−1, 2n−1)],

(ii) the part of z except for z [(1, 1, 1, 1), (2n−1, 2n−1,
2n−1, 2n−1)] is identical with the part z′ except
for z′[(1, 1, 1, 1), (2n−1, 2n−1, 2n−1, 2n−1)],

and

(iii) z[(1, 1, 1, 1), (2n, 2n, 2n, 1)]
= z[(1, 1, 1, 2n), (2n, 2n, 2n, 2n)].

By assumption, the root cell of B enters the same
states until time T (n), for the tapes z and z′. Since B
operate in time T (n) and z is in T2, it follows that z

′ is
also accepted by B. This contradicts the fact that z′ is
not in T2. �]

Let t(n) be the number of different sequences of
states which c enters until time T (n). Clearly, t(n) ≤
kT (n). On the other hand (for any set S, let |S| de-
note the number of elements of S.), |W ′(n)| = 22

3(n−1)

.
Since limn→∞ T (n)/22n = 0 (by assumption of the
lemma), it follows that |W ′(n)| > t(n) for lange n.
Therefore, it follows that for large n there must exist
two different tapes x, y in W (n) such that

(i) both x[(1, 1, 1, 1), (2n−1, 2n−1, 2n−1, 2n−1)]
and y[(1, 1, 1, 1), (2n−1, 2n−1, 2n−1, 2n−1)]
and in W’(n),

(ii) x[(1, 1, 1, 1), (2n−1, 2n−1, 2n−1, 2n−1)]
6= y[(1, 1, 1, 1), (2n−1, 2n−1, 2n−1, 2n−1)], and
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(iii) (q1(x), q2(x), . . . , qT (n)(x))
= (q1(y), q2(y), . . . , qT (n)(y)).

This contradicts the above Proposition 3.1, and
thus the Part (2) of the lemma holds. �

From Lemmas 3.1 and 3.2, we can get the following
theorem.

Theorem 3.1. Let T (n) be a time function such that
limn→∞ [T (n)/22n] = 0 and T (n) ≥ n(n ≥ 1). Then
£ [4-DFA] is imcomparable with £ [4-DUPCA(T (n))].

Corollary 3.1. £[4-DFA] is incomparable with £ [4-
DUPCA(n)], which is the class of sets accepted by 4-
DUPCA’s operating in real time.

Corollary 3.2. £ [4-DFA] is incomparable with £[4-
NUPCA(n)].

4 Conclusion

In this paper, we investigated the accepting pow-
ers of bottom-up pyramid cellular acceptors with four-
dimensional layers, and showed that the class of sets
accepted by 4-DFA’s is incomparable with the class
of sets accepted by 4-DUPCA’s which operate in time
of order lower than the diameter of the input. It is
still inknown whether the class of sets accepted by
4-DUPCA’s includes the class of sets accepted by 4-
DFA’s.
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Abstract
M.Blum and C.Hewitt first proposed two-dimensional

automata as a computational model of two-dimensional
pattern processing, and investigated their pattern recogni-
tion abilities in 1967. Since then, a lot of researchers in
this field have been investigating many properties about au-
tomata on a two- or three-dimensional tape. On the other
hand, the question of whether processing four-dimensional
digital patterns is much more difficult than two- or three-
dimensional ones is of great interest from the theoreti-
cal and practical standpoints. Thus, the study of four-
dimensional automata as a computasional model of four-
dimensional pattern processing has been meaningful. This
paper introduces a cooperating system of four-dimensional
finite automata as one model of four-dimensional au-
tomata. A cooperating system of four-dimensional finite
automata consists of a finite number of four-dimensional
finite automata and a four-dimensional input tape where
these finite automata work independently (in parallel).
Those finite automata whose input heads scan the same cell
of the input tape can communicate with each other, that
is, every finite automaton is allowed to know the internal
states of other finite automata on the same cell it is scanning
at the moment. In this paper, we mainly investigate several
accepting powers of a cooperating system of seven-way
four-dimensional finite automata. The seven-way four-
dimensional finite automaton is a four-dimensional finite
automaton whose input head can move east, west, south,
north, up, down, or in the future ,but not in the past on a
four-dimensional input tape.
Key Words: computational complexity, cooperating sys-
tem, finite automaton, four-dimension, multihead.

1 Introduction
A cooperating system of four-dimensional finite au-

tomata (CS-4-FA) [2-4,8] consists of a finite number of
four-dimensional finite automata and a four-dimensional
input tape where these finite automata work independently
(in parallel). Those finite automata whose input heads scan
the same cell of the input tape can communicate with each
other, that is, every finite automaton is allowed to know the
internal states of other finite automata on the same cell it is
scanning at the moment.

In this paper, we propose a cooperating system of seven-

way four-dimensional finite automata (CS-SV4-FA) which
is a restricted version of CS-4-FA’s, and mainly investi-
gate its several properties as four-dimensional language ac-
ceptors. The seven-way four-dimensional finite automa-
ton [7] is a four-dimensional finite automaton [1] whose
input head can move east, west, south, north, up, down,
or in the future, but not in the past. The paper has six
sections in addition to this Introduction. Section 2 con-
tains some definitions and notions. Section 3 investigates
a relationship between seven-way four-dimensional sim-
ple multihead finite automata (SV4-SPMHFA’s) and CS-
SV4-FA’s. It is shown that SV4-SPMHFA’s and CS-SV4-
FA’s are equivalent in accepting power if each sidelength
of each four-dimensional input tape of these automata is
equivalent. Section 4 investigates the difference between
the accepting powers of CS-SV4-FA’s and CS-4-FA’s, and
shows that CS-SV4-FA’s are less powerful than CS-4-FA’s.
Section 5 investigates the difference between the accept-
ing powers of deterministic and nondeterministic CS-SV4-
FA’s, and shows that deterministic CS-SV4-FA’s are less
powerful than nondeterministic CS-SV4-FA’s. Section 6
concludes by giving some open problems. In this paper,
we let each sidelength of each input tape of these automata
be equivalent in order to increase the theoretical interest.

2 Preliminaries
Definition 2.1. Let

∑
be a finite set of symbols. Afour-

dimensional tapeover
∑

is a four-dimensional rectangular
array of elements of

∑
. The set of all four-dimensional

tapes over
∑

is denoted by
∑

(4). Given a tapex ∈
∑

(4),
for each integerj(1 ≤ j ≤ 4), we let lj(x) be the length

of x along thejth axis. The set of allx ∈
∑(4) with

l1(x) = n1, l2(x) = n2, l3(x) = n3, andl4(x) = n4 is
denoted by

∑(n1,n2,n3,n4). When1 ≤ ij ≤ lj(x) for each
j(1 ≤ j ≤ 4), let x(i1, i2, i3, i4) denote the symbol inx
with coordinates(i1, i2, i3, i4). Furthermore, we define

x[(i1, i2, i3, i4), (i
′
1, i

′
2, i

′
3, i

′
4)],

when1 ≤ ij ≤ i′j ≤ lj(x) for each integerj(1 ≤ j ≤ 4),
as the four-dimensional input tapey satisfying the follwing
conditions:

(i) for eachj(1 ≤ j ≤ 4), lj(y) = i′j − ij + 1;
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(ii) for eachr1, r2, r3, r4(1 ≤ r1 ≤ l1(y), 1 ≤ r2 ≤ l2(y),
1 ≤ r3 ≤ l3(y), 1 ≤ r4 ≤ l4(y)), y(r1, r2, r3, r4)
= x(r1+ i1− 1, r2+ i2− 1, r3+ i3− 1, r4+ i4− 1).

(We call x[(i1, i2, i3, i4), (i
′
1, i

′
2, i

′
3, i

′
4)] the

[(i1, i2, i3, i4), (i
′
1, i

′
2, i

′
3, i

′
4)]-segmentof x.)

We recall aseven-way four-dimensional simple k-head
finite automaton(SV4-SPk-HFA)[5,6]. An SV4-SPk-HFA
M is a finite automaton withk read-only input heads op-
erating on a four-dimensional input tape surrounded by
boundary symbols♯’s. The only one head(called the ‘read-
ing’ head) ofM is capable of distinguishing the symbols
in the input alphabet, and the other heads(called‘counting’
heads) ofM can only detect whether they are on the bound-
ary symbols or a symbol in the input alphabet. When an in-
put tapex is a presented toM , M determines the next state
of the finite control, the next move direction (east, west,
south, north, up, down, future, past or no move) of each
input head, depending on the present state of the finite con-
torol, the symbol read by the reading head, and on whether
or not the symbol read by each counting head is bound-
ary symbol. We say thatM acceptsx if M , when started
in its initial state with all its input heads onx(1, 1, 1, 1),
eventually halts in an accepting state with all its heads on
the bottom boundary symbols ofx. As usual, we define
nondeterministic and dterministic SV4-SPk-HFA’s.

A seven-way four-dimensional sensing simple k-head fi-
nite automaton(SV4-SNSPk-HFA) is the same device as
a SV4-SPk-HFA except that the former can detect coinci-
dence of the input heads.

We denote a deterministic(nondeterministic) SV4-SPk-
HFA by SV4-SPk-HDFA(SV4-SPk-HNFA), and denote
a deterministic (nondeterministic)SV4-SNSPk-HFA by
SV4-SNSPk-HDFA(SV4-SNSPk-HNFA).

We now give formal definition of acooperating system
of k four-dimensional deterministic finite automata(CS-4-
DFA(k)) as an acceptor.

Definition 2.2. A CS-4-DFA(k) is a k-tupleM = (FA1,
FA2, . . . , FAk), k ≥ 1, such that for each1 ≤ i ≤ k,

FAi = (
∑

, Qi, Xi, δi, q0i, Fi, ϕ, ♯),

where

1.
∑

is a finite set ofinput symbols.

2. Qi is a finite set ofstates.

3. Xi = (Q1 ∪ {ϕ}) × · · · × (Qi−1 ∪ {ϕ}) × (Qi+1 ∪
{ϕ})× · · · × (Qk ∪ {ϕ}), where ‘ϕ’ is a special state
not in (Q1 ∪Q2 ∪ · · · ∪Qk).

4. δi : (
∑
∪{♯})×Xi×Qi → Qi×east(= (0,+1, 0, 0))

,west(= (0,−1, 0, 0)),south(= (+1,0, 0, 0)),north
(= (−1, 0, 0, 0)),up(= (0,0,−1, 0)),down(= (0, 0,
+1, 0)),future(= (0,0, 0,+1),past(= (0,0, 0,−1
)),no move(= (0, 0, 0, 0))is the next move function,
where ‘♯’ is theboundary symbolnot in

∑
.

5. q0i ∈ Qi is theinitial stateof FAi.

6. Fi ⊆ Qi is the set ofaccepting statesof FAi.

Every automaton ofM independently (in parallel)
works step by step on the same four-dimensional tapex
over

∑
surrounded by boundary symbols♯’s. Each step

is assumed to require exactly one time for its completion.
For eachi(1 ≤ i ≤ k), let qi be the state of FAi at time
‘t’. Then each FAi, enters the next state ‘pi’ at time ‘t+1’
according to the function

δi(x(α, β, γ, ρ), (q
′
1, . . . , q

′
i−1, q

′
i+1, . . . , q

′
k), qi) =

(pi, (d1, d2, d3, d4)),

wherex(α, β, γ, ρ) is the symbol read by the input head of
FAi at time ‘t’ and for eachj ∈ {1, . . . , i−1, i+1, . . . , k},

q′j =


qj ∈ Qj if the input heads of FAi and FAj ,

are on the same input position at
the moment ‘t’;

ϕ otherwise,

and moves 1st input head tox(α+d1, β+d2, γ+d3, ρ+d4)
at time ‘t+1’. We assume that the input head of FAi never
falls off the tape beyond boundary symbols.

When an input tapex ∈
∑(4) is presented toM , we say

thatM acceptsthe tapex if each automaton ofM , when
started in its initial state with its input head onx(1, 1, 1, 1),
eventually enters an accepting state with its input head on
one of the bottom boundary symbols.

We next introduce acooperating system of k seven-way
four-dimensional deteministic finite automata(CS-SV4-
DFA(k)), with which we are mainly concerned in this pa-
per.

Definition 2.3. A CS-SV4-DFA(k) is a CS-4-DFA(k) M
= (FA1, FA2,. . . , FAk) such that the input head of each FAi

can only move east, west, south, north, up, down, or in the
future, but not in the past.

To give the formal definition of acooperating
system of k four-dimensional nondeterministic finite
automata (CS-4-NFA(k)) and a cooperating system of
k seven-way four-dimensional nondeterministic finite
automata(CS-SV4-NFA(k)) is left to the reader. For
each X ∈ {SV4-SPk-HDFA,SV4-SPk-HNFA,SV4-
SNSPk-HDFA,SV4-SNSPk-HNFA,CS-4-DFA(k),CS-4-
NFA(k),CS-SV4-DFA(k),CS-SV4-NFA(k)}, by Xc we
denote anX which each sidelength of each input tape is
equivalent; byL[X](L([Xc]) we denote the class of sets
of input tapes accepted byX ’s(Xc’s). We will focuse our
attention on the acceptors which each sidelength of each
input tape is equivalent.
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3 Relationshipbetween
SV4-SPMHFA’s and CS-SV4-FA’s

In this section, we establish a relation between the ac-
cepting powers of seven-way four-dimensional simple mul-
tihead finite automata and cooperating systems of seven-
way four-dimensional finite sutomata over input tapes
which each sidelength is equivalent. This result will be
used in the latter sections.

Lemma 3.1.For anyk ≥ 1 andX ∈ {N,D},

L[SV4-SNSPk-HXFAc]⊆L[CS-SV4-XFA(2k)c]

Proof. Let M be an SV4-SNSPk-HFAc. We will con-
struct a CS-SV4-XFA(2k)c M ′ to simulateM . M ′ acts
as follws:

1. M ′ simulates the moves of the reading head ofM and
all the east, west, south, north up, or down moves of
counting heads ofM by using its(k + 1) finite au-
tomata.

2. M ′ simulates all the moves in the future direction of
counting heads ofM by making the down moves of
input heads of its other(k − 1) finite automata.

3. During the simulation, ifM moves its reading head
in the future direction, thenM ′ makes all of input
heads of finite automata ofM ′ move in the future di-
rection so that all the automata ofM ′ can keep their
input heads on the same three-dimensional rectangu-
lar array and can communicate with each other in that
three-dimensional rectangular array.

It is easy to see thatM ′ can simulateM . □

Lemma 3.2.For anyk ≥ 1 and anyX ∈ {N,D},

L[CS-SV4-XFA(k)c]⊆L[SV4-SNSP(2k2 − k + 1)-
HXFAc].

Proof. LetM = (FA1,FA2,. . . ,FAk)be a CS-SV4-XFA(k)c.
We will construct an SV4-SNSP(2k2− k+1)-HXFAc M ′

to simulateM . LetR denote the reading head ofM ′, and
h1, h2, . . . , h2k2−k denote the2k2 − k counting heads of
M ′. M ′ acts as follws:

1. M ′ stores the internal states of FA1,FA2,. . . ,FAk in its
finite contorol.

2. For each three-dimensional rectangular array of the
input tape:

(a) M ′ simulates the east, west, south, north, up, or
down moves of input heads of FA1,FA2,. . . ,FAk

by usingR andh1, h2, . . . , hk.

(b) M ′ stores in its finite control the internal state
of each FAi, 1 ≤ i ≤ k, when the input head
of FAi leaves the three-dimensional rectangular
array and the order, (d1, d2, . . . , dk), in which

the input heads of FA1, FA2, . . . , FAk leave the
plane subsequently (i.e., FAd1 firstly moves its
input head in the future direction from the three-
dimensional rectangular array. FAd2 secondly
moves its input head in the future direction from
the three-dimensional rectangular array, and so
on.), andM ′ keeps the position where the input
head of each FAi, 1 ≤ i ≤ k, leaves the three-
dimensional rectangular array by the positions
of h1, h2, . . . , hk.

(c) Furthermore, for eachi(1 ≤ i ≤ k − 1), the
interval between the times at which FAdi and
FAdi+1 move their input heads in the future
direction from the three-dimensional rectangu-
lar array is stored by a counter withO(n6k)
space bound, which can be realized by using
h(2i−1)k−1, h(2i−1)k−2, . . . , h(2i−1)k, wheren
is the number of rows (or columns or planes or
three-dimensional rectangular array) of the input
tape.

Note thatM works inO(n6k) time, that is, if an input
tape withn rows (or columns or planes) is accepted byM ,
then it can be accepted byM in O(n6k) time. Thus, it is
easy to verify thatM ′ can simulateM . □

From [5],it follows that∪1≤k<∞L[SV4-SPk-HXFAc]
= ∪1≤k<∞L[SV4-SNSPk-HXFAc] for anyX ∈ {N,D}.
Combining this result with Lemmas 3.1 and 3.2, we have
the follwing thorem.

Theorem 3.1. ∪1≤k<∞L[SV4-SPk-HXFAc]
= ∪1≤k<∞L[CS-SV4-XFA(k)c] for anyX ∈ {N,D}.

Corollary 3.1. For anyk ≥ 1, there is noCS-SV4-NFA(k)
that accepts the set of connected patterns.

Remark 3.1. It is easy to see that for eachk ≤ 1,
(1)four-dimensional sensing simplek head finite automata
[5] are simulated by cooperating systems of(k + 1) four-
dimensional finite automata, and (2) cooperating systems
of k four-dimensional finite automata are simulated by
four-dimensional sensing simple(k + 1) head finite au-
tomata.

Remark 3.2. It is shown in [9] that (one-dimensional) one-
way simple multihead finite automata snd cooperating sys-
tems of (one-dimensional) one-way deterministic finite au-
tomata are incomparable in accepting power. From this
fact, it follows that SV4-SPMHFA’s and CS-SV4-DFA’s
are incomparable in accepting power if the input tapes are
restricted to thosex such thatl4(x) > l1(x) = l2(x) =
l3(x). We can also show that SV4-SPMHFA’s are more
powerful than CS-SV4-DFA’s if the input tapes are re-
stricted to thosex such thatl4(x) < l1(x) = l2(x) =
l3(x).
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4 Seven-way versus Eight-Way
In this section, we investigate the difference between the

accepting powers of CS-4-DFA(k)c’s [CS-4-NFA(k)c’s]
and CS-SV4-DFA(k)c’s [CS-SV4-NFA(k)c’s].

Theorem 4.1. For each X ∈ {N,D}, L [CS-4-
DFA(1)c]− ∪1≤k<∞ L[CS-SV4-XFA(k)c] ̸= ∅.

Proof. LetT1 = {x ∈ {0, 1}(4)|(∃m ≥ 2)[l1(x) = l2(x)
= l3(x) = l4(x) = m & x[(1, 1, 1, 1), (m,m,m, 1)] =
x[(1, 1, 1, 2), (m,m,m, 2)]]}. Clearly, T1 ∈ L[CS-4-
DFA(1)c]. From [5], it is easy to see thatT1 is not in
∪1≤k<∞L[SV4-SPk-HNFAc]. From this fact and Theo-
rem 3.1, the theorem follows. □

From Theorem 4.1, we can get the following corollary.

Corollary 4.1. For each k ≥ 1 and X ∈
{N,D}, (1)L[CS-SV4-XFA(k)c]⊊ L[CS-4-XFA(k)c],
and (2) ∪1≤k<∞L[CS-SV4-XFA(k)c] ⊊ ∪1≤k<∞L[CS-
4-XFA(k)c].

5 Nondeterminism versus Determin-
ism

In this section, we investigate the difference between
the accpting powers of CS-SV4-NFA(k)c’s and CS-SV4-
DFA(k)c’s.

Theorem 4.2. L[CS-SV4-NFA(1)c] − ∪1≤k<∞ L[CS-
SV4-DFA(k)c] ̸= ∅.

Proof. Let T2 = {x ∈ {0, 1}(4)|(∃m ≥ 2)[l1(x) =
l2(x) = l3(x) = l4(x) = m]&∃i,∃j(1 ≤ i ≤ m, 1 ≤
j ≤ m, 1 ≤ k ≤ m)[x(i, j, k, 1) = x(i, j, k, 2) = 1] .
Clearly,T2 ∈ [CS-SV4-NFA(1)c]. From [5], it is easy to
see thatT2 is not in∪1≤k<∞L[SV4-SPk-HDFAc]. From
this fact and Theorem 3.1, the theorem follows. □

From Theorem 4.2, we get the following corollary.

Corollary 4.2. For each k ≥ 1, (1)L[CS-
SV4-DFA(k)c] ⊊ L[CS-SV4-NFA(k)c], and (2)
∪1≤k<∞L[CS-SV4-DFA(k)c] ⊊ ∪1≤k<∞L[CS-SV4-
NFA(k)c].

6 Conclusion
We conclude this paper by giving several open problems

except the open problem stated in the previous section.
In this paper, we introduced a cooperating system of four-
dimensional finite automata, and investigated several basic
accepting powers. We conclude this paper by giving an
open problem as follows.

For eachk ≥ 2,

L[CS-4-DFA(k)c] ⊊ L[CS-4-NFA(k)c] ?
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Abstract:  Previously, we have formulated the structural change detection method in time series as an Optimal 
Stopping Problem with an action cost, using the concept of DP (Dynamic Programming). Then we have proved a 
theorem that the solution satisfies an inequality. In this paper, we verify the solution by numerical computation and 
gives the extension of the method by clarifying the notions of estimated structural change point and detection time 
point that the structure has changed so far. 
 
Keywords: time series, structural change, optimal stopping problem 

 

I. INTRODUCTION 

  For ongoing time series analysis, three stages are 
considered: prediction model construction, structural 
change detection (and/or disparity detection between the 
model and observing data), and renewal of prediction 
model. Especially in the second stage, it is important to 
detect the change point as quickly and also correctly as 
possible, in order to renew the accurate prediction 
model as soon as possible after the detection.  

As the structural change detection, or change point 
detection (CPD), some methods have been proposed 
[1]-[4]. The standard well known method is Chow Test 
that is used in econometrics [2]. It does a statistical test 
by setting the hypothesis that the change has occurred at 
time t for all of data obtained so far. 

Previously, we have formulated the structural 
change detection method in time series as an Optimal 
Stopping Problem with an action cost, using the concept 
of DP (Dynamic Programming) [5],[6]. Moreover, we 
have shown a theorem [6]. This paper presents the 
verification of the theorem and shows the extension.  

 

II. OPTIMAL STOPPING DP METHOD  

1. Formulation ([5],[6]) 
According to the previously presented description 

([5],[6]), we formulate the DP method for the change 
point detection problem (CPD), using an evaluation 
function that sums up the cost involved by prediction 
error and action cost to be taken after the change 
detection. 

For example, a prediction expression is given in the 
following equation as a function of time t, where yt, 1β , 

0β , ε  mean the function value, two constant 
coefficients, and error term, respectively.  

εββ ++⋅= 01 tyt                        (1) 
The error term ε  is given as a random variable of 

the normal distribution of variance and average of 0, 
i.e., 

2σ
ε ~N(0, ). For a time series data based on the 

equation (1), we think of two situations: one is the 
situation that the observed data goes out from the 
tolerance zone that means missing the range of 

2σ

σ2± from the predicted value. And, another is the 
situation that the observed data goes in the zone. We call 
the former situation “failing” (or “Out”) and the latter 
“hitting” (or “In”). We assume that the structure changes 
when the failing occurs for continuing N times. 

The evaluation function is given by (2) as the sum of 
two kinds of cost: the damage caused by the failing (i.e., 
failing loss) and action cost to be taken after the change 
detection. 

Total_cost=cost(A)+cost(n)                (2) 
where cost(n) is the sum of the loss by continuing n 

times failing before the structural change detection, and 
cost(A) denotes the cost involved by the action after the 
change detection. Then we have to find the number of N 
that minimizes the expectation value of Total_cost, 
assuming that the structural change occurs randomly. 

2. Structural change model ([5],[6]) 
We can assume that the structural change is Poisson 

occurrence of average λ, and that, once the change has 
occurred during the observing period, the structure does 
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not go back to the previous one. The reason why we set 
such a model is that we focus on the detection of the 
first structural change in the sequential processing (or 
sequential test). The concept of the structural change 
model is shown in Fig. 1.  

 
 
 
 
 
 
 
 
 
 

Fig.1. Structural change model. 
 
Moreover, we introduce a more detailed model. Let 

R be the probability of the failing when the structure is 
unchanged. Let Rc be the probability of the failing when 
the structure change occurred. We consider that Rc is 
greater than R, i.e., Rc>R. The detailed model for the 
State Ec and E are illustrated as similar probabilistic 
finite state automatons in Fig.2 and Fig.3, respectively. 

 
 
 
 
 
 
 
 

Fig.2. Internal model of the State E. 
 
 
 
 
 
 
 
 

Fig.3. Internal model of the State Ec. 
 

3. Definition ([5],[6]) 
Let the cost(n) be as a linear function for n, 

where is the loss caused by the failing in one time. 
And for simplicity, let T and A denote the Total_cost and 

cost (A), respectively. Then, the evaluation function in 
(2) is denoted as the following equation (3). 

na ⋅
a

 
       naAT ⋅+=                           (3) 

We recursively define a function  to obtain 
the optimum number of times n that minimizes the 
expectation value of the evaluation function of Equation 
(3), using the concept of DP (Dynamic Programming). 
Let N be the optimum number. Let the function 

 be the expectation value of the evaluation 
function at the time when the failing has occurred in 
continuing n times, where n is less than or equal to N, 
i.e., 

),( NnET

),( NnEC

Nn≤≤0 . 

λ 
1.01-λ 

Ec  

Thus the function is recursively defined as follows. 
 

(if n = N ) NaANnET ・+=),(              (4) 

 (if n < N ) naSSPNnET n
n ・・)|(),( 1+=  

),())|(( NnETSSP n
n 11 1 +−+ +      (5) 

 
where Sn means the state of failing in continuing n times, 

1+nS  the state of hitting at the (n+1) th observed data, 
and )|( n

n SSP 1+  means the conditional probability 
that the state 1+nS  occurs after the state Sn. 

The first term in the right-hand side (RHS) of the 
equation (4) indicates the expectation value of the 
evaluation function at the time when hitting happens at 
the (n+1)th data after the continuing n times failing. The 
second term in the RHS of the equation (5) indicates the 
expectation value of the evaluation function for the time 
when failing happens at the (n+1)th data after 
continuing n times failing. 

Then, from the definition of the function , 
the goal is to find the N that minimizes , 
because the N is the same as n that minimizes the 
expectation value of the evaluation function of (4).   

),( NnET
),( NET 0

4. Minimization of the evaluation function 
The analytical solution N that minimizes 

can be deduced. The strict proof needs many 
pages, then we show numerical solution. 

),( NEC 0

The function  is defined by recursive 
expressions (4) and (5), then  can be 
computed by recursively. In the process of this 
computation, 

),( NET 0
),( NET 0

)|( n
n SSP 1+  can be calculated as follows. 

Let be the event that the structural change 
occurs once during the period of observation in 
continuing n times. Let  be the conditional 

probability that the happens under the condition 

cnE

)|( n
cn SEP

cnE

out in 

1-Rc  

1-Rc

Rc 

Rc

Ec 

E 

 Ec : State that the structural change occurred. 
 E : State that the structure is unchanged. 
λ: Probability of the structural change occurrence. 
       (Poisson Process.) 

 

out in  

1-R R  

R 

E 

1-R 
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that failing has already occurred for continuing n times. 
Based on the model in Fig.1-3,  

 
)|()())|()(()|( n

cnc
n

cn
n

n SEPRSEPRSSP −+−−=+ 1111  
            (6) 

Subsequently, we show the Lemma 1 and Lemma 2. 
Lemma 1: Let be the event that the structural 

change occurs once during the period of observation in 
continuing n times. Let  be the 
conditional probability that the  happens under 
the condition that failing (“Out”) occurs in continuing n 
times. is an increase function for n.  

cnE

)|( n
cn SEP
cnE

)|( n
cn SEP

 
Proof: Let E be the event that there is no structural 

change. According to the Bayes’ theorem, we have 

)()|()()|(
)()|()|(

EPESPEPESP
EPESPSEP n
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where  
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The D(n) is also expressed as follows.   
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where 
cR

R
)(1X  λ－= . 

Since , 10 <λ≤ 110 ≤λ−< , and , then 
0<X<1. So, the D(n) becomes a monotonous decrease 
for n. Therefore, the probability  is a 
monotonous increase function. This means that, if the 
number of the failing times n increases, the probability 
that the structural change has occurred increases. This 
meets our intuition clearly. 

RRc >

)|( n
cn SEP

Lemma 2: The conditional probability )|( n
n SSP 1+ is a 

decrease function for n.  

Proof: Notice the equation (6). 
)|()())|()(()|( n

cnc
n

cn
n

n SEPRSEPRSSP −+−−=+ 1111
  The first term in the RHS of (6) shows the probability 
that the hitting (“In”) occurs for the (n+1)-th time 
observed data when the structure is unchanged. The 
second term shows the probability that the hitting 
occurs for the (n+1)-th time observed data when the 
structure changed.  

From the equation (6), we have 

))(|()|( c
n

cn
n

n RRSEPRSSP −+−=+ 11    (9) 
 
By the aforementioned Lemma 1,  is 

an increase function, and , therefore, 
)|( n

cn SEP
cRR <

)|( n
n SSP 1+ is a decrease function for n.  

Remark: Lemma 2 indicates that, if the number of 
times of continuous failing increases, the probability of 
the fitting for the next observed data after those 
continuous failing decreases. This is intuitively clear, 
because, by Lemma 1, the probability of the structural 
change increases if the number of times of the 
continuous failing increases. ∑

∑
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By using the above Lemma 1 and 2, and the 
reduction to absurdity, the following theorem holds [6], 
that gives the n that minimizes the expectation value 
ET(0,N).  

Theorem [6].   
The N that minimizes ET(0,N) is given as the largest 

number  n that satisfies the following Inequality (10). 
)|()( 1−+< n

n SSPaAa ・                 (10) 
where the number N+1 can also be the optimum one 

that minimizes ET(0,N), i.e., ET(0,N) = ET(0,N+1), 
only if 

 
 

III. VERIFICATION AND EXTENSION 

1. Verification of the Theorem by numerical 
computation

By numerical computation, we evaluate the ET(0,N) 
and the Inequality(10) under the same conditions. Fig.4 
(a) shows that the relation between the expectation 
ET(0,N) and N, and Fig.4(b) shows the value 

)|()( N
N SSPaAa 1++− ・ . We can easily verify that the 

number 3 minimize ET(0,N), and at the same time, is 
the largest number satisfying Inequality (10). Fig.5 also 
shows that the relation between the expectation ET(0,N) 
and N by varying the A/a and fixed λ. It implies that as 

=

)|()( N
N SSPaAa 1++= ・
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the action cost A is greater, the N that minimizes 
ET(0,N) becomes greater. 

ET (0,N)  

2. Extension of the change point notion 
λ=0.001 Rc=0.95, R=0.05 
●: A/a=18, ○: A/a=15,  
▲: A/a=10, △: A/a=3  

We separate the notion of CPD into two that one is 
the time point when the change has been detected so far 
at the observing time and another is the estimated 
change point just the time when the change has occurred.  

Then we define that, if the aforementioned detected 
change point is tc, then estimated change point exits 
within a section [tc-N, tc]. We have also verified by 
experimentation for ongoing real time series data, that 
the extended definition works very well. 

 

IV. CONCLUSION 

  We have verified and shown by numerical 
computation, that the Theorem surely holds. And we 
also have proposed the extended notion of change point 
detection. We consider that the optimal stopping DP 
method and the extension will be promising. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
Fig.4. Evaluation of the expectation ET(0,N)   and

 Inequality  )|()( 1−+< n
n SSPaAa ・  appeared in the

 Theorem [6]. 
 

 
 
 
 
 
 

 
 
 
 
 
 
 
 

 

Fig.5. Relation between the expectation ET(0,N) and N 
with Rc and λ fixed and varying A/a(18, 15, 10, 3). 
Optimal N is 4,3,3,2, respectively, depending the order 
of the above ratio of A/a.  
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Abstract: Previously, we have proposed the application of sequential probability ratio test (SPRT) to the structural 
change detection of ongoing time series data. Moreover, we have also proposed the extended method of SPRT (ESPRT). 
In this paper, we show experimental results by the Extended SPRT (ESPRT) and Chow Test when applying to time 
series data that are generated by a multiple regression model in the case where one explanatory variation is periodic 
function (sine function). And we clarify the effectiveness of the ESPRT, in the sense of ability of early and correct 
change detection and computational complexity.  
  
Keywords: Time series, multiple linear regression, ESPRT (Extended Sequential Probability Ratio Test), Chow Test 

 
 

I. INTRODUCTION 

Generally, we have three stages in predicting 
ongoing time series data ([1], [2]). First, we have to find 
a prediction model that adequately represents the 
characteristics of the early time series data. Second, we 
have to detect the structural change of the time series 
data, as quickly and correctly as possible, when the 
estimated prediction model does not meet the data any 
more ([3],[4]). Third, we have to reconstruct the next 
prediction model as soon as possible after the change 
detection.  

For the second problem, we have already proposed 
an application of SPRT (sequential probability ratio test) 
that has been mainly used in the field of quality control 
[5], [6]. And we have presented the experimental results 
in comparison with Chow Test that is well-known 
standard method for such structural change detection of 
time series data ([6], [7]).  

However, the experimentation has been done using 
single regression model and has shown that the SPRT is 
more effective than Chow Test. Since multiple 
regression models are more generally used for time 
series data analysis than single regression one, we have   
examined by experimentation if the SPRT surpasses 
Chow Test as well for the case of multiple regression 
model data [8]. Moreover in the literature [8], we have 
shown the extended SPRT (ESPRT) aiming at more 
accurate estimation of the change point. 

II. ESPRT AND CHOW TEST 

1. SPRT ([8]) 
The sequential probability ratio test (SPRT) is used 

for testing a null hypothesis H0 (e.g. the quality is under 
pre-specified limit 1%) against hypothesis H1 (e.g. the 
quality is over pre-specified limit 1%). And it is defined 
as follows: 

Let Z1, Z2, …Zi be respectively observed time series 
data at each stage of successive events, the probability 
ratio iλ  is computed as follows. 

 

)H|()H|()H|(
)H|()H|()H|(

0i0201

1i1211
iλ ZPZPZP

ZPZPZP
⋅⋅⋅⋅
⋅⋅⋅⋅

=   (1) 

 
where P(Z | H0 ) denotes the distribution of Z if H0 is 
true, and similarly, P(Z | H1 ) denotes the distribution of 
Z if H1 is true. 

Two positive constants C1 and C2 (C1 < C2) are 
chosen. If C1 < iλ  < C2, the experiment is continued by 
taking an additional observation.  If C2 < iλ , the process 
is terminated with the rejection of H0 (acceptance of H1).  
If iλ  < C1, then terminate this process with the 
acceptance of H0. 

α
β

α
β −

=
−

=
1,

1 21 CC             (2) 

where α means type I error (reject a true null hypothesi
s), and β means type II error (accept a null  hypothesis 
as true one when it is actually false). 
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2. Procedure of SPRT ([8]) 
The concrete procedure of structural change 

detection is as follows (see Fig. 1):
Step1: Make a prediction expression and set the 

tolerance band (a)  (e.g. a=2σs) that means 
permissible error margin between the predicted 
data and the observed one. (σs denotes a 
standard deviation in learning sample data at 
early stage.) 

Step2：Set up the null hypothesis H0 and alternative 
hypothesis H1. 

H0：Change has not occurred yet. 
H1：Change has occurred. 
Set the values βα ,  and compute C1 and C2 , 

according to Equation (2). Initialize i = 0, 

 10 =λ . 
Step3: Incrementing i  (i = i+1), observe the following 

data yi. Evaluate the error | εi | between the data 
yi and the predicted value from the 
aforementioned prediction expression. 

Step4: Judge as to whether the data yi goes in the 
tolerance band or not, i.e., the εi is less than (or 
equal to) the permissible error margin or not. If 
it is Yes, then set 1i =λ  and return to Step3. 
Otherwise, advance to Step5. 

Step5: Calculate the probability ratio iλ , using the 
following Equation (3) that is equivalent to 
Equation (1). 

 

)H|(
)H|(

0i

1i
1ii ε

ελλ
P
P

−=                  (3) 

      where, if the data yi goes in the tolerance band,  
     ( P(εi |H0 ), P(εi |H1 ) )= ( θ0, θ1 ), otherwise,  
     ( P(εi |H0 ), P(εi |H1 ) )= ( (1-θ0), (1-θ1) ). 

Step6: Execution of testing. 
(i) If the ratio iλ is greater than C2 (= (1-β)/α ), 

dismiss the null hypothesis H0, and adopt the 
alternative hypothesis H1, and then End. 

(ii) Otherwise, if the ratio iλ is less than C1 (= 
β/(1-α) ), adopt the null hypothesis H0, and 
dismiss the alternative hypothesis H1, and 
then set 1i =λ  and return to Step3. 

(iii) Otherwise (in the case where 2i1 CC ≤≤ λ ), 
advance to Step7. 

Step7: Observe the following data yi incrementing i. 
Evaluate the error | εi | and judge whether the 
data yi goes in the tolerance band, or not. Then, 
return to Step5 (calculation of the ratio iλ ). 

 Here, we call Case a-c for each combination of 
(θ0,θ1), respectively, as follows:  

Case a (θ0=0.1, θ1=0.9),  
Case b (θ0=0.2, θ1=0.8),  
Case c (θ0=0.3，θ1=0.7). 
 
 Start 
 
 ・Make a prediction expression 

・Make a tolerance band (a) (e.g. a=2σs)  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig.1. SPRT structural change detection [8]. 

 
3. Extended SPRT ([8])  

The SPRT detects a change point at the time when the 
probabilistic ratio iλ is greater than C2 (=(1-β)/α). Then, 

the detected change point equals to the terminated time 
point and its detection tends to be delayed from true 

No 

Yes Step4

Step3

Step1

・Set the hypotheses H0 and H1 . 
H0：Change has not occurred yet. 
H1：Change has occurred. 

・Set βα ,  and compute C1, C2 
・Initialize i = 0,  10 =λ  

Step2

・Increment i  (i = i+1) 
・Observe a new data yi 
・Evaluate the | εi | 

| εi |≦a

Step6

・Calculate iλ  Step5

End 

・Reject H0
・Accept H1
 

・Increment i  (i = i+1) 
・Observe a new data yi 
・Evaluate the | εi | 

& Compare it with a 

No 

Yes 

Yes

No 
・Accept H0
・Reject H1
・ 1i =λ  

Step7

2i C>λ

1i C<λ

1i =λ
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change point. So, as an extension of SPRT, we define 
the estimated change point that exists in the intersection 
[tc-M, tc], where tc means the aforementioned detected 
change point and M is the number of times when the 
observed data continuously goes of tolerance zone until 
the ratio iλ > C2. The number M can be obtained from 

the equation (4). 

)()(
α
β

θ
θ −

=>
1

2
0

1 CM                          (4) 

Then we have the following equation using Gauss 
notation. So, the value of M depends on the parameters 
(see Table 1). That is, M=2 (Case a), M=3 (Case b), 
M=4 (Case c). 

 
                                                                                     (5) 

 
 

Table 1. Parameter values in SPRT and M. 
α β θ0 θ1 M 

0.1 0.9 2  

0.2 0.8 3

0.05 0.05

0.3 0.7 4
 

4. Chow Test ([6]-[8]) 
The well known Chow Test checks if there are 

significant differences or not, among residuals for three 
Regression Lines, where regression Line 1 obtained 
from the data before a change point tc, Line 2 from the 
data after tc, and Line 3 from the whole data so far, by 
setting up the change point hypothesis at each point in 
the whole data (Fig.2).  

 

III. EXPERIMENTATION 

Generally, in the experimentation for the case of 
time series data based on multiple linear regression 
model, the data is supposed to be generated by the 
following equations. 

)t(t *
c212111 ≤+++= εbxaxay         (6) 

t)(t*c222121 ≤+++= εbxaxay        (7)  
where ε~N(0,σ2), i.e., the error ε is subject to the 

Normal Distribution with the average 0 and the 
variation σ2, and tc* means the change point. In addition, 
we have set tc*=70. 

Setting the coefficients of equation (6) and (7) as 
shown in the Table 2, we examine the case where 

⎟
⎠

⎞
⎜
⎝

⎛== txtx π
8
1

21 sin,                     (8) 

 
 Table 2. Parameters for generating time series data. 

Equation (6) 
( t=1,2,…,69) 

Equation (7) 
( t=70,71,…,100)   

σ
  

εxxy +++= 520 21  εxxy +++= 510 21  5
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y ε+++= 520 21 xxy ε+++= 510 21 xxy

⎥

Fig.2. Example of the time series data generated by 
equations (6) and (7), where x1 and x2 are time functions 
such as x1=t, and x2=sin( tπ /8). (The true change point 
tc=70.) 

 
Fig.2 shows the example of the time series data 

according to the equations in Table 2. Fig.3 illustrates 
results in Chow Test and SPRT, where horizontal axis 
shows observing time t (detection operation has started 
from t=41). The vertical axis shows the detected change 
point tc, whose value is the average of experimentation 
results for 200 sets of generated time series data.  

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.3. Resultant relation between detected change point 
tc and time point t, where CT means Chow Test and a-c 
corresponds to each of Cases a-c, respectively.  
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Fig.4. Frequency of the detected change point tc by 
SPRT in the Case a. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.5. Frequency of the detected change point tc by 
SPRT in the Case b.   
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.6. Frequency of the detected change point tc by 
SPRT in the Case c.   
 
 

Fig.3 shows that Chow Test outputs the change point 
at the time when every data is observed after t=40. This 
means that Chow Test tends to make false detection 
before the true change point. And, the time when Chow 
Test works well is long enough after the true change 
point. Comparing with Chow Test, the SPRT works 
better depending on the Cases a, b, c. In order to 
interpret the results as ones by ESPRT, we only have to 
consider [tc-M, tc], where M=2, 3, 4 corresponding to 

Case a, b, c, respectively. From Fig.4-6, we can see that 
the ESPRT works better than SPRT and Chow Test. 

0

20

40
60

80

 
 

IV. CONCLUSION 

We have experimented the structural change point 
detection by SPRT, ESPRT, and Chow Test for ongoing 
time series data generated by multiple linear regression 
model, where two variations are time functions and the 
one of two variation is periodic. From the results, we 
consider that ESPRT works more effective than SPRT 
and Chow Test in the sense of early detection, accuracy, 
and computational cost.  
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Abstract: In order to continuously detect the change point in ongoing time series data, we propose a method using 
extended sequential probability ratio test (ESPRT). That is, it is a repetition of three stages, where the first stage is 
prediction model construction, and change point detection as the second stage, and reconstruction of prediction model 
as the third stage. In this paper, we show experimental results by applying the method to time series data of image 
storage, where the images are transmitted as compressed data (i.e. JPEG file) from remote monitoring camera systems. 
 
Keywords: Continuous change detection, monitoring camera system, time series images, extended sequential 
probability ratio test (ESPRT), security 

 

I. INTRODUCTION 

Today, monitoring camera systems are widely used 
in the society [1]. However, because there is a channel 
capacity limit in the public communication line, remote 
monitoring systems ordinarily use compressed data (e.g. 
JPEG file) to send scene images if there happens 
something abnormal or something changed. For this 
reason, the camera system is required to become smart 
enough to judge by itself as to whether something 
abnormal has occurred or not. 

On the other hand, if something moves in the scene 
image, the quantity of the compressed image tends to be 
different from the steady situation so far. Based on the 
characteristics, in our previous paper, we have proposed 
a method for the change detection using applying the 
Sequential Probability Ratio Test (SPRT) ([2], [3]) to the 
scene images of time series [6]. Moreover, in the 
literature, we have experimented with the real time 
series images from a monitoring camera and have 
compared the SPRT the method with the well-known 
Chow Test [4]. 

However, we have just only presented the results of 
first change detection. In fact, we need to continuously 
deal with the change detection from the time series 
images, and so that we have to uses the Extended SPRT 
(ESPRT), in order to know the change time point 
correctly and reconstruct the next prediction model [5].  

In this paper, we show the experimental results of 
continuous change detection from real time series 
images, and discuss the performance of the method. 

 

II. SPRT AND CHANGE DETECTION  

For the change detection problem, we propose an 
application of Sequential Probability Ratio Test (SPRT) 
that has been mainly used in the field of quality control. 

1. SPRT ([2],[3]) 
The SPRT is used for testing a null hypothesis H0 

(e.g. the quality is under pre-specified limit 1%) against 
hypothesis H1 (e.g. the quality is over pre-specified limit 
1%). In addition, it is defined as follows. 

At each stage of successive events Z1,Z2, …Zi that 
are respectively corresponding to observed time series 
data, the probability ratio iλ  is computed. 

 

)H|()H|()H|(
)H|()H|()H|(

0i0201
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=   (1) 

 
where P(Z | H0 ) denotes the distribution of Z when 

H0 is true and P(Z | H1 ) denotes the distribution of Z 
when H1 is true. 

Two positive constants C1 and C2 (C1 < C2) are 
chosen. If C1 < iλ  < C2, the experiment is continued by 
taking an additional observation.  If C2 < iλ , the process 
is terminated with the rejection of H0 (acceptance of H1).  
If iλ  < C1, the process is terminated with the acceptance 
of H0. 

α
β
−

=
11C

α
β−

=
1

2C             (2) 

where α means type I error (reject a true null 
hypothesis), and β means type II error (accept a null 
hypothesis as true one when it is actually false). 
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2. Procedure 
The concrete procedure of structural change 

detection is as follows. 
Step1: Make a prediction expression and set the 

tolerance band (a)  (e.g. a=2σs) that means 
permissible error margin between the predicted 
data and the observed one (where σs means the 
standard deviation). 

Step2：Set up the null hypothesis H0 and alternative 
hypothesis H1. 

H0：Change has not occurred yet. 
H1：Change has occurred. 
Set the values βα ,  and compute C1 and C2 , 

according to Equation (2). Initialize i = 0, 

 10 =λ . 
 
Remark: The statement of the null hypothesis H0, 
“Change has not occurred yet.”, means in statistical 
sense. It means that the generation probability for the 
data to go out from the tolerance band is less than (or 
equal to) θ0 (for instance, 1%). Similarly, the statement 
of the alternative hypothesis H1, “Change has occurred.” 
means that the generation probability for the data to go 
out from the tolerance band is greater than (or equal to) 
θ1 (for instance, 99%). Additionally, we suppose that θ1 
is considerably greater than θ0. 

 
Step3: Incrementing i  (i = i+1), observe the following 

data yi. Evaluate the error | εi | between the data 
yi and the predicted value from the 
aforementioned prediction expression. 

Step4: Judge as to whether the data yi goes in the 
tolerance band or not, i.e., the εi is less than (or 
equal to) the permissible error margin or not. If it 
is Yes, then set 1i =λ  and return to Step3. 
Otherwise, advance to Step5. 

Step5: Calculate the probability ratio iλ , using the 
following Equation (3) that is equivalent to 
Equation (1) 

)H|(
)H|(

0i

1i
1ii ε

ελλ
P
P

−=                  (3) 

where, if the data yi goes in the tolerance band,  
P(εi |H0 )= θ0 and P(εi |H1 )=θ1, otherwise,  
P(εi |H0 )=(1-θ0) and P(εi |H1 )=(1-θ1).  

Step6: Execution of testing. 
(i) If the ratio iλ is greater than C2 (= (1-β)/α ), 

dismiss the null hypothesis H0, and adopt the 
alternative hypothesis H1, and then End. 

(ii) Otherwise, if the ratio iλ is less than C1 (= 
β/(1-α) ), adopt the null hypothesis H0, and 
dismiss the alternative hypothesis H1, and then 
set 1i =λ  and return to Step3. 

(iii) Otherwise (in the case where 2i1 CC ≤≤ λ ), 
advance to Step7. 

Step7: Observe the following data yi incrementing i. 
Evaluate the error | εi | and judge whether the 
data yi goes in the tolerance band, or not. Then, 
return to Step5 (calculation of the ratio iλ ). 

 

3. Extended SPRT [5] 
We extend the definition of detected change point by 

SPRT. As such extension, we adopt the number tc-M 
where tc is ordinary aforementioned change point and M 
is the number of times when the observed data 
continuously goes of tolerance zone until the ratio iλ > 

C2 The number M can be obtained from the equation 
below. 

)()(
α
β

θ
θ −

=>
1

2
0

1 CM                          (4) 

Then we have the following equation using Gauss 
notation. The value of M depends on the parameters (see 
Table 1). 

  
 

                                                                                     (5) 
 
From some experimental results, we have found that, 

if we adopt the interval [tc-M+1, tc] as the existing 
range of true change point, the hitting (or correct 
estimation) percentage will considerably increase. 

 
Table 1. Parameter values in SPRT and M. 

α β θ0 θ1 M 
0.1 0.9 2  

0.2 0.8 3

 
0.05

 
0.05

0.3 0.7 4
 

III. CONTINUOUS CHANGE DETECTION 
FOR IMAGE SEQUENCE 

In order to continuously detect the structural change 
of the scene images from a monitoring camera, we apply 
the ESPRT method to the time series of compressed 
image data (JPEG file) quantity (Kbyte). 

⎥⎢ αθ 1

⎥

⎥

⎤
⎢

⎢

⎡ −
=

β

θ

1log
0

M
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Fig.1 and Fig.2 show two kinds of images when a 
person has moved into and out of the scene at high 
speed and low speed, respectively. Fig.3 and Fig.4 show 
two graphs on time series data of JPEG file volumes, 
corresponding to Fig.1 and Fig.2, respectively. 

We assume that there are four change points in the 
both of the two kinds of time series images. The first 
change point is the time when some person appears in 
the scene image, and the second is when he stops 
walking, the third when he begins to move again, and 
the fourth when he moves out of scene.  

The results of change detection by SPRT and Chow 
Test are shown in the graphs in Fig.5 and Fig.6, 
respectively, where the SPRT detects change points in 
the case of condition 1(θ0=0.9, θ1=0.1). The number of 
sample points for learning and analysis is five, where 
those samples are used for deciding prediction model 
(regression line) in both cases. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.1. Example of time series images where someone 
moves in, stops walking, moves again, and moves out at 
high speed what we call “Fast-In Fast-Out Case”. (Time 
is counted from the upper left to the lower right.) 

If SPRT detects the change at tc, the ESPRT estimates 
the true point as tc-1 under the condition 1.Then after 
the first detection, next five points from tc-1 to tc+3 will 
be used as learning samples for reconstructing the next 
prediction model. 

The experimental results show that ESPRT method 
continuously detects the change point better than Chow 
Test in the two kinds of time series images. 

 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.2. Example of time series images where someone 
moves in, stops walking, moves again, and moves out at 
low speed what we call “Slow-In Slow-Out Case”. 
(Time is counted from the upper left to the lower right.) 
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Fig.3. Time series data of JPEG file volumes in Fig.1 
(Fast-In Fast-Out Case). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.4. Time series data of JPEG file volumes in Fig.2 
(Slow-In Slow-Out Case). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.5. Change detection results by SPRT and Chow Test 
for the time series data in Fig.3 (Fast-In Fast-Out Case). 

 
 
 
 
 
 
 
 
 
 
 
 
Fig.6. Change detection results by SPRT and Chow Test 
for the time series data in Fig.4(Slow-In Slow-Out Case). 
 

IV. CONCLUSION 

This paper has proposed the ESPRT method for 
continuous change detection and have shown its 
effectiveness by experimental results that the method 
has detected the four change points in two kinds of time 
series data, more correctly than Chow Test.  
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Abstract:  If a model begins to fail to prediction of the time series, we have to detect such a structural change (i.e., 
disparity between the prediction model and the data) quickly and correctly, and to renew the prediction model after the 
change detection as soon as possible. In this paper, we formulate the structural change detection of time series as an 
optimal stopping problem, using Dynamic Programming (DP). Moreover, we present experimental results of the 
change point detection in multiple regression modeled time series data, comparing with SPRT and Chow Test. 
  
Keywords:  Time series analysis, Dynamic Programming, sequential probability ratio test (SPRT), Chow Test 

 
 

I. INTRODUCTION 

Structural change detection for ongoing time series 
data as early and correctly as possible is a very 
important problem in a practical sense, especially in the 
field of quality control and management of something 
that depends on time. For example, early degradation 
detection of the quality in communication system, 
manufactures from production lines in a factory, and etc., 
are such kind of serious problems [1].  

We have already proposed an application of 
Sequential Probabilistic Ratio Test (SPRT). Moreover, 
we have proposed a Dynamic Programming (DP) 
method for the case where we have not only to detect 
the change point, but also to take into account an action 
cost after the detection. And we have presented the 
effectiveness of the two methods in comparison with the 
well-known Chow Test. Our experimentation has been 
done just by using single regression model [2]. However, 
multiple regression models are more generally used for 
time series data analysis than single regression one. And 
also, the theory of Chow Test is based on the general 
multiple linear regression itself.  

In this paper, we examine how the DP method, 
SPRT and Chow Test work for the change detection of 
multiple regression model based data, by 
experimentation. 

II. DP method, SPRT and Chow Test 

1. DP method and SPRT 
For simplicity, we explain the detection methods 

using a linear single regression model as shown in Fig.1. 
The concrete procedure of structural change detection is 
as follows (see an example of time series data in Fig.1). 

Step1: Make a prediction expression and set the 
tolerance band (a)  (e.g. a=2σs) that means permissible 
error margin between the predicted data and the 
observed one. 
 
2.DP method model ([2]) 

Step2：While monitoring the coming data, if the 
data comes into a specified tolerance zone, then we call 
the situation “in”, or “hitting”, otherwise “out” or 
“failing”. Based on this monitoring, we can judge that 
the structure of the time series data has changed, if the 
failing occurs by continuing N times. This specified 
tolerance is defined as, e.g., 2σ of the distribution error 
as shown in the Fig.1. 

We assume that the structural change is Poisson 
occurrence of average, and that, once the change has 
occurred during the observing period, the structure does 
not go back to the previous one (Fig.2). The reason why 
we set such a model is that we focus on the detection of 
the first structural change in the sequential processing. 
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Fig.1. Example of time series data where the change poi
nt tc* =70. 

 
 
 
 
 
 
 
 
 
 
 

(a) Structural change model 
 
 
 
 
 
 
 
 
 

(b) Internal model of the State E. 
 
 
 
 
 
 
 
 
 
 
(c) Internal model of the State Ec. 

Fig.2. Structural change model of time series data. 

3. Definition of cost function 
  Let the cost (n) be na⋅  an as a linear function for n, 
where "a" is the loss caused by the failing in one time. 
And for simplicity, let T and A denote the Total                       
cost and  Action cost. The Action cost means the cost 
when some action has been taken at the time of 
structural change detection. Then, the evaluation 
function is denoted as follows.. 
 naAT ⋅+=
 

We recursively define a function  to obtain 
the optimum number of times n that minimizes the 
expectation value of the evaluation function of T, using 
the concept of DP.  Let N be the optimum number. Let 
the function  be the expectation value of the 
Total cost at the time when the failing has occurred in 
continuing n times, where n is less than or equal to N, 
i.e., 0

),( NnET

),( NnET

≤ n≤N. 
λ  1.0 

Ec  E 

λ 
 Then, the function is recursively given as in the 

following. 
( n = N ) NaANnET ⋅+=),(                                (1)  
 ( n < N ) naSSPNnET n

n ⋅⋅= + )|(),( 1    
),1())|(1( 1 NnETSSP n

n +⋅−+ +   (2) 
   where  is the state of failing in continuing n times, nS

1+nS  is the state of hitting for the (n+1) th time 
observed data, and )|( 1

n
n SSP +  is the conditional 

probability that the state 1+nS occurs after the state  
occurred. Then, from the definition of the function 

, the goal is to find the N that minimizes 
, because the N is the same as n that 

minimizes the expectation value (Eq.(2)).   

nS

),( NnET
),( NET 0

 
4. Optimal solution  
    For the aforementioned ET(0,N), the following 
theorem holds, and gives the n that minimizes the 
expectation value of the evaluation function of Eq. (2).  

Theorem ([2]).   
The N that minimizes ET(0,N) is given as the largest nu
mber  n that satisfies the following Inequality (3). 

    )|()( 1−+< n
n SSPaAa ・                            (3) 

5. Procedure of SPRT ([3]) 
The concrete procedure of structural change 

detection is as follows (see Fig.1). 
Step2: Set up the null hypothesis H0 and alternative 
hypothesis  H1. H0 means change has not occurred yet. 
H1 means Change has occurred. Set the values βα ,  
and compute C1 (= β/(1-α) )and C2 (= (1-β)/α ).

Initialize i = 0,  10 =λ . 

1-

 Ec : State that the structural change occurred.
 E  :  State that the structure is unchanged. 
λ   :   Probability of the structural change occurrence.   

(Poisson Process.) 

  

out in 

1-R R 

R 

E 

1-R  

 

out in 

1-Rc  

1-Rc  

Rc 

Rc 

Ec 
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Step3: Incrementing i  (i = i+1), observe the following 
data yi. Evaluate the error | εi | between the data yi and 
the predicted value from the aforementioned prediction 
expression. 
Step4: Judge as to whether the data yi goes in the 
tolerance band or not, i.e., the εi is less than (or equal to) 
the permissible error margin or not. If it is Yes, then set 

1i =λ  and return to Step3. Otherwise, advance to Step5. 
Step5: Calculate the probability ratio iλ , using the 
following Equation (4) . 

)H|(
)H|(

0i

1i
1ii ε

ελλ
P
P

−=                  (4) 

where, if the data yi goes in the tolerance band,  
P(εi |H0 )= θ0 and P(εi |H1 )=θ1, otherwise,  
P(εi |H0 )=(1-θ0) and P(εi |H1 )=(1-θ1).  

Step6: Execution of testing. 
(i) If the ratio iλ is greater than C2 , dismiss the null 
hypothesis H0, and adopt the alternative hypothesis H1, 
and then End. 
(ii) Otherwise, if the ratio iλ is less than C1 , adopt the 
null hypothesis H0, and dismiss the alternative 
hypothesis H1, and then set 1i =λ  and return to Step3. 
(iii) Otherwise (in the case where 2i1 CC ≤≤ λ ), 
advance to Step7. 
Step7: Observe the following data yi incrementing i. 
Evaluate the error | εi | and judge whether the data yi

goes in the tolerance band, or not. Then, return to Step5 

Assumed change point tc 

Line 3 for the whole
d

Line 1 before 

Line 2 after

t
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(calculation of the ratio iλ ). 

 

6.Chow Test ([3])  
 The well known Chow Test checks the significant 
differences among residuals of three Regression Lines, 
where regression Line 1 obtained from the data before a 
change point tc, Line 2 from the data after tc, and Line 3 
from the whole data so far, by setting up hypothesis of 
change point at each point in the whole data. 
 
 
 
 
 
 
 
 
 
 

Fig.3. Conceptual image of Chow Test 

III. Experimentation 

In our experimentation, time series data is generated 
by the following equations. 

 

)t(t *
c212111 ≤+++= εbxaxay         (5) 

t)(t*c222121 ≤+++= εbxaxay        (6)  
 
where ε~N(0,σ2), i.e., the error ε is subject to the 
Normal Distribution with the average 0 and the 
variation σ2, and tc* means the change point. In 
addition, we have set tc*=70. 

We have experimented with DP method and Chow 
Test for the artificial data based on the above equations 
(5) and (6).  

 
1. Experimental conditions   
(i) Tolerant error:± 2σ of the distribution on error ε. 
(ii) The concrete values of parameters are shown in 
Table 1. (Fig.4 shows an example of the graph of 
generated time series data by the above equations. ). 
(iii) Repetition times for making sets of data: M=100. 
(iv) Parameters setting for detection: 
(a) SPRT: parameters are shown in Table 2 
(b) DP method: =0.01,   A/a  = 10, 20.  λ
(c) Chow Test: significance level (α=0.05) for testing.  
 
 
 
 
 
 
 
 
 
 
 
 
Fig.4. Example of time series data in Data 1.  

(True change point: t=70.) 
 

Table 1.Equations for generating time series 
Data No. equation 

(time t=1,2,…,69) 

equation  

(time t=70,71,…,100 ) 

σ 

1 1033 21 ++= xxy  5

2 1035.2 21 ++= xxy  5

3 

1032 21 ++= xxy  

1035.2 21 ++= xxy  1
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Table 2.Parameter values in SPRT 
Case Data No. α β θ0 θ1
1-a 0.1 0.9
1-b 0.2 0.8
1-c 

1 
 

0.05 0.05 

0.3 0.7
2-a 0.1 0.9
2-b 0.2 0.8
2-c 

2 0.05 0.05 

0.3 0.7
3-a 0.1 0.9
3-b 0.2 0.8
3-c 

3 0.05 0.05 

0.3 0.7

 
2. Results  
  The results are illustrated in Fig.5, where horizontal 
axis shows observation time t (observation is started 
after t=40) and vertical axis shows the time when the 
change point was detected. Those results are based on 
the average value of 100 times computation.  It is 
expected that the change point will be detected around 
the time at t=70. 

We have verified that the two methods (SPRT and 
OS method) meet our intuition very well as follows. 

(i) The graph of Chow test takes continuous value 
for time t. This means that Chow test detects change at 
every time when data is observed.  

(ii) From Fig.5-Fig.7, even after the enough time 
passes, Chow test cannot detect change point properly. 

(iii) Both of SPRT and DP method can detect a 
change point more suitably than Chow Test.  

(iv) Both of SPRT and DP method have a tendency 
to detect a change point early when the σ is small. This 
is because, when the σ becomes smaller, the probability 
that exceeds the tolerant interval (2σ) becomes larger, 
i.e., the “failing” easily occurs. 

IV. CONCLUSION 

We have made a comparison between both of SPRT 
and DP method and Chow Test using multiple 
regression modeled time series data. We have found that 
SPRT and DP method can detect the change point very 
well for the real time ongoing data. Although the DP 
method depends on the ratio A/a (A: Action cost, a: loss 
cost), we can expect that it works well in a practical 
sense. As further study, we investigate the relation 
between the parameters of SPRT and OS method. 
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Abstract:  For change point detection of time series data, we have already proposed an application of Sequential Probab
ilistic Ratio Test (SPRT). In addition, we have proposed a Dynamic Programming (DP) method as well, for the case wh
ere we have not only to detect the change point, but also to take into account an action cost after the detection. In this p
aper, we show the effectiveness and differences of the two extended methods (ESPRT and EDP) in comparison with the
 well-known Chow Test, by experimental results. 
  
Keywords:  Time series analysis, Dynamic Programming, sequential probability ratio test (SPRT), Chow Test 

 

I. INTRODUCTION 

Change point detection (CPD) problem in time 
series is to identify whether the generation structure of 
monitoring data has changed at some time point by 
some reason, or not. We consider that the problem is 
very important and that it can be applied to a wide range 
of application fields. [1].  

We have already proposed an application of 
Sequential Probabilistic Ratio Test (SPRT) and  a 
Dynamic Programming (DP) method for the case where 
we have not only to detect the change point, but also to 
take into account an action cost after the detection. And 
we have presented the effectiveness of the two methods 
in comparison with the well-known Chow Test by using 
multiple regression model [2]. We extend the definition 
of the structural change point in the SPRT method 
(ESPRT), and show the improvement of the change 
detection accuracy [2]. In this paper, we extend the 
definition of the structural change point in the DP 
method (EDP) and we show the effectiveness and 
differences of the two extended methods (ESPRT and 
EDP) in comparison with the well-known Chow Test, 
by experimental results. 

 
 II. DP method, SPRT and Chow Test 

1.  DP method and SPRT 
For simplicity, we explain the detection methods 

using a linear single regression model as shown in Fig.1. 
  

2. DP method model ([3]) 
The concrete procedure of structural change 

detection is as follows (see an example of time series 
data in Fig.1). 

Step1: Make a prediction expression and set the 
tolerance band (a)  (e.g. a=2σs) that means permissible 
error margin between the predicted data and the 
observed one. 

Step2：While monitoring the coming data, if the 
data comes into a specified tolerance zone, then we call 
the situation “in”, or “hitting”, otherwise “out” or 
“failing”. Based on this monitoring, we can judge that 
the structure of the time series data has changed, if the 
failing occurs by continuing N times. This specified 
tolerance is defined as, e.g., 2σ of the distribution error 
as shown in the Fig.1. 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.1. Example of time series data where the change poi
nt tc* =70. 
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3.  Cost function and optimal solution 
Let the cost (n) be  an as a linear function for n, 

where "a" is the loss caused by the failing in one time. 
And for simplicity, let T and A denote the Total                                   
cost and  Action cost. The Action cost means the cost 
when some action has been taken at the time of 
structural change detection. Then, the evaluation 
function is denoted as follows. 

na ⋅

                                                                                          

Assumed change point tc 

Line 3 for the whole data

Line 1 before tc

Line 2 after tc

t

y

(1) 
We recursively define a function  to obtain 

the optimum number of times n that minimizes the 
expectation value of the evaluation function of T, using 
the concept of DP.  Let N be the optimum number. Let 
the function  be the expectation value of the 
Total cost at the time when the failing has occurred in 
continuing n times, where n is less than or equal to N, 
i.e., 0 n N.Then, the function is recursively given as 
in the following.  

),( NnET

),( NnET

≤ ≤

( n = N )                                 (2) NaANnET ⋅+=),(
 ( n < N ) naSSPNnET n

n ⋅⋅= + )|(),( 1    

                   ),1())|(1( 1 NnETSSP n
n +⋅−+ +           (3) 

where  is the state of failing in continuing n times, nS

1+nS  is the state of hitting for the (n+1) th time 
observed data, and )|( 1

n
n SSP +  is the conditional 

probability that the state 1+nS occurs after the state  
occurred. 

nS

For the aforementioned ET(0,N), the following 
theorem holds, and gives the n that minimizes the 
expectation value of the evaluation function of Eq. (1).   

 
 Theorem ([3]).   
The N that minimizes ET(0,N) is given as the largest  

number  n that satisfies the following Inequality (4). 

    )|()( 1−+< n
n SSPaAa ・                            (4) 

 

4. Procedure of SPRT ([2]) 
The concrete procedure of structural change 

detection is as follows (see an example of time series 
data in Fig.1). 
Step2: Set up the null hypothesis H0 and alternative 
hypothesis  H1. H0 means change has not occurred yet. 
H1 means Change has occurred. Set the values βα ,  
and compute C1 (= β/(1-α) )and C2 (= (1-β)/α ), 
Initialize i = 0,  10 =λ . 
Step3: Incrementing i  (i = i+1), observe the following 
data yi. Evaluate the error | εi | between the data yi and 
the predicted value from the aforementioned prediction 

expression. 
Step4: Judge as to whether the data yi goes in the 
tolerance band or not, i.e., the εi is less than (or equal to) 
the permissible error margin or not. If it is Yes, then set 

1i =λ  and return to Step3. Otherwise, advance to Step5. 
Step5: Calculate the probability ratio iλ , using the 
following Equation (5) . 

)H|(
)H|(

0i

1i
1ii ε

ελλ
P
P

−=                  (5) 
naAT ⋅+=

where, if the data yi goes in the tolerance band,  
P(εi |H0 )= θ0 and P(εi |H1 )=θ1, otherwise,  
P(εi |H0 )=(1-θ0) and P(εi |H1 )=(1-θ1).  

Step6: Execution of testing. 
(i) If the ratio iλ is greater than C2, dismiss the null 
hypothesis H0, and adopt the alternative hypothesis H1, 
and then End. 
(ii) Otherwise, if the ratio iλ is less than C1, adopt the 
null hypothesis H0, and dismiss the alternative 
hypothesis H1, and then set 1i =λ  and return to Step3. 
(iii) Otherwise (in the case where 2i1 CC ≤≤ λ ), 
advance to Step7. 
Step7: Observe the following data yi incrementing i. 
Evaluate the error | εi | and judge whether the data yi

goes in the tolerance band, or not. Then, return to Step5 
(calculation of the ratio iλ ). 
 

5.Chow Test ([2])  
 The well known Chow Test checks the significant 

differences among residuals of three Regression Lines, 
where regression Line 1 obtained from the data before a 
change point tc, Line 2 from the data after tc, and Line 3 
from the whole data so far, by setting up hypothesis of 
change point at each point in the whole data. 

 
 
 
 
 
 
 
 
 
 
 
 

Fig.2. Conceptual image of Chow Test 
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III. Extended DP and SPRT 

1. Extended DP 
The DP detects a change point at the time when the 

expectation value of the evaluation function of Eq. (1) is 
minimized. Then, the detected change point equals to 
the terminated time point and its detection tends to be 
delayed from true change point. Thus in this section, we 
extend the definition of detected change point by DP 
method. As such extension, we adopt the number tc-M 
where tc is ordinary aforementioned change point and 
M is the number of times when the observed data 
continuously goes of tolerance zone until the n that 
minimize the expectation  value.  M is given by using 
the  posterior probability . According to the 
Bayes’ theorem, the posterior probability  is 
given by the following (6). 
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and  means the probability of the structural change 
occurrence and R is the probability of the failing when 
the structure is unchanged, Rc is the probability of the 
failing when the structural change occurred. 

λ

 

2.Etended SPRT([2]) 
The SPRT detects a change point at the time when 

the probabilistic ratio iλ is greater than C2 (=(1-β)/α). 

Then we adopt the number tc-M where tc is ordinary 
aforementioned change point and M is the number of 
times when the observed data continuously goes of 
tolerance zone until the ratio 2i C>λ  The number M 

can be obtained from the equation (7). 
 

)()(
α
β

θ
θ −

=>
1

2
0

1 CM             (7) 

Then we have the equation (7) using Gauss notation. 
So, the value of M depends on the parameters (Table 2). 
That is, M=2 (case a), M=3 (case b), M=4 (case c). 
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IV. Experimentation 

In our experimentation, time series data is generated 
by the following equations. 

)t(t *
c212111 ≤+++= εbxaxay         (8) 

t)(t*c222121 ≤+++= εbxaxay        (9)  
where ε~N(0,σ2), i.e., the error ε is subject to the 
Normal Distribution with the average 0 and the 
variation σ2, and tc* means the change point. In 
addition, we have set tc*=70. 

 
Table 1 Equations for generating time series 

Data No. equation 

(time t=1,2,…,69) 

equation  

(time t=70,71,…,100 ) 

σ 

1 1033 21 ++= xxy  5

2 1035.2 21 ++= xxy  5

3 

1032 21 ++= xxy  

1035.2 21 ++= xxy  1
. 

Table 2 Parameter values in SPRT 
Case Data No. α β θ0 θ1
1-a 0.1 0.9
1-b 0.2 0.8
1-c 

1 
 

0.05 0.05 

0.3 0.7
2-a 0.1 0.9
2-b 0.2 0.8
2-c 

2 0.05 0.05 

0.3 0.7
3-a 0.1 0.9
3-b 0.2 0.8
3-c 

3 0.05 0.05 

0.3 0.7

 
We have experimented with DP method and Chow 

Test for the artificial data based on the above equations 
(8) and (9).  

 
1. Experimental conditions   
(i) Tolerant error:± 2σ of the distribution on error ε. 
(ii) The concrete values of parameters are shown in 
Table 1.( Fig.4 shows an example of the graph of 
generated time series data by the above equations. ). 
(iii) Repetition times for making sets of data: M=100. 
(iv) Parameters setting for detection: 
(a) SPRT: parameters are shown in Table 2 
(b) DP method: =0.01,   A/a  = 10, 20.  λ
(c) Chow Test: significance level (α=0.05) for testing.  

The Sixteenth International Symposium on Artificial Life and Robotics 2011 (AROB 16th ’11), 
B-Con Plaza, Beppu,Oita, Japan, January 27-29, 2011

©ISAROB 2011 213



 
 
  

 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

2.  Results for artificial data 
The results are shown in Table 3(Change detection 

point) and Table 4(estimated change point using ESPRT 
and EDP).  Those results are based on the average value 
and standard deviation of 100 times computation. It is 
expected that the change point will be detected around 
the time at t=70. 
Applying the extended definition, we obtain the 

improvement of the change detection accuracy 
 
3. Results for real data 

Results for the time series data of power generation 
quantity in Japan are shown in Fig.3. In 1986 
(Condition 1 denotes A/a=10, Condition 2 denotes 
A/a=20).  The “oil shock” happened in the worldwide 
and oil prices suddenly rose. We can see that Chow Test 
correctly detects the change point of 1986, at 1990 and 
1991. Until then, it detects no change point. But after 
1991, it outputs 1990 as change point. Both of ESPRT 
and EDP can estimate change point. 

 

 Table 3. Change detection point.

 
 
 
 
 
 

method ChowTest
conditions θ0=0.1,θ1=0.9 θ0=0.2,θ1=0.8 θ0=0.3,θ1=0.7 A/a=10 A/a=20 α=0.05
Average 69.25 74.50 76.54 68.95 74.14 76.50
Standard deviation 6.35 4.73 4.97 6.54 4.04 16.02
Average 75.39 83.84 86.88 74.59 83.30 76.60
Standard deviation 11.70 9.22 7.98 11.51 8.71 16.16
Average 68.85 71.88 73.53 68.61 71.73 76.50
Standard deviation 6.02 1.90 1.70 6.27 1.78 16.02

SPRT DP
Data No.

1

2

3

 
 

Table 4. Estimated change point.

 
 
 
 
 

method ChowTest
conditions θ0=0.1,θ1=0.9 θ0=0.2,θ1=0.8 θ0=0.3,θ1=0.7 A/a=10 A/a=20 α=0.05
Average 67.62 69.25 69.01 67.95 72.14 58.21
Standard deviation 6.09 2.42 2.35 6.54 4.04 20.38
Average 73.39 77.93 77.35 73.71 81.24 57.09
Standard deviation 21.24 9.42 8.46 11.42 8.72 20.95
Average 67.58 69.21 68.94 67.61 69.37 58.35
Standard deviation 6.05 2.35 2.29 6.27 5.36 20.38

SPRT DP
Data No.

2

3

1

 
 
 
 
 
 
 
 
 
 
 
 
 

 Fig.3.Results for Power supply time series.

IV. CONCLUSION 

We have made a comparison between both of 
ESPRT and EDP method and Chow Test using multiple 
regression modeled time series data and real data. We 
have found that ESPRT and EDP method works very 
well. As further study, we investigate the relation 
between the parameters of ESPRT and EDP method. 
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Abstract: In this paper, we propose SURF feature based approach for outdoor autonomous navigation. In this approach, 
we capture environmental images by using omni-directional camera and extract features of these images by using SURF. 

We treat these features as landmarks and estimate robot self-location and direction of motion. SURF features are 

invariant under scale change and rotation and robust under image noise, change in light condition and change viewpoint. 

Therefore, SURF features are appropriate ones for robot self-location estimation and navigation. 

 

Keywords: Mobile robot navigation, SURF feature, Robot self-location, Omni-directional camera 

 

 

I. INTRODUCTION 

Recently, autonomous mobile robots are actively 

researched. In order to work in the same environment as 

people, the mobile robot must posses the ability to move 

everywhere. The most basic function for the mobile 

robot is to be able to move to the destination 

autonomously. Therefore, the robot must estimate self-

location and direction to the destination.  

Many methods of autonomous navigation are 

proposed. Odometry is used in many mobile robots. 

However, it has the cumulative error in the movement. 

It is unsuitable to measures the movement of long 

distance. Therefore, odometry is used with other sensors, 

e.g., GPS, visual sensor, laser range finder, gyroscope, 

etc. GPS is a system that measures the position on the 

earth by using the space satellite. However, near a high 

building the position is not always measured accurately 

by GPS. Another navigation method is view based 

approach. In view based approach, many images are 

memorized and self-location estimation is performed by 

template matching. In general, image data is very large 

amount of information and calculating cost of template 

matching is large. 

In this paper, we propose SURF feature [1] based 

approach. In this approach, we capture environmental 

images by using omni-directional camera and extract 

features of these images by using SURF. We treat these 

features as landmarks and estimate robot self-location 

and direction of motion. SURF features are invariant 

under scale change and rotation and robust under image 

noise, change in light condition and change view point. 

Furthermore, SURF calculation is several times faster 

than SIFT [2][3]. Therefore, SURF features are 

appropriate ones for robot self-location estimation and 

navigation, because a mobile robot moves around and 

environmental images are captured from different 

positions and directions. 

II. SYSTEM OVERVIEW 

In our research, mobile robot navigation method 

consists of two mode; teaching mode and navigation 

mode. Fig.1 shows the flowchart of our method. In the 

teaching mode, the operator navigates the robot to a 

destination. The robot memorizes a sequence of 

environment using an omni-directional camera. In the 

navigation mode, the robot captures omni-directional 

environmental image, calculates SURF features in this 

image. Then the robot compares these features with 

SURF features of memorized images and estimates self-

location and direction of movement. 

III. Self-Location Estimation 

Firstly, we extract feature points in captured image 

and in memorized images using SURF. Then we find 

feature points in each memorized images matching to 

feature points in capture image. We estimate that a 

memorized image which has maximum number of 

matching feature points is neighbor of capture image.  
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Diagram of self-location estimation is shown in 

Fig.2. At a starting of navigation, robot doesn’t know 

where it is. Hence, we find matching feature points in 

all memorized images and estimate self-location. After 

estimating the self-location, we find matching feature 

points in the image of self-location estimation and next 

3 images.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(a)           (b) 

Fig.1. Flowchart of our method. (a) teaching mode. (b) 

navigation mode. 

 

 

(a)                      (b) 

Fig.2. Diagram of self-location estimation. (a) At first 

time, full searching. (b) After estimating the self-

location, searching the image of self-location estimation 

and next 3 images. 

IV. Movement of Mobile Robot 

In order to determine movement of mobile robot, we 

calculate angles of feature points in the neighbor 

memorized image used in self-location estimation to 

matching feature points in the next memorized image, 

and angles of feature points in capture image to 

matching feature point in the neighbor memorized 

image. Fig.3 shows feature points in an image and the 

matching feature points in the next image denoted by 

circles and movement of feature points denoted by lines. 

We divide omni-directional image in 4 regions, shown 

in Fig.4. In each region, we calculate average angle, 

(front angle Fθ , back angle Bθ , left angle Lθ , right 

angle Rθ ), respectively. In the case of going forward 

shown in Fig.3 (a), Lθ  and Rθ  are large and similar 

angles. But, Fθ  and Bθ  are small. On the other hand, 

in the case of rotation shown in Fig.3 (b), Fθ , Bθ , 

Lθ  and Rθ  are similar. Therefore, we define 

movement angle MΘ  and rotation angle RΘ  as 

follows: 

,                 (1) 

.                 (2) 

 

We determine movement of mobile robot using the 

movement angle MΘ  and the rotation angle RΘ  of 

the neighbor memorized image and the next memorized 

image and correct the direction of mobile robot using 

the rotation angle of the capture image and the neighbor 

image. For more detail, see the next section. 

 

 

 

 

 

 

 

 

 

(a)                        (b) 

Fig. 3. Movement of feature points. (a) going forward. 

(b) turning left. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4.  4 regions of omni-directional image. 
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V. Control System 

In our experiments, we use an electric wheelchair as 

a mobile robot. The wheelchair is controlled by joystick 

controller. The joystick controller has two axes of 

movement and outputs 2 channel voltages ),( 10 VV . 

When we move the joystick forward (back), the joystick 

controller outputs [V]  00 =V  and [V]  85.11 =V   

( [V]  7.30 =V and [V]  85.11 =V ) and the wheelchair 

goes forward (back) at maximum speed, respectively. 

When we move the joystick left (right), the joystick 

controller outputs [V]  85.10 =V and [V]  01 =V  

( [V]  85.10 =V and [V]  7.31 =V ) and the wheelchair 

turns left (right) at maximum speed, respectively. 

Controlling the wheelchair by PC, we setup AD/DA 

converter in PC. We modify the wire lines connecting 

from the joystick controller to wheelchair main 

controller, so that 2 channel outputs of the joystick 

controller and of PC are switched with a switch (Fig. 5). 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5.  Control system. 

 

Fig. 6 shows 2 channel outputs while the wheelchair 

is moved by the joystick controller. In the area 1, two 

channel outputs (0CH, 1CH) are ( [V]  85.10 =V , 

[V]  85.11 =V ) and wheelchair is stopped state. In the 

area 2, two channel outputs are ( [V]  00 =V , 

[V]  85.11 =V ) and wheelchair goes forward at 

maximum speed. In the area 3, two channel outputs are 

( [V]  25.00 =V , [V]  31 =V ) and wheelchair goes 

forward while turning right. In the area 4, two channel 

outputs are ( [V]  85.10 =V , [V]  01 =V ) and wheelchair 

turns left. 

Therefore, we define 2 channel outputs ),( 10 VV  

as follows: 

)85.1(0 MfV Θ−= α  ,              (3) 

)) (85.1(1 RRfV ∆Θ+Θ+= β  ,      (4) 

where MΘ , RΘ  and R∆Θ  denote movement 

angle and rotation angle of feature points in the 

neighbor memorized image and the next memorized 

image memorized image, and rotation angles of feature 

points of capture image and the neighbor memorized 

image, respectively. 78.0=α , 1552.0=β , 

determined by experiment, and  

 

 

 

 

 

 

Fig. 6.  2 channel outputs. 

VI. EXPERIMENT 

1. Mobile Robot 

A mobile robot is an electric wheelchair (SUZUKI 

MC2000). Omni-directional camera is setup at 150cm 

in height (Fig.7).  

Hardware and software of our mobile robot are as 

follows:  

Electric wheelchair : SUZUKI MC2000 

Omni-directional camera : 

Camera : SONY DCR-HC 88 

Omni-directional mirror : Vstone VS-C42N-TR 

Note PC : Dell Latitude E6400  

(CPU : Core2Duo 2.66GHz, Memory : 2GB 

 OS : Windows XP) 

    AD/DA converter : CONTEC AD12-8(PM) 

    C++ Compiler : Microsoft Visual C++ 6.0 

Computer Vision Library : OpenCV 1.1pre 
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Fig. 7.  Mobile robot 

 

2. Teaching mode 

In the teaching mode we control the wheelchair 

using the joystick controller and teach a navigation 

course. The course is about 150 m outdoor course on the 

campus of Kyoto Prefectural University, where the 

wheelchair goes straight from the entrance of the library 

to the corner, turns to the right and goes straight to the 

next corner, turns on the left and goes straight to the 

destination (Fig.8). We memorize 282 omni-directional 

images in this course. 

Fig.8. Navigation course. 

3. Navigation mode 

In the navigation mode, the mobile robot is moved 

near the starting point and navigates to the destination 

autonomously. Fig. 9 shows several captured images in 

the navigation mode. Trajectories in the teaching and 

the navigation mode are shown in Fig. 10. The mobile 

robot navigates along the teaching course adjusting 

direction of motion. Maximum error of navigation 

trajectories is 3.3 m. Maximum speed is 4.5 km/h and 

average speed is 2.9 km/h. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 9.   Capture images in the navigation mode. 

 

Fig.10. Trajectories in teaching mode and navigation 

mode. 

VII. CONCLUSION 

In this paper we present mobile robot navigation 

using SURF features. The processing time of SURF is 

several times shorter than that of SIFT. Therefore, the 

navigation speed of the mobile robot becomes near the 

person walking speed. 

REFERENCES 

[1] H. Bay, A. Ess, T. Tuytelaars, L. van Gool,  

Speeded-up Robust Features (SURF), Computer Vision 

and Image Understanding (CVIU), Vol. 110, No.3, 2008, 

pp. 346-359. 

[2] D. G. Lowe, Object recognition from local scale-

invariant features, Proc. of IEEE International 

Conference on Computer Vision (ICCV), 1999, 

pp.1150-1157. 

[3] D. G. Lowe, Distinctive image features from scale-

invariant keypoints, Proc. of International Journal of Co

mputer Vision (IJCV), Vol. 60, No. 2, 2004, pp. 91-110. 

#1              #60            #90 

#140            #180            #240 

#308            #401            #424 

The Sixteenth International Symposium on Artificial Life and Robotics 2011 (AROB 16th ’11), 
B-Con Plaza, Beppu,Oita, Japan, January 27-29, 2011

©ISAROB 2011 218



Facial Expression Recognition of a Speaker Using Front-view Face Judgment, 
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Abstract: For facial expression recognition, we previously selected three images: (i) just before speaking, and speaking 
(ii) the first vowel and (iii) the last vowel in an utterance. In this study, as a pre-processing module, we added a 
judgment function to discriminate a front-view face for facial expression recognition. A frame of the front-view face in 
a dynamic image is selected by estimating the face direction. The judgment function measures four feature parameters 
using thermal image processing and selects the thermal images that have all the values of the feature parameters within 
limited ranges decided on the basis of training thermal images of front-view faces. As an initial investigation, we 
adopted the utterance of the Japanese name “Taro,” which is semantically neutral. The mean judgment accuracy of the 
front-view face was 99.3% for six subjects who changed their face direction freely. Using the proposed method, the 
facial expressions of six subjects were discriminable with 87.7% accuracy when he or she exhibited one of the 
intentional facial expressions of “angry,” “happy,” “neutral,” “sad,” and “surprised.” We expect the proposed method to 
be applicable for recognizing facial expressions in daily conversation. 
 
Keywords: Facial expression recognition, Front-view face judgment, Speech recognition, Vowel judgment,  
Thermal image processing 

 

I. INTRODUCTION 

To better integrate robots into our society, a robot 

should be able to interact in a friendly manner with 

humans. The goal of our research is to develop a robot 

that can perceive human feelings and mental states. 

The first stage is to develop a method for integrating 

the information of human expression. The basic 

information for integration is the visible ray (VR) image, 

thermal image, and voice. In this first stage, an 

automatic, real-time, interactive system is not necessary. 

It will be very difficult to equip a robot with a computer 

which can process the information inputted to it with the 

efficiency of the human brain. Therefore, we chose to 

enable the robot to use a type of information, such as 

thermal imaging, that the human brain cannot process. 

Thermal imaging is a good example because it is 

impossible for a human to perceive heat via the naked 

eye. 

The second stage is to develop an automatic, real-

time, interactive system that has the information 

integration of human expression as a processing 

characteristic. The third stage is to develop a robot that 

has a function developed from the synthesis of the first 

and second stages for use in our daily lives. 

The present investigation investigates the first stage 

of development, in which a robot can visually detect 

human feelings or inner mental states. Although 

recognizing facial expressions has received considerable 

attention in the field of computer vision research, the 

mechanism of recognition still falls far short of human 

capability, especially from the viewpoint of robustness 

under widely varying lighting conditions. One of the 

reasons is that the nuances of shade, reflection, and 

local darkness influence the accuracy of facial 

expression recognition through the inevitable change of 

gray levels.  

To avoid this problem and to develop a robust 

method for facial expression recognition applicable 

under widely varied lighting conditions, we did not use 

a VR image, as would be expected. Instead, we used an 

image produced by infrared rays (IR), which describe 

the thermal distribution of the face [1]–[9]. Although a 

human cannot detect IR, it is possible for a robot to 

process the information of the thermal images created 

by IR. Therefore, as a new mode of robot vision, 

thermal image processing is a practical method that is 

viable under natural conditions. 

The timing of recognizing facial expressions is also 

important for a robot because the processing might be 

time-consuming. In a previous report, we adopted an 

utterance as the key to expressing human feelings or 

mental states because humans tend to say something 

when expressing a feeling [5]–[9]. 
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Our reported method [5]–[9] is applicable only to a 

front-view face. However, in daily conversations, we 

often change our face direction, and therefore we need 

to select a frame of the front-view face in a dynamic 

image. In this paper, we propose a pre-processing 

module that has a judgment function to discriminate a 

front-view face. Using the module, a frame of the front-

view face in a dynamic image is selected by estimating 

the face direction. Consequently, by using the proposed 

function for choosing the front-view face, facial 

expressions are discriminable even when a person 

changes his or her face direction freely. 

 

II. IMAGE ACQUISITION 

The principle behind thermal image generation is the 

Stefan–Boltzmann law, expressed as 4TW  , where 

  is emissivity,   is the Stefan–Boltzmann constant 

(=5.670510-12 W/cm2K4), and T  is the temperature 

(K). For human skin,   is estimated as 0.98 to 0.99 

[10], [11]. In this study, the approximate value of 1 was 

used as   for human skin because the value of   for 

almost all substances is lower than that of human skin 

[10]. Consequently, the human face region is easily 

extracted from an image by using the value of 1 for   

when a range of skin temperatures is selected to produce 

a thermal image [1]–[9], [12]. Fig. 1 shows examples of 

face images of a male, obtained by VR and IR. We can 

obtain a thermal image of the face without light, even at 

night. In principle, the temperature measurement by IR 

does not depend on skin color [11], darkness, or lighting 

condition, and so the face region and its characteristics 

are easily extracted from a thermal image. 

III. PROPOSED METHOD 

In this study, as a pre-processing module, we add a 

judgment function [12] of a front-view face to our 

reported method for facial expression recognition. 

Fig. 2 illustrates the flow chart of our method. We 

have two modules in our system. The first is a module 

for speech recognition and dynamic image analysis, and 

the second is a module for learning and recognition. In 

the module for learning and recognition, we embed the 

module for front-view face judgment. The procedure 

including the proposed pre-processing module for front-

view face judgment is explained in the following. 

1. Front-view Face Judgment 

We define the face rotation around the X, Y, and Z 

axes, as demonstrated in Fig. 3. The training data is 

calculated from the images of a front-view face. After 

normalizing the horizontal Feret's diameter of the 

segmented face image, the centerline of the face region 

in the limited region is drawn as the first standard line. 

Each pixel point in the centerline has the same number 

of pixels on both the left and the right sides of the point. 

Then, a straight line as the second standard line is drawn 

 
Fig. 1. Examples of a face image at night:

 (a) VR with lighting, (b) IR with lighting, (c) VR 
without lighting, (d) IR without lighting [3] 

 
Fig. 2. Flow chart of our method 
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from the upper to the lower edgepoints of the centerline. 

The two standard lines are used to estimate the 

deviation from the front-view face. To evaluate the face 

direction, we use four feature parameters (nod, up, 

rotate, lean), explained below. 

A. Parameter nod 

The feature parameter nod is the value of the 

vertical Feret's diameter divided by the horizontal 

Feret's diameter on the segmented face image. This 

parameter is used to evaluate the downward rotation 

around the X  axis (Fig. 4). Here, to eliminate the 

influence of the hair style and the throat region on the 

segmented face image as much as possible, the area 

having horizontal pixels less than an experimentally 

decided threshold is ignored in the measurement of the 

vertical Feret's diameter on the segmented face image, 

and the area having vertical pixels less than another 

experimentally decided threshold is also ignored in the 

measurement of the horizontal Feret's diameter on the 

segmented face image (Fig. 4). When a subject looks 

downward, the feature parameter nod tends to be 

smaller than that of the front-view face of the subject. 

B. Parameter up 

The feature parameter up is the area ratio of the 

region having a gray level of “0” in the rectangle 

defined by the straight lines determined by the 

measurements of the horizontal and vertical Feret’s 

diameters to the rectangular area on the segmented face 

image. This parameter is used to evaluate the upward 

rotation around the X  axis (Fig. 5). When a subject 

looks upward, the feature parameter up tends to be 

smaller than that of the front-view face of the subject. 

C. Parameter rotate 

The feature parameter rotate is the area of the region 

surrounded by the first and the second standard lines, on 

which are explained in the first paragraph in Section III-

1 (“Front-view Face Judgment”). This parameter is used 

to evaluate the rotation around the Y  axis (Fig. 6). 

Here, to eliminate the influence of the hair style and the 

throat region on the segmented face image as much as 

possible, the top and bottom of both the first and second 

standard lines are set inside the face region by each 

constant pixel, which is also decided experimentally 

(Fig. 6). The feature parameter rotate tends to increase 

when the rotation from the front-view face around the 

Y  axis increases. 

D. Parameter lean 

The feature parameter lean, which is the angle 

between the second standard straight line and the 

horizontal line, is used to estimate the rotation around 

the Z  axis. The value of lean is never greater than 90 

degrees. The rotation is estimated to be small when the 

deviation of the value of lean from 90 degrees is small. 

 
Fig. 3. The three-dimensional coordinate system 

 
Fig. 4. Downward rotation; (a) visible image,  

(b) thermal image, (c) binary image, 

(d) schematic diagram for the parameter nod

 
Fig. 5. Upward rotation; (a) visible image, 

(b) thermal image, (c) binary image, 

(d) schematic diagram for the parameter up 
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2. Speech Recognition and Dynamic Image Analysis 

We use a speech recognition system named Julius 

[14] to obtain the timing positions of the start of speech, 

and the first and last vowels in a WAV file [8], [9]. Fig. 

8 shows an example of the waveform of the Japanese 

name “Taro”; the timing position of the start of speech 

and the timing ranges of the first vowel (/a/) and the last 

vowel (/o/) were decided by Julius. By using the timing 

position of the start of speech and the timing ranges of 

the first and last vowels obtained from the WAV file, 

three image frames are extracted from an AVI file at the 

three timing positions. As the timing position just before 

speaking, we use the timing position of 84 ms before the 

start of speech, as determined in our previously reported 

study [7]. As the timing position of the first vowel, we 

use the position where the absolute value of the 

amplitude of the wave form is the maximum while 

speaking the vowel. For the timing position of the last 

vowel, we apply the same procedure used for the first 

vowel. 

3. Learning and Recognition 

For the static images obtained from the extracted 

image frames, the process of erasing the area of the 

glasses, extracting the face area, and standardizing the 

position, size, and rotation of the face are performed 

according to the method described in our previously 

reported study [7]. In the next step, we generate 

difference images between the averaged neutral face 

image and the target face image in the extracted face 

areas in order to perform a 2D discrete cosine transform 

(2D-DCT). The feature vector is generated from the 2D-

DCT coefficients according to a heuristic rule [6], [7]. 

As stated above, we use the speech recognition 

system named Julius. Julius sometimes makes a mistake 

in recognizing the first and/or last vowel(s). For 

example, /a/ for the first vowel might be misrecognized 

as /i/. For the training data, we correct the 

misrecognition. However, a correction cannot be made 

on the test data. The facial expression is recognized by 

the nearest-neighbor criterion in the feature vector space 

by using the training data just before speaking and just 

speaking the phonemes of the first and last vowels. 

 

IV. EXPERIMENTS 

1. Condition 

The thermal image produced by the thermal video 

system (Nippon Avionics TVS-700) and the sound 

captured from an Electret condenser microphone (Sony 

ECM-23F5), amplified by a mixer (Audio-Technica AT-

PMX5P), were transformed into a digital signal by an 

A/D converter (Thomson Canopus ADVC-300) and 

 
Fig. 8. Speech waveform of “Taro” and timing 

positions for image frame extraction [8] 

 
Fig. 7. Images expressing face rotation around the 

Z axis; (a) visible image,  

(b) thermal image, (c) binary image,  

(d) schematic diagram for the parameter lean 

 
Fig. 6. Images expressing the face rotation around  

the Y axis; (a) visible image, (b) thermal image, 

(c) binary image, (d) schematic diagram  

for the parameter rotate 
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input into a computer (DELL Optiplex 760, CPU: Intel 

Core 2 Duo E7400 2.80 GHz, main memory: 2.0 GB, 

and OS: Windows XP (Microsoft) with an IEEE1394 

interface board (I·O Data Device 1394-PCI3/DV6). We 

used Visual C++ 6.0 (Microsoft) as the programming 

language. To generate a thermal image, we applied the 

condition that the thermal image had 256 gray levels for 

the range 5 to 12.9 K. Accordingly, one gray level 

corresponded to 1.95  10-2 to 5.04  10-2 K. The 

temperature range for generating a thermal image was 

decided for each subject in order to easily extract the 

face area on the image. We saved the visual and audio 

information in the computer as a Type 2 DV-AVI file, in 

which the frame had a spatial resolution of 720480 

pixels and 8-bit gray levels and the sound was saved in 

a PCM format of a stereo type, 48 kHz, and 16-bit 

levels.  

Six subjects exhibited in alphabetic order each of the 

intentional facial expressions of “angry,” “happy,” 

“neutral,” “sad,” and “surprised,” while speaking the 

semantically neutral utterance “Taro.” Fig. 9 shows 

examples of the thermal image of each subject. Subjects 

A and B were males with glasses. Subjects C and D 

were females without glasses. Subject E was a male 

without glasses. Subject F was a male with a cap. Fig. 

10 shows examples of the images of subject A. 
In the experiment, all subjects kept intentionally 

front-view faces in the AVI files saved as the training 
data, and they freely changed their face direction in the 
AVI files saved as the test data. We obtained the feature 
parameter ranges for judging the front-view face with 
the use of the training data and the proposed method 
mentioned in Section III-1 (“Front-view Face 
Judgment”). The range was calculated as 

iiiii axa    for the nod, up, and rotate 

parameters of subject A, and 
iiiii axa  22   

for the lean parameter of subject A and all feature 
parameters of other subjects, where 

4321  , , , xxxx  were 

nod, up, rotate, and lean, and 
4321  , , , aaaa  were their 

mean values and 
4321  , , ,   were their standard 

deviation values, respectively. In the case of subject A, 
the difference of nod, up, and rotate between the front-
view and the non-front-view faces was relatively small, 
and so the feature parameter ranges for judging the 
front-view face were set to be narrower than those of 
the other subjects. We assembled twenty samples as 
training data and ten or less samples as test data, in 
which all facial expressions of all subjects were judged 
as front-view faces by the proposed method. The 
number of test data was decided as a result of the front-
view face judgment. From one sample, we obtained 

three images at the timing positions of just before 
speaking and just speaking the phonemes of the first and 
last vowels. We had the training data of only /a/ for the 
first vowel and only /o/ for the last vowel. If Julius 
misrecognized the vowel of the test sample, the 
corresponding image was not used for facial expression 
recognition. We had four cases on misrecognition for 
vowel(s); (1) no misrecognition for the first and last 
vowels, (2) misrecognition only for the first vowel, (3) 
misrecognition only for the last vowel, (4) 
misrecognition for both of the first and last vowels. We 
prepared feature vectors of the training data in each of 
the four cases. 

 
Fig. 9. Examples of thermal images having a neutral 

facial expression just before speaking 

Fig. 10. Examples of thermal images of subject A 

having each facial expression in speaking 
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2. Results and Discussion 

The mean value of the front-view face judgment 

accuracy for all subjects was 99.3%. The mean value of 

the recognition accuracy of vowels decided by Julius for 

all subjects was 93.6% for the first vowel (/a/) and 

88.0% for the last vowel (/o/). Table 1 shows the facial 

expression recognition accuracy for all subjects. The 

mean recognition accuracy was 87.7%. The mean 

recognition accuracy for each subject was 88% for 

Subject A, 90% for Subject B, 88% for Subject C, 82% 

for Subject D, 84% for Subject E, and 94% for Subject 

F. We have applied the present method to a speaker of 

any utterance to prepare the training data for all 

combinations of the first and last vowels [15]. We 

expect the proposed method to be applicable for 

recognizing facial expressions in daily conversation. 

V. CONCLUSION 

We developed a method for facial expression 

recognition for a speaker by using thermal image 

processing and a speech recognition system. In this 

paper, we propose a pre-processing module that has a 

judgment function for discriminating the front-view 

face. Using the module, a frame of the front-view face 

in a dynamic image is selected by estimating the face 

direction. The mean judgment accuracy of the front-

view face was 99.3% for six subjects, who changed their 

face direction freely. Using the proposed method, five 

kinds of facial expressions of six subjects were 

discriminable with 87.7% accuracy when the subject 

changed his or her face direction freely. 
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Table 1. Recognition accuracy for all subjects 
 Input facial expression 

Angry Happy Neutral Sad Surprised 

 
 
Output 

Angry 90 1.7 10 3.3
Happy 3.3 93.3 1.7
Neutral 80 3.3 1.7
Sad 5 5 86.7 5
Surprised 

1.7 5 15  88.3
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Abstract: We previously developed a method for the facial expression recognition of a speaker. For facial expression 
recognition, we previously selected three images: (i) just before speaking, and speaking (ii) the first vowel and (iii) the 
last vowel in an utterance. By using the speech recognition system named Julius, thermal static images are saved at the 
timing positions of just before speaking, and just speaking the phonemes of the first and last vowels. To implement our 
method, three subjects, who spoke 25 Japanese first names providing all combinations of the first and last vowels, were 
used to prepare first the training data and then the test data. Julius sometimes makes a mistake in recognizing the first 
and/or last vowel(s). For example, /a/ for the first vowel is sometimes misrecognized as /i/. In the training data, we 
correct this misrecognition. However, the correction cannot be performed in the test data. In the implementation of our 
method, the facial expressions of three subjects were discriminable with the mean accuracy of 80.1% when the subjects 
exhibited one of the intentional facial expressions of “angry,” “happy,” “neutral,” “sad,” and “surprised,” and the mean 
accuracy of the speech recognition of vowels by Julius was 71.0%. 
 
Keywords: Facial expression recognition, Speech recognition, Vowel judgment, Thermal image processing 

 

I. INTRODUCTION 

To better integrate robots into our society, a robot 

should be able to interact in a friendly manner with 

humans. The goal of this research is to develop a robot 

that can perceive human feelings and mental states. For 

example, a robot could encourage a person who looks 

sad, advise an individual to stop working and rest when 

he or she looks tired, or take care of an elderly person. 

The present investigation concerns the first stage of 

the development of a robot that has the ability to detect 

visually human feeling or inner mental states. Although 

the mechanism for recognizing facial expressions has 

received considerable attention in the field of computer 

vision research [1]–[6], at the present stage, it still falls 

far short of human capability, especially from the 

viewpoint of robustness under widely varying lighting 

conditions. One of the reasons for this is that nuances of 

shade, reflection, and local darkness influence the 

accuracy of facial expression recognition through the 

inevitable change of gray levels. 

To develop a robust method for facial expression 

recognition applicable under widely varied lighting 

conditions, we do not use a visible ray (VR) image. 

Instead, we used an image produced by infrared rays 

(IR), which show the thermal distribution of the face 

[7]–[16]. Although a human cannot detect IR, it is 

possible for a robot to process the information in the 

thermal images created by IR. Therefore, as a new mode 

of robot vision, thermal image processing is a practical 

method that is viable under natural conditions. 

In addition, the timing of recognizing facial 

expressions is important for a robot because the 

processing can be time-consuming. We adopted an 

utterance as the key to expressing human feelings or 

mental states because humans tend to say something to 

express feeling [11]–[16].  

In this paper, we briefly introduce our method [14] 

for the facial expression recognition of a speaker. For 

facial expression recognition, we select three images: (i) 

just before speaking, and speaking (ii) the first vowel 

and (iii) the last vowel in an utterance. A frame of the 

front-view face in a dynamic image is selected by 

estimating the face direction [16]. To apply our method 

[14], three subjects, who spoke 25 Japanese first names 

providing all combinations of the first and last vowels, 

were used to prepare first the training data and then the 

test data. 
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II. IMAGE ACQUISITION 

The principle behind thermal image generation is the 

Stefan–Boltzmann law, expressed as 4TW  , where 

  is emissivity,   is the Stefan–Boltzmann constant 

(=5.670510-12 W/cm2K4), and T  is the temperature 

(K). For human skin,   is estimated as 0.98 to 0.99 

[17], [18]. In this study, the approximate value of 1 was 

used as   for human skin because the value of   for 

almost all substances is lower than that of human skin 

[17]. Consequently, the human face region is easily 

extracted from an image by using the value of 1 for   

when a range of skin temperatures is selected to produce 

a thermal image [7]–[16], [19]. Fig. 1 shows examples 

of face images obtained by VR and IR of a male. 

Thermal images of a face can be obtained without light, 

that is, even at night. In principle, the temperature 

measurement by IR does not depend on skin color [18], 

darkness, or lighting condition, and so the face region 

and its characteristics are easily extracted from a 

thermal image. 

 

III. PROPOSED METHOD 

As a pre-processing module, we added a judgment 

function [19] of a front-view face to our method [14] for 

facial expression recognition [16]. Therefore, we can 

choose a front-view face as the target for recognizing 

facial expressions in daily conversation. 

Fig. 2 illustrates the flow chart of our method. We 

have two modules in our system. The first is a module 

for speech recognition and dynamic image analysis, and 

the second is a module for learning and recognition. In 

the module for learning and recognition, we embedded 

the module for front-view face judgment. The procedure, 

except the pre-processing module for front-view face 

judgment [16], is explained in the following. 

1. Speech Recognition and Dynamic Image Analysis 

We use a speech recognition system named Julius 

[20] to save the timing positions of the start of speech, 

and the first and last vowels in a WAV file [14]–[16]. 

Fig. 3 shows an example of the waveform of the 

Japanese first name “Taro”; the timing position of the 

start of speech and the timing ranges of the first vowel 

(/a/) and the last vowel (/o/) were decided by Julius. By 

using these three timing positions obtained from the 

WAV file, three thermal image frames are extracted 

from an AVI file. As the timing position just before 

speaking, we use 84 ms before the start of speech, as 

determined in our previously reported study [13]. As the 

timing position of the first vowel, we use the position 

where the absolute value of the amplitude of the wave 

form is the maximum while speaking the vowel. For the 

timing position of the last vowel, we apply the same 

procedure used for the first vowel. 

Fig. 2. Flow chart of our method [16] 

 
Fig. 1. Examples of a face image at night:

 (a) VR with lighting, (b) IR with lighting, (c) VR 
without lighting, (d) IR without lighting [9] 
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2. Learning and Recognition 

For the static thermal images obtained from the 

extracted image frames, the process of erasing the area 

of the glasses, extracting the face area, and 

standardizing the position, size, and rotation of the face 

are performed according to the method described in our 

previously reported study [13]. Fig. 4 shows the blocks 

for extracting the face areas in a thermal image having 

720   480 pixels. In the next step, we generate 

difference images between the averaged neutral face 

image and the target face image in the extracted face 

areas in order to perform a 2D discrete cosine transform 

(2D-DCT). The feature vector is generated from the 2D-

DCT coefficients according to a heuristic rule [12], [13]. 

As stated above, we use the speech recognition 

system named Julius, which sometimes makes a mistake 

in recognizing the first and/or last vowel(s). For 

example, /a/ for the first vowel is sometimes 

misrecognized as /i/. For the training data, we correct 

the misrecognition. However, a correction cannot be 

made on the test data. For example, when Julius 

correctly judges the first vowel at the utterance of 

“Taro” but misjudges the last vowel as /a/, the training 

data in speaking “Ayaka” are used for recognition 

instead of those for speaking “Taro.” The facial 

expression is recognized by the nearest-neighbor 

criterion in the feature vector space by using the training 

data just before speaking and while speaking the 

phonemes of the first and last vowels. 

 

IV. EXPERIMENTS 

1. Condition 

The thermal image produced by the thermal video 

system (Nippon Avionics TVS-700) and the sound 

captured from an Electret condenser microphone (Sony 

ECM-23F5), amplified by a mixer (Audio-Technica AT-

PMX5P), were transformed into a digital signal by an 

A/D converter (Thomson Canopus ADVC-300) and 

input into a computer (DELL Optiplex GX620, CPU: 

Pentium IV 3.4 GHz, main memory: 2.0 GB, and OS: 

Windows XP (Microsoft)) with an IEEE1394 interface 

board (I·O Data Device 1394-PCI3/DV6). We used 

Visual C++ 6.0 (Microsoft) as the programming 

language. To generate a thermal image, we applied the 

condition that the thermal image had 256 gray levels for 

the detected temperature range. This range was decided 

independently for each subject in order to best extract 

the face area. We saved the visual and audio information 

in the computer as a Type 2 DV-AVI file, in which a 

frame had a spatial resolution of 720   480 pixels and 

8-bit gray levels, and the sound was saved in a PCM 

format of stereo type, 48 kHz, and 16-bit levels. 

All subjects exhibited in alphabetic order each of the 

intentional facial expressions of “angry,” “happy,” 

“neutral,” “sad,” and “surprised,” while speaking the 

semantically neutral utterance of each of the Japanese 

first names listed in Table 1. Fig. 5 shows examples of 

the thermal image of each subject. There were three 

subjects. Subject A was a male without glasses. Subject 

B was a male with glasses. Subject C was a female 

without glasses. Fig. 6 shows examples of the images of 

Subject A. 

In the experiment, all subjects kept intentionally 
front-view faces in the AVI files saved as both the 
training and test data. Accordingly, the pre-processing 

 
Fig. 4. Blocks for extracting face areas in the thermal 
image [14] 

Table 1. Japanese first names used in the experiment 
 First vowel 

a i u e o 
 
Last 
vowel
 

a ayaka shinnya tsubasa keita tomoya

i kazuki hikari yuki megumi koji 

u takeru shigeru fuyu megu noboru

e kaede misae yusuke keisuke kozue 

o taro hiroko yuto keiko tomoko

 
Fig. 3. Speech waveform of “Taro” and timing 

positions for image frame extraction [14] 
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module for judging the front-view face [16] was not 
used in the experiment. We assembled 20 samples as 
training data and 10 samples as test data. From one 
sample, we obtained three images at the timing 
positions of just before speaking and just speaking the 
phonemes of the first and last vowels. We obtained 
training data for all combinations of vowel type of the 
first and last vowels. 

2. Results and Discussion 

The mean value of the recognition accuracy for the 

first vowels and last vowels of all subjects was 71.0%. 

The mean value of the recognition accuracy for the first 

vowels and last vowels was 84% for Subject A, 70% 

for Subject B, and 59% for Subject C. Table 2 shows 

the recognition accuracy for the first and last vowels of 

Table 3. Accuracy (%) of facial expression recognition 
Subject A Input facial expression 

Angry Happy Neutral Sad Surprised

 
 
Output

Angry 90.8 0.4 0.0 4.8 3.6
Happy 2.8 94.8 2.4 4.4 8.0
Neutral 0.0 0.0 94 0.0 0.0
Sad 3.2 3.2 0.8 79.2 15.2
Surprised 1.6 1.6 2.8 11.6 73.2

 
Subject B Input facial expression 

Angry Happy Neutral Sad Surprised

 
 
Output

Angry 64.1 5.2 5.2 6.7 9.4
Happy 10.8 77.6 0.8 6.9 12.6
Neutral 0.0 3.6 83.6 0.4 0.0
Sad 7.2 7.6 2.0 78 10.9
Surprised 17.9 6 8.4 8 67.3

 
Subject C Input facial expression 

Angry Happy Neutral Sad Surprised

 
 
Output

Angry 78.8 4.4 7.2 5.2 0.8
Happy 2.4 77.1 3.6 2.4 0.0
Neutral 10.8 2.0 71.9 3.2 2.0
Sad 2.8 11.3 12.9 78.8 5.2
Surprised 5.2 5.2 4.4 10.4 92

Table 2. Accuracy (%) of speech recognition for Subject A 
First- 
last 
vowel

Angry Happy Neutral Sad Surprised Mean 

a-a 56 70 80  90  0 59 

a-i 90 100 100  90  90 94 

a-u 80 40 100  100  80 80 

a-e 20 20 30  70  100 48 

a-o 100 80 100  100  100 96 

i-a 100 100 100  100  70 94 

i-i 90 90 100  100  80 92 

i-u 90 90 90  100  90 92 

i-e 40 90 100  88  0 64 

i-o 100 100 90  60  100 90 

u-a 90 100 50  100  40 76 

u-i 90 100 40  10  100 68 

u-u 100 100 90  100  100 98 

u-e 100 100 100  100  100 100 

u-o 100 100 90  100  100 98 

e-a 63 50 60  40  0 43 

e-i 100 100 100  100  100 100 

e-u 40 60 100  100  90 78 

e-e 22 90 80  90  50 66 

e-o 90 100 100  100  100 98 

o-a 100 90 100  100  50 88 

o-i 100 100 100  100  100 100 

o-u 100 100 100  100  70 94 

o-e 90 100 100  100  80 94 

o-o 100 100 100  100  100 100 

Mean 82 87 88  90  76 84 

Fig. 6. Examples of thermal images of Subject A 

having each facial expression in speaking “Ayaka” 

 

 
Fig. 5.  Examples of thermal images having a neutral 
facial expression just before speaking “Ayaka” 

Subject A          B             C 
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Subject A. Table 3 shows the facial expression 

recognition accuracy as mean values over all 

combinations of first and last vowels. The mean 

recognition accuracy of the facial expressions of all 

subjects was 80.1%. The mean recognition accuracy of 

the facial expressions was 86.4% for Subject A, 74.1% 

for Subject B, and 79.7% for Subject C. Tables 4 to 6 

show all the values of the recognition accuracy of the 

facial expressions of each subject. We have not yet 

found a relationship between the recognition accuracy 

of vowels and the recognition accuracy of facial 

expressions. As a continuation of our work, we will 

apply our method for facial expression recognition by 

using other subjects. 

 

V. CONCLUSION 

We previously developed a method for facial 

expression recognition for a speaker by using thermal 

image processing and a speech recognition system. To 

implement our method, three subjects spoke 25 

Japanese first names, which provided all combinations 

of the first and last vowels. These subjects were used to 

prepare first the training data and then the test data for 

all combinations of the first and last vowels. The mean 

accuracy of the recognition of vowels by Julius was 

71.0% for all subjects. Using our method, the facial 

expressions of three subjects were discriminable with 

80.1% accuracy when he or she exhibited one of the 

intentional facial expressions of “angry,” “happy,” 

“neutral,” “sad,” and “surprised.” We expect our method 

to be applicable for recognizing facial expressions in 

daily conversation. 
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Table 5. Accuracy (%) of facial expression recognition of 

Subject B 
First- 
last 
vowel 

Angry Happy Neutral Sad Surprised Mean 

a-a 10 70 10 90 90 54.0

a-i 50 50 100 40 44 56.8

a-u 80 90 100 89 89 89.6

a-e 22 100 100 78 80 76.0

a-o 30 100 100 60 50 68.0

i-a 100 30 90 70 80 74.0

i-i 40 80 100 90 10 64.0

i-u 70 100 100 100 100 94.0

i-e 90 100 90 90 78 89.6

i-o 60 100 100 90 80 86.0

u-a 60 10 70 90 30 52.0

u-i 0 90 90 40 70 58.0

u-u 100 40 40 90 70 68.0

u-e 100 100 100 83 100 96.6

u-o 80 40 100 80 90 78.0

e-a 90 90 90 90 90 90.0

e-i 90 90 100 90 0 74.0

e-u 10 80 100 90 20 60.0

e-e 100 100 10 100 70 76.0

e-o 90 100 100 100 80 94.0

o-a 50 90 100 70 90 80.0

o-i 50 60 100 10 50 54.0

o-u 50 80 100 80 80 78.0

o-e 80 90 0 100 70 68.0

o-o 100 60 100 40 70 74.0

Mean 64.1 77.6 83.6 78.0 67.2 74.1

Table 4. Accuracy (%) of facial expression recognition of 

Subject A 
First- 
last 
vowel 

Angry Happy Neutral Sad Surprised Mean 

a-a 100 100 100 100 0 80.0

a-i 100 100 70 100 90 92.0

a-u 90 100 100 100 90 96.0

a-e 100 100 100 100 100 100.0

a-o 100 100 100 60 90 90.0

i-a 60 80 100 60 60 72.0

i-i 100 100 70 100 100 94.0

i-u 100 100 100 100 40 88.0

i-e 90 100 100 90 90 94.0

i-o 90 100 90 90 100 94.0

u-a 90 100 60 40 70 72.0

u-i 100 100 100 0 100 80.0

u-u 100 100 90 90 100 96.0

u-e 100 100 100 100 100 100.0

u-o 100 100 90 100 90 96.0

e-a 100 80 100 50 10 68.0

e-i 80 100 100 70 100 90.0

e-u 100 80 100 90 100 94.0

e-e 100 90 80 80 0 70.0

e-o 10 100 100 50 30 58.0

o-a 100 60 100 100 10 74.0

o-i 100 90 100 90 100 96.0

o-u 100 100 100 30 90 84.0

o-e 90 100 100 90 90 94.0

o-o 70 90 100 100 80 88.0

Mean 90.8 94.8 94.0 79.2 73.2 86.4
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Table 6. Accuracy (%) of facial expression recognition of 

Subject C 
First- 
last 
vowel 

Angry Happy Neutral Sad Surprised Mean 

a-a 100 67 30 40 80 63.4

a-i 80 50 100 30 60 64.0

a-u 70 100 80 70 100 84.0

a-e 60 70 10 60 60 52.0

a-o 100 50 78 60 100 77.6

i-a 80 100 100 100 90 94.0

i-i 80 100 100 60 90 86.0

i-u 40 70 90 60 60 64.0

i-e 70 40 70 30 100 62.0

i-o 60 80 90 80 90 80.0

u-a 80 100 90 90 90 90.0

u-i 90 10 50 90 100 68.0

u-u 60 90 90 100 100 88.0

u-e 80 100 100 80 100 92.0

u-o 90 10 10 90 100 60.0

e-a 100 100 70 80 100 90.0

e-i 90 100 100 100 100 98.0

e-u 100 80 40 60 100 76.0

e-e 90 100 100 100 100 98.0

e-o 90 100 30 100 100 84.0

o-a 40 80 80 100 100 80.0

o-i 90 60 80 90 80 80.0

o-u 70 90 20 100 100 76.0

o-e 90 100 100 100 100 98.0

o-o 70 80 90 100 100 88.0

Mean 78.8 77.1 71.9 78.8 92.0 79.7
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A Human-machine Cooperative System for Generating Sign Language 
Animation Using Thermal Image Processing, Fuzzy Algorithm, and 

Simulated Annealing 
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Abstract: We propose a method for sign language animation by skin region detection applied to a thermal infrared 
image. In a system incorporating the proposed method, a 3D CG model corresponding to a person’s characteristic 
posture while using sign language is generated automatically by pattern recognition of the thermal image, and then a 
person’s hand in the CG model is set. The hand part is made manually beforehand. If necessary, the model can be 
replaced manually by a more appropriate model corresponding to training key frames and/or the same generated model 
can be refined manually. In our experiments, three hearing-impaired people, experienced in using sign language, 
recognized the Japanese sign language gestures of 70 words expressed as animation with 94.3% accuracy. We further 
improved the system by correcting the position and the direction of the hand of the automatically generated model 
through the use of a fuzzy algorithm and simulated annealing. 
 
Keywords: Japanese Sign Language, Thermal Image Processing, Computer Graphics, Model Fitting, Fuzzy Algorithm, 
Simulated Annealing. 
 

I. INTRODUCTION 

Sign languages enable hearing-impaired people to 

communicate with each other. However, it is 

inconvenient for communication with non-hearing-

impaired people because there are not enough sign 

language interpreters. Therefore, there is a strong need 

for an automatic sign language translation system. In 

addition to a sign language recognition function, an 

animation function is necessary for such a system. 

Several systems for sign language animation have been 

studied [1-4]. For animations expressing personality 

and/or emotion appropriately, conventional systems 

need many extra manual operations. To lower the 

workload of sign language systems, one of the most 

promising approaches is to improve the animation 

automatically acquired from dynamic images of real 

motion, with only the refinement performed manually. 

We previously proposed a method for expressing a sign 

language gestures as computer graphics (CG) animation 

that uses a human thermal infrared image taken without 

placing special restrictions on the person providing the 

image [5]. 

In this study, we evaluated a system implementing 

our method [5] for generating sign language animation 

from a dynamic image of a hearing-impaired person by 

measuring the recognition accuracy of other hearing-

impaired people. Then, we further improved the system 

by correcting the position and the direction of the hand 

of the automatically generated model through the use of 

a fuzzy algorithm and simulated annealing. 

 

II. PROPOSED METHOD 

The flowchart for generating sign language 

animation from an input dynamic image is shown in Fig. 

1. In the next sections, important elements in the total 

procedure are described. 

1. Thermal image generation 

The thermal image is produced by a thermal video 

system  (NEC Avio Infrared Technologies Co., Ltd., 

Neo Thermo TVS-700), then transformed into a digital 

signal by an A/D converter (Thomson Canopus ADVC-

300), and input into a computer with an IEEE1394 

interface board (IO Data Device 1394-PCI3/DV6). Then, 

the image for each signed word is recorded as an AVI 

file on a PC. The images that are input into the 

computer have a spatial resolution of 720 × 480 pixels 

and 256 possible gray levels. 

2. Selection of key frames from training images 

After erasing the noise on each image frame in the 

AVI file, the sum of the differences of the gray levels of 

all pixels between the present frame and the previous 

frame is calculated. On the assumption that the 

characteristic postures in sign language gestures 

correspond to frames showing slower movement, a 

frame having a small gray level difference from the 

previous frame is considered to be a candidate of 
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Fig. 1. Flowchart for generating sign language 

animation 

 

a suitable frame (hereafter called a key frame) for 

making a 3D CG model. That is, the sum of the 

differences of the gray levels for the previous frame is 

used for picking out several key frames. As the selection 

criterion, we first select the top β % frames of the 

inverse value of the sum. However, similar successive 

frames can be selected. To select the key frames, we 

remove all frames except the first and last frames (when 

three or more successive frames are selected) with the 

same value of β for the inverse value of the sum of the 

gray level differences (Fig. 2). We use 25, 50, and 75 as 

the values of β. All frames selected with each of these 

three values for a sign are designated as key frames. The 

feature vector used for pattern recognition is made from 

the mosaic image after smoothing. 

3. CG model generation for thermal images 

The CG model has a hierarchical structure of 34 

joints (Figs. 3 and 4) and is described with rotation 

angles for the corresponding joints. The 3D CG model 

corresponding to each key frame for a sign is made 

manually (Fig. 5). We store the feature vectors of the 

key frames and the corresponding 3D CG models as 

training data. 

4. Animation 

To animate a sign, key frames are selected according 

to the process mentioned in Section II-2, followed by

  

Fig. 2. Selection of key frames from candidates [5] 

 
Fig. 3. Human model (a), standard posture (b) [5] 

 

 

 

 

 

 

 
Fig. 4. Structure of the human model [5] 

 

 

 

 

 

 

 

 

 

Fig. 5. Manual model fitting [5] 

 

recognition using the “nearest neighbor” criterion for 

the feature vectors in the training data. When the user 

judges that the CG model corresponding to the key 

frame acquired from the input dynamic thermal image is 

not appropriate, the model can be replaced manually by 

a more appropriate model corresponding to the one 

made for the training key frames (Fig. 6) and/or the 

same model can be refined manually. We assume that 

we know the meaning of each sign for making the 

animation. The hands in all CG models are replaced by 

those made manually as training data. Then, the 

an ima t ion  i s  genera ted  wi th  the  CG models  
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Fig. 6. Modification of model for key frame [5] 

 

corresponding to the key frames by smoothing each 

rotation angle around the axis for each joint according 

to the appropriate time sequence. 

 

III. EXPERIMENTS AND DISCUSSION 

1. Conditions 

In the experiments, a personal computer, Dell 

Dimension 8300 (CPU: Pentium IV 3.2 GHz, main 

memory: 2.0 GB, OS: Windows XP), was used, and 

Microsoft Visual C++ 6.0 was used for programming. 

The temperature range for detection was 302.3 to 306.7 K. 

First, 70 signs were selected for the training data and 

for investigating the performance of our system 

according to the following necessary sign conditions: a 

noun that includes a large motion observable by the 

listener or the camera and does not include a meaning 

movement of the head, a movement in the direction of 

the listener or the camera, the crossing of hands, or the 

need for an initial pose. With the thermal video system 

for obtaining the thermal images and a CCD camera for 

obtaining the visible images, 70 signs by subject A, who 

was hearing-impaired and knew Japanese sign language, 

were recorded twice as an AVI file for each word. The 

first sign for the word was used to make the training 

data, and the second sign for the word was used for 

recognition and animation generation. In our 

experiments, the sign language was Japanese. 

2. Results 

For the evaluation of our system, the training image 

expressing the same meaning as that used for 

recognition was not used. Therefore, 69 signs which did 

not involve the sign having the same meaning as that for 

recognition were used to make the training images and 

test each sign. Three subjects (B, C, and D), who were 

hearing-impaired and knew Japanese sign language, 

evaluated the sign language animation produced by our 

system. The three subjects wrote down the meaning of  

each sign and rated it according to one of the following 

three categories—Level 1: instantly understandable, 

Level 2: understandable through checking the sign 

language gesture expressed by the visible ray image for 

training, Level 3: not understandable (no answer). The 

animations were produced under two conditions—

Condition 1: with neither the modification nor the 

manual refinement of the models, Condition 2: with 

both the modification (Fig. 6) and the manual 

refinement of the models. Table 1 shows the correct 

answer rates at each level. As shown in Table 2, some 

misunderstandings occurred because subjects B and C 

did not often check the sign language gestures 

expressed by the visible ray image for training. The 

modification of the models, an example of which is 

shown in Fig. 6, and the manual refinement of the 

models improved the animation, especially at Level 2, 

as shown in Table 1. The average correct answer ratio of 

subjects B, C, and D, except for the misunderstandings 

caused by their lack of referring to the sign language 

gesture expressed by the visible ray image for training, 

was 51.3% and 94.3% under Conditions 1 and 2, 

respectively. The time required was approximately 20 

minutes to make an animation for the sign language 

gesture using the training image, whereas it took 

approximately 25 seconds and 15 minutes to make an 

animation for the sign language gesture using the test 

image under Conditions 1 and 2, respectively. 

 

Table 1. Number of correct answers at each level  
 Level 1 Level 2 Total 

Subject B 
Condition 1 27/37 (73.0%) 3/7 (42.9%) 30/70 (42.9%) 

Condition 2 52/57 (91.2%) 6/6 (100%) 58/70 (82.9%) 

Subject C 
Condition 1 24/33 (72.7%) 10/26 (38.5%) 34/70 (48.6%) 

Condition 2 51/59 (86.4%) 8/10 (80.0%) 59/70 (84.3%) 

Subject D 
Condition 1 22/26 (84.6%) 15/18 (83.3%) 37/70 (52.9%) 

Condition 2 54/55 (98.2%) 10/13 (76.9%) 64/70 (91.4%) 

 

Table 2. Number of misunderstandings 
 Number 

of 
incorrect 
answers 

Reference shortage Poor CG 

Level 
1 

Level 
2 

Level 
3 

Level 
1 

Level 
2 

Level 
3 

Subject B 12 2 0 6 3 0 1 
Subject C 11 6 1 0 2 1 1 
Subject D 6 0 2 1 1 1 1 
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3. Estimation of the position errors in CG space 

The accuracy rate under Condition 2 was much 

higher than that under Condition 1, whereas the 

workload to generate an animation under Condition 2 

was larger than that under Condition 1. To find some 

strategies for improving the accuracy rate under 

Condition 1, the position errors in several sign 

languages gestures using only the movement of one 

hand (the right hand) were evaluated in CG space. We 

investigated the causes of the poor animation under 

Condition 1 when Condition 2 provided a correctly 

understandable animation but Condition 1 did not. To 

find the cause of the position errors, we attached 

markers to the hand. We compared each position of the 

markers attached on a subject’s hand in physical space 

with the corresponding position on the model in CG 

space. For simplicity, we selected animations in which 

only the right hand moved while performing the sign 

language gesture. 

A. Inspection Method 

We used the motion capture system named Radish 

(Library) for measuring the position of the markers 

attached on the subject. We attached 15 markers each on 

subject A and the model in CG space (Fig. 7). Then the 

model was manually refined to fit the human posture. 

The markers on the model were set as accurately as 

possible on the positions in CG space so that they had 

the same positions as those of subject A in physical 

space.  

 

 

 

 

 

 

 

Fig. 7. (a) Subject with attached markers, and (b) model 

with attached markers 

B. Results 

Fig. 8 shows the position errors of the markers 

attached to the model in CG space. When an animation 

under Condition 1 was correctly understood, the 

position errors were, on the whole, smaller than those in 

the case of misunderstanding the animation. However, 

even when the position error was small, the animation 

was sometimes misunderstood. This phenomenon was 

primarily caused by the unwanted movement of the 

other hand (left hand). However, another phenomenon  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 8. Position errors of markers on subjects B, C, and D 

 

causing the poor animation was found, as discussed in 

Section III-4. 

4. Discussion 

The sign language animation for “Meiji Era” 

generated under Condition 1 was compared with that 

generated under Condition 2. Though the difference 

between the animations generated under Conditions 1 

and 2 was relatively small with regard to the hand orbit, 

the rotation of the elbow under Condition 1 was 

remarkably different from that under Condition 2 at 

time instances important for recognizing the animation 

(Fig. 9). In the case of the sign language animation for 

“younger brother”, the same phenomenon was observed 

(Fig. 10). Therefore, we thought that a technique to 

correct the direction of the arm including the elbow was 

necessary. We used the angular information and the 

vector expressing the hand direction for the key frame 
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selected in the training images to produce a fuzzy 

system to improve the hand orientation. When fitting a 

model, as described in Section II-3, the hand direction 

and the center of gravity coordinates of the three 

markers (A, B, and C) in the 3D CG model 

corresponding to the key frame for the training image 

were recorded. A hand direction is expressed as the 

vector from marker A to marker B (hereinafter called 

vector B) and the vector from marker A to marker C 

(hereinafter called vector C) (Fig. 11). 

Using cluster analysis, 487 key frames for the 

training images of sign language gestures in which only 

one hand moved were investigated. For this analysis, 

Ward’s method was applied to 18 elements composed of 

the angles of the shoulder, elbow and wrist, vector B, 

vector C, the center of gravity coordinates of markers A, 

B, and C. The number of groups divided by the cluster 

analysis was used as the number of rules of the fuzzy 

algorithm. This value was experimentally decided as 24. 

The fuzzy rules are described in (1). The fuzzy 

algorithm is described in (2) to (5). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

where 921 ,,, xxx   denote the parameters of the 

antecedent; 921 ,,, yyy  denote the parameters of the 

consequent; 921921 ,,,,,, iiiiii BBBAAA  denote 

the corresponding fuzzy labels; iw  denotes the fitness 

value of the i th rule to the input of 

921 *,,*,* xxx  ; 

 

 

 

 

 

 

Fig. 9. One scene of the sign language animation for the 

Meiji Era under (a) Condition 1, (b) Condition 2 

 

 

 

 

 

 

Fig.10. One scene of the sign language animation for 

“younger brother” under (a) Condition 1, (b) Condition 2  
 
 
 
 
 
 
 

Fig. 11. Hand model with attached markers 
 

and iy *  denotes the output for iy . In this study, the 

coordinates of the center of gravity for markers A, B, 
and C attached on the model were assigned for 

),,( 321 xxx ; the elements of vectors B and C were 

assigned for ),,( 654 xxx  and ),,( 987 xxx , 

respectively; and the rotation angles on the shoulder, the 
elbow, and the wrist in the model were assigned for 

921 ,,, yyy  , respectively. Each norm of vectors B 

and C had the value of 1. Fig. 12 shows a schematic 
diagram of the membership functions used for both the 

antecedent and the consequent, where iC  denotes a 

fuzzy label of the antecedent or consequent, for example, 

11A , whereas Z  corresponds to a variable of the 

antecedent or consequent, for example, 1x . Each 

membership function had a pentagonal shape and a 
value of 1 at the corresponding measured mean value 
and a value of 0.5 at the corresponding measured 
minimum and maximum values. We used a fuzzy 
 

 

 

 

 

 

Fig. 12. Membership functions 
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algorithm having 24 rules, 9 antecedent valuables, and 9 

consequent variables. The rotation angles of the 

shoulder, elbow, and wrist are inferred using this fuzzy 

algorithm. 
Next, we propose a method to improve the rotation 

angle set to the joint of the elbow by decreasing the 
difference of the hand direction for the test image to that 
for the training image, and the difference of the center 
of gravity coordinates of markers A, B, and C of the 
models before and after using the fuzzy algorithm. The 
rotation angle of the elbow joint was acquired by 
simulated annealing (SA). The amount of the 
modification in the rotation angle of each rotation axis 

of the elbow joint is )3,2,1( qnq . The value of a 

uniform random number generated with the value of 

T  to T  is )(Tnq . We used the experimentally 

decided (6), shown below, as the cooling schedule. 
 

                              , 

 

where 0T  is the initial temperature and s  is the 

number of steps of the iteration operation. As initial 
values for (6), the angles of the model obtained from the 
recognition result were used. The total error to be 
reduced is defined as the sum of the errors in the hand 
direction to that for the training image, and the error in 
the center of gravity of the three markers attached on 
the hand with respect to that obtained from the 
recognition result. When the total error obtained at an 
iteration step is smaller than the minimum value 
obtained before the step, the rotation angles of each 
rotation axis of the elbow join are updated to those at 
that step. The iteration operation is terminated at a 
previously decided step. Condition 3 denotes the 
condition for the sign language animation generated 
under Condition 1 followed by improvement using the 
fuzzy algorithm and SA. The sign language animations 
generated under Condition 3 are more natural than those 
under Condition 1 (Figs. 13 and 14). 

 

IV. CONCLUSION 

We developed an enhanced system for generating 

sign language animation using skin region detection on 

a thermal infrared image. In this system, a 3D CG 

model corresponding to a characteristic posture used in 

sign language is generated automatically by pattern 

recognition of the thermal image, whereas the human 

hand in the CG model is created manually. In 

experiments, three people experienced in using sign 

language recognized with good accuracy the Japanese 

sign language gestures of 70 words expressed as 

animations. Then, using the fuzzy algorithm and  

Fig. 13. One scene of the animation of “Meiji Era”; 

(a) Condition 1, (b) Condition 2, and (c) Condition 3 

Fig. 14. One scene of the animation of “younger 

brother”; (a) Condition 1, (b) Condition 2, and (c) 

Condition 3 

 

simulated annealing, we improved the system to correct 

the position and the direction of the hand of the 

automatically generated model. 
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Abstract: We previously proposed a content-based music recommendation system that uses several strategies for music 
recommendation. Each strategy, based on the user’s music evaluation history up to the present time, is composed of a 
feature vector and a decision rule for music recommendation. Vocal signals are an important factor in music 
recommendation. Therefore, we use FastICA to separate vocal components from music. In an experiment to evaluate 
the proposed system, 10 users rated 100 music files in a music database. Of these 100 music files, 49 contained vocal 
components. For all 100 music files, the mean recommendation accuracy by the proposed system was 67.2%, and the 
mean recommendation accuracy of random recommendation was 32.1%. For songs containing vocal signals, the mean 
recommendation accuracy by the proposed system was 45.3% with FastICA and 35.8% without FastICA. 
 
Keywords: Content-based music recommendation, Vocal characteristics, Independent component analysis, FastICA. 

 

I. INTRODUCTION 

Currently, many computer users enjoy a large 

number of music files stored on their computer or using 

the Internet. The increasing amounts of available audio 

data require the development of a music 

recommendation system. There are two kinds of music 

recommendation systems: content-based 

recommendation and collaborative filtering. We 

previously proposed a content-based music 

recommendation system [1]. 

In this study, in our music recommendation system, 

we add the time series of Mel-frequency cepstral 

coefficients (MFCCs) [2], [3] as the feature parameters. 

Moreover, because vocal signals are an important factor 

in a listener’s musical tastes, we add a module using 

FastICA [4] for separating vocal signals from music. 

 

II. FEATURE PARAMETERS 

In the content-based music recommendation system, 

we use three kinds of feature parameters for 

characterizing music: time series of wavelet transform 

coefficients, time series based on MFCCs, and rhythmic 

content [5]. We explain these feature parameters in the 

following subsections. 

1. Wavelet transform coefficients 

Original audio data )0(
ks , where k  denotes the 

element number in the data, are used as the level-0 
wavelet decomposition coefficient sequence. The 

)0(
ks data are decomposed into the multi-resolution 

representation (MRR) and the coarsest approximation 
by repeatedly applying the discrete wavelet transform 
(DWT). The wavelet decomposition coefficient 

sequence )( j
ks  at level j  is decomposed into two 

wavelet decomposition coefficient sequences at level 
1j , as shown below in (1) and (2): 

(1)                               ,)(
2

)1(  
 

n

j
nkn

j
k sps  

(2)                                  ,)(
2

)1( j
n

n
kn

j
k sqw  

   

where kp  and kq  denote the scaling and wavelet 

sequences, respectively, and )1( j
kw  denotes the 

development coefficient at level 1j . The development 

coefficients at level J  are obtained by using (1) and 
(2) iteratively from 0j  to 1 Jj . 

In the present study, we use Daubechies wavelet for 
the DWT. As a result, we obtain the following relation 
between 

kp  and 
kq : 

(3)                                              .)1( 1 k
k

k pq －－  

It is known that the histogram of the wavelet 

coefficients of each domain of MRR sequences has a 

distribution centered at approximately 0 when the DWT 

is performed on audio data [6]. We use the time series of 

wavelet coefficients of each domain of the MRR 

sequences as elements of the feature vector. 

2. MFCCs  

MFCCs are obtained for each frame of a sound 

signal by using reported techniques [3]. The following 

are used as elements of the feature vector: the time-
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series of the mean values and the standard deviations of 

12-dimensional MFCCs, the logarithmic power of 12-

dimensional MFCCs, the 12-dimensional MFCC 

difference between frames, and the 12-dimensional 

MFCC logarithmic power difference between frames. 

3. Rhythm content 

Rhythmic content feature parameters are obtained 

by using reported techniques [5]. A set of feature 

parameters based on a beat histogram are calculated. 

These are as follows: 

・A0, A1: the relative amplitude (divided by the sum of 

the amplitudes) of the first and second histogram peaks, 

respectively [5]; 

・RA: the ratio of the amplitude of the second peak 

divided by the amplitude of the first peak [5]; 

・P1, P2: the period of the first and second peaks, 

respectively, in beats per minute (bpm) [5]; 

・SUM1, SUM2, SUM3: sum of beat strength in the 

histogram in the range of 40–90, 90–140, 140–250 

bpm, respectively. 

Each of the three kinds of feature parameters, which are 

a: [SUM1], b: [A0, A1, SUM1, SUM2, SUM3], c: [A0, 

A1, P1, P2, RA, SUM1, SUM2, SUM3], is used as a 

feature parameter in the proposed system described in 

Section IV. 

 

III. FastICA 

Independent component analysis (ICA) [7], which is 

a statistical and computational technique for separating 

hidden factors in a signal, is a promising technique for 

separating vocal signals from songs [8]. In this study, 

we use FastICA [4], for performing ICA. 

 

IV. PROPOSED SYSTEM 

To explain the decision rules for music 
recommendation, we describe a set of music indices as 

},,1|{ MNmM  , an evaluation by a user as a score 

)51(  ss , where 1, 2, 3, 4, and 5 mean “dislike,” 

“slightly dislike,” “neutral,” “slightly favorite,” and 
“favorite,” respectively, and a set of evaluated music 
indices as  },,1|{ Msss NmM  . 

1. Elements of decision rules for the recommendation 

A. Decision rules using one kind of feature parameter 
After principal component analysis (PCA) on the 

feature vectors obtained from unevaluated music m  
file and the number 

MsN  of evaluated music files of a 

user, the principal components up to the l th component 

are selected under the condition that the accumulated 

contribution ratio first exceeds 80% at the l th 

component. The score s for music *m  file having 

the maximum value of similarity to music m  file 

among the number
MsN of evaluated music files is 

assigned to the score of music m  file. The similarity 

is calculated as the inverse value of the Euclidean 

distance in the l -dimensional feature vector space 

obtained by the above PCA. When the assigned score is 
4 or 5 (“slightly favorite” or “favorite”), the unevaluated 

music m  file is recommended for the user. 

B. Decision rules using two or three kinds of feature vectors 

Table 1 shows the decision rules for music 

recommendation using two or three kinds of feature 

parameters. 

2. Recommendation system 

The system finds a suitable strategy for music 

recommendation for each user among 74 combinations 

of decision rule and feature parameter(s), as shown in 

Table 2, based on the user’s music evaluation history up 

to the present time. Assuming that we have evaluated 

1K  music files, one unevaluated music m  file is 

judged recommendable or not recommendable 

according to the following two criteria. 

Criterion 1: 

One music **m  file among 1K  evaluated music 

files is considered an unevaluated music file, and each 

strategy of the 74 combinations of decision rule and 

feature parameter(s) is used to judge whether music 

**m  file is recommendable by using 2K  

evaluated music files as training samples. Then, each 

recommendation is checked using the score of music 

**m  file to determine whether each judgment is 

correct. The recommendation accuracy for each strategy 

is obtained by selecting one music **m  file in order 

among 1K  evaluated music files. The 

recommendation strategy having the best accuracy among 

Table 1. Decision rules for music recommendation 

using two or three kinds of feature parameters 
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Table 2. Strategies for music recommendation in our system. 

Strategy 

no. 
Decision 

rule 

Feature vector 

Main Other(s) 

1 

Using only 
one kinds of 

feature 
parameter(s)

Wavelet  

2 MFCC  

3 Rhythm a  

4 Rhythm b  

5 Rhythm c  

6 

A 

 
 

Wavelet 

MFCC 

7 Rhythm a 

8 Rhythm b 

9 Rhythm c 

10  
 

MFCC 

Wavelet 

11 Rhythm a 

12 Rhythm b 

13 Rhythm c 

14 Rhythm a  
 

Wavelet 15 Rhythm b 

16 Rhythm c 

17 Rhythm a  
 

MFCC 18 Rhythm b 

19 Rhythm c 

20～33 B （Same as those described at No.6～19） 

34～47 C （Same as those described at No.6～19） 

48 

D 

 
 

Wavelet 

MFCC, Rhythm a 

49 MFCC, Rhythm b 

50 MFCC, Rhythm c 

51  
 

MFCC 

Wavelet, Rhythm a 

52 Wavelet, Rhythm b 

53 Wavelet, Rhythm c 

54 Rhythm a  
 

Wavelet, MFCC 55 Rhythm b 

56 Rhythm c 

57～65 E （Same as those described at No.48～56） 

66～74 F （Same as those described at No.48～56） 

 

all strategies is used to judge whether each unevaluated 

music m  file is recommendable by using 1K  

music files as training samples. 

Criterion 2: 

When an unevaluated music m  file is judged to be 

recommendable under criterion 1 and the main feature 

vector having the second highest similarity to the 

feature vector obtained from the unevaluated music m  

file is obtained from the music file having a score of 4 

or 5, the unevaluated music m file is judged to be 

recommendable. 

 

V. PERFORMANCE EVALUATION 

1. Conditions 

Fig. 1 shows the flowchart for the evaluation of the 

system. K  was set as 100 in using 100 music files in 

the database, while it was set as 49 in using the 49 

music files with vocal. 
We used 100 music files in the real world 

computing (RWC) music database, which is available 
for research [9]. To evaluate the performance of the 
proposed system, all music files in the database were 
assigned scores )51(  ss  by 10 users. Of the 100 

music files, 49 with vocal signals were used to evaluate 
FastICA as a pre-processing module. The feature 
parameters from wavelet transform coefficients and 
those from rhythmic content were calculated under the 
conditions described in our previous reported paper [1]. 
To calculate the feature parameters from MFCCs, a 
sound signal of 10 to 65 seconds from the beginning of 
a music signal was used. The sound signal was obtained 
under the following conditions: window length 30 ms, 
shift pitch 10 ms, Hanning window used as the window 
function, and 24 filter banks. The sound signal was 
equally divided into five signals as the time-series. In 
this experiment, a sound signal of 55 seconds was 
divided into five sound signals of 11 seconds, and 52 

 
Fig. 1. Flowchart for evaluation of the system
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feature parameters were obtained for a sound signal of 
11 seconds according to the method described in 
Section II-2. As a result, we obtained a 260-dimensional 
feature vector from the sound signal of 55 seconds. 

2. Results and discussions 

Table 3 shows the recommendation accuracy for 100 

music files. The recommendation accuracy of criterion 2 

was almost always better than that of criterion 1. The 

mean recommendation accuracy by the proposed system 

(criterion 2) was 67.2%, while that of random 

recommendation was 32.1%. For songs containing 

vocal signals, the mean recommendation accuracy by 

the proposed system with FastICA was 45.3%, but that 

without FastICA was 35.8% under only criterion 1 (Fig. 

2). These results confirm that FastICA improves the 

recommendation accuracy of songs with vocal signals. 

 

Table 3. Recommendation accuracy for 100 music files 
User 

No. 

Criterion 1 Criterion 2

Recommendation 

accuracy 

Difference to 

random 

recommendation

Recommendation 

accuracy 

Difference to 

random 

recommendation

1 55.6 15.6 83.3 43.3 

2 40.0 11.0 28.6 -0.4 

3 66.7 32.7 100.0 66.0 

4 59.1 17.1 60.0 18.0 

5 44.4 15.4 30.8 0.8

6 50.0 23.0 60.0 33.0 

7 84.6 50.6 100.0 66.0 

8 68.8 33.8 71.4 36.4 

9 35.5 -4.5 37.5 -2.5 

10 57.1 47.1 100.0 90.0 

Mean 56.2 24.2 67.2 35.1 
(%) 

 

VI. CONCLUSION 

We propose a content-based music recommendation 

system with several possible strategies. Each strategy is 

composed of a feature vector and a decision rule for 

music recommendation. The strategy for each user 

is based on the user’s music evaluation history up to 

the present time. Since vocal signals are an important 

factor of a listener’s musical tastes, we use FastICA as a 

pre-processing module to separate vocal signals from 

songs. In the experiment, 100 music files in the RWC 

database were used for estimating the performance of 

the proposed system. The mean recommendation 

accuracy by the proposed system was 67.2%, and the 

mean accuracy of random recommendation was 32.1%. 

For 49 songs containing vocal signals, FastICA 

improved the mean accuracy of music recommendation. 
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Abstract: Recently, music therapy has been used for improving the recognition ability of people. Music therapy may be 
more effective when the favorite music of each person is adopted. We propose a music recommendation method that 
fuses content-based music recommendation and collaborative filtering. For characterizing the music in our content-
based music recommendation system, we use three kinds of feature parameters for characterizing music: time series of 
wavelet transform coefficients, time series based on Mel-frequency cepstral coefficients, and parameters characterizing 
the rhythmic content. Several strategies for music recommendation are prepared. Each strategy is composed of a feature 
vector and a decision rule. The system can determine a good strategy for music recommendation for each user by not 
only exploiting the user’s music evaluation history up to the present time but also the music evaluations by other users. 
In the experiments, 12 users rated 52 songs coming from a textbook database of songs for elementary schools. The 
number of recommended songs by the proposed method was 6.75 per user, and the number by collaborative filtering 
was 5.17 per user. The recommendation accuracy of the proposed method was 81.8%, and that of collaborative filtering 
was 74.1%. 
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I. INTRODUCTION 

In Japan, the average age of the population has been 

increasing, and this trend is expected to continue. 

Recently, music therapy has been used for improving 

the recognition ability of people, particularly older 

people. Music therapy may be more effective when the 

favorite music of each person is adopted. To the best of 

our knowledge, no research reports exist on the 

technology of music recommendation aimed at 

improving recognition ability. In the present study, we 

propose a music recommendation method that combines 

content-based music recommendation [1] and 

collaborative filtering to improve recognition ability. We 

evaluate the proposed method with children’s songs, 

which tend to be familiar to older people. 

 

II. FEATURE PARAMETERS 

In the content-based music recommendation system, 

we use three kinds of feature parameters for 

characterizing music: time series of wavelet transform 

coefficients, time series based on Mel-frequency 

cepstral coefficients (MFCCs) [2], [3], and parameters 

describing the rhythmic content [4]. These parameters 

are described in the following subsections. 

 

1. Wavelet transform coefficients 

Original audio data )0(
ks , where k  denotes the 

element number in the data, are used as the level-0 

wavelet decomposition coefficient sequence. The )0(
ks  

data are decomposed into the multi-resolution 
representation (MRR) and the coarsest approximation 
by repeatedly applying the discrete wavelet transform 
(DWT). The wavelet decomposition coefficient 

sequence )( j
ks  at level j  is decomposed into two 

wavelet decomposition coefficient sequences at level 
1j , as shown below in (1) and (2): 

(1)                               ,)(
2

)1(  
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n

j
nkn

j
k sps  

(2)                                   ,)(
2

)1( j
n

n
kn

j
k sqw  

   

where 
kp  and 

kq  denote the scaling and wavelet 

sequences, respectively, and )1( j
kw  denotes the 

development coefficient at level 1j . The development 

coefficients at level J are obtained by using (1) and (2) 
iteratively from 0j  to 1 Jj . 

In the present study, we use Daubechies wavelet for 
the DWT. As a result, we obtain the following relation 
between 

kp  and 
kq : 

(3)                                              .)1( 1 k
k

k pq －－  

It is known that the histogram of the wavelet 

coefficients of each domain of MRR sequences has a 

distribution centered at approximately 0 when the DWT 

is performed on music [5]. We found out that the 
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standard deviation of the wavelet coefficients of each 

domain of the MRR sequences of music changed in its 

time series. In addition, the change depended on the 

music. Therefore, we use the time series of the wavelet 

coefficients of each domain of the MRR sequences as 

elements of the feature vector. 

2. MFCC features 

MFCCs are obtained for each frame of a sound 

signal by the conventional method [3]. The following 

are used as elements of the feature vector: the time 

series of the mean values and the standard deviations of 

12-dimensional MFCCs, the logarithmic power of 12-

dimensional MFCCs, the 12-dimensional MFCC 

difference between frames, and the 12-dimensional 

MFCC logarithmic power difference between frames. 

3. Rhythm content features 

Rhythmic content feature parameters are obtained 

by using the techniques described in Ref. [4]. A set of 

feature parameters based on a beat histogram are 

calculated. These are as follows: 

・A0, A1: the relative amplitude (divided by the sum of 

the amplitudes) of the first and second histogram 

peaks, respectively [4]; 

・RA: the ratio of the amplitude of the second peak 

divided by the amplitude of the first peak [4]; 

・P1, P2: the period of the first and second peaks, 

respectively, in beats per minute [4]; 

・SUM1, SUM2, SUM3: the sum of beat strength in the 

histogram in the range of 40–90, 90–140, and 140–

250, respectively, in beats per minute. 

Each of the three kinds of feature parameters, which are 

a: [SUM1], b: [A0, A1, SUM1, SUM2, SUM3], c: [A0, 

A1, P1, P2, RA, SUM1, SUM2, SUM3], is used as a 

feature parameter in the method described in Section III. 

 

III. CONTENT-BASED METHOD 

To explain some of the methods for music 
recommendation, we describe a set of music indices  
as },,1|{ MNmM  , an evaluation by a user as a 

score )51(  ss , where 1, 2, 3, 4, and 5 mean 

“dislike,” “slightly dislike,” “neutral,” “slightly favorite,” and 
“favorite,” respectively, and a set of evaluated music indices 

as  },,1|{ Msss NmM  . 

1. Methods using one kind of feature parameter 
After principal component analysis (PCA) on the 

feature vectors obtained from unevaluated music m  

file and the number 
MsN  of evaluated music files of a 

user, the principal components up to the l th component 

are selected under the condition that the accumulated 

contribution ratio first exceeds 80% at the l th 

component. The score s  for music m  file having 

the maximum value of similarity to music m  file 

among the number
MsN of evaluated music files is 

assigned to the score of music m  file. The similarity 

is calculated as the inverse value of the Euclid distance 

in the l  dimensional feature vector space obtained by 

the above PCA. When the assigned score is 4 or 5 
(“slightly favorite” or “favorite”), the unevaluated music 

m  file is recommended for the user. 

2. Methods using two or three kinds of feature vectors 

Table 1 shows the conditions for music 

recommendation by methods using two or three kinds of 

feature parameters. 

 

IV. PROPOSED METHOD 

Fig. 1 shows two music recommendation methods. 

Method 1 is collaborative filtering only and it is used 

for comparison with Method 2, which is our proposed 

method that combines the content-based method and 

collaborative filtering. Our system recommends music 

stored in a database to user u , as described in Fig. 1. 

In the flowchart of Method 2 described in Fig. 1, 

the estimation of user u  for music Rm  is set as 1 

when the score of user u  for music Rm  is 4 or 5 

(“slightly favorite” or “favorite”), and it is set as 0 when 

the score is 1 to 3 (“dislike,” “slightly dislike,” or 

“neutral”). Moreover, RCBm  is decided for user u  by 

using the most suitable recommendation method and 

feature parameter(s) selected among 74 combinations 

[1], [6] of method and feature parameter(s) by our 

previously reported method [1], in which we used the 

content-based recommendation method described in 

Table 1. Conditions for music recommendation by 

methods using two or three kinds of feature 

parameters 
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Section III and the feature parameter(s) described in 

Section II. In selecting the most suitable 

recommendation method and feature parameter(s) in 

Method 2, we use the scores of user u  for music that 

has already been recommended for and evaluated by 

user u  and the scores of other users in a reference user 

list (UL) for music not yet recommended for user u . 

 

V. PERFORMANCE EVALUATION 

1. Conditions 

Because older people tend to prefer children’s songs 

[7], we selected a CD described as an anthology of good  

older songs enjoyed by older people with dementia [8], 

and then we selected 52 songs on the CD that were also 

included in a music textbook database for elementary 

schools [9]. For evaluating the music recommendation 

methods, all 52 of selected songs in the database were 

assigned scores )51(  ss  by 12 users (teens: 1, 

twenties: 6, fifties: 5). Using the same conditions as 

used in our previous research [1], the feature parameters 

were obtained by the method described in Section II. 

We used 10 as the value of K  in Fig. 1. For 

evaluating the two music recommendation methods 

described in Section IV, we chose each of the 12 users 

as user u  and put the remaining users in the reference 

user list UL described in Fig. 1. Then, we obtained the 

result of the music recommendation for each user for 

each method described in Section IV. 

2. Results and discussions 

Table 2 shows the process of the music 

recommendation process for user 8. As shown in Table 

2, Method 2 tended to recommend more music and have 

a higher accuracy of music recommendation than did 

Method 1. Fig. 2 shows the performance of the two 

methods. The number of recommended songs by the 

proposed method (Method 2) was 6.75 per user, 

whereas that of collaborative filtering (Method 1) was 

5.17 per user. The recommendation accuracy of the 

proposed method was 81.8%, whereas that of 

collaborative filtering was 74.1%. For both the 

recommendation accuracy and the number of 

recommended songs, the proposed method was better 

than collaborative filtering. In both methods, the 

recommendation process was terminated at the rate of 

5/6, when the number of users staying in the UL became 

zero. Accordingly, an increase in the number of users in 

UL might contribute to an increased number of 

recommended songs.  
Fig. 1. Flow chart of music recommendation methods 
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Table 2. Music recommendation process for user 8 

 [Method 1] 

Order Recommended 

music No. 

Acceptance User No. in UL 

1 52 ○ 1,2,3,4,5,6,7,9,10,11,12 

2 41 ○ 1,  3,4,5,6,7,9,10,11,12

3 50 ○ 1,  3,4,5,  7,9,10,   

12 

4 21 ○ 1,  3,  5,  7,9,     12

5 37 × 9 

6 49 × none 

 [Method 2] 

Order Recommended 

music No. 

Acceptance User No. in UL 

1 52 ○ 1,2,3,4,5,6,7,9,10,11,12 

2 16 ○ 1,2, 3,4,5, 7,9,      12

3 3 ○ 1,  3,4,5,  7,9 

4 26 ○ 1,  3,4,5,  7,9 

5 21 ○ 1,  3,  5,  7,9 

6 5 ○ 1,     5,  7 

7 17 ○ 1,         7 

8 4 ○ 1 

9 13 × none 

VI. CONCLUSION 

We propose a music recommendation method 

combining our previously reported method based on 

music features and collaborative filtering. We showed 

that the proposed method is more effective for music 

recommendation than using only collaborative filtering 

when used on a music database composed of children’s 

songs. In future work, we will increase the number of 

users who evaluate the music in the database and apply 

the proposed method to people who are much older 

and/or have a cognitive impairment. 
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Fig. 2. Performance of music recommendation methods;
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Abstract:  
The first objective of this research is to develop an Omnidirectional Home Care Mobile Robot. The PC-based 

controller can control the mobile robot platform. This service mobile robot is equipped with “Indoor positioning system” 
and obstacle avoidance system. The indoor positioning system is used for rapid and precise positioning and guidance of 
the mobile robot. The obstacle avoidance system can detect static and dynamic obstacles. 

In order to understand the stability of three wheeled omni-directional mobile robot, we make some experiments to 
measure the rectangular and circular path error of the proposed mobile robot in this research. From the experiment 
results, the path error is smaller with the guidance of the localization system. The mobile robot can return to 
the starting point. The localization system can successfully maintain the robot heading angle along a circular path. 
Keywords: Home care; intelligent mobile robot; omni-directional; localization system; heading angle. 

 

I. INTRODUCTION 

Nowadays, intelligent robots were successfully 
fielded in hospitals [1], museums [2], and office 
buildings/department stores [3], where they perform 
cleaning services, deliver, educate, or entertain [4]. 
Robots have also been developed for guiding blind 
people, as well as robotic aids for the elderly. 

Rapid progress of standard of living and health 
care resulted in the increase of aging population. More 
and more elderly people do not receive good care from 
their family or caregivers. Maybe the intelligent service 
robots can assist people in their daily living activities.  
Robotics aids for the elderly have been developed, but 
many of these robotics aids are mechanical aids. [5] [6] 
[7]. The intelligent service robot can assist elderly 
people with many tasks, such as remembering to take 
medicine or measure blood pressure on time.  

A service mobile robot for taking care of elderly 
people was developed in out laboratory [8]. This service 
mobile robot is equipped with “Indoor positioning 
system”. Five reflective infrared sensors are placed 
around the robot for obstacle avoidance. 

On the aid of an internet remote control system, 
remote family member can control the robot and talk to 
the elderly. This intelligent robot also can deliver the 
medicine or remind to measure the blood pressure or 
blood sugar on time. We hope this intelligent robot can 
be a housekeeper or family guard to protect our elderly 
people or our family. The functions of the proposed 
robot are illustrated as follows:  
1. Deliver medicine or food on time 
2. Remind to measure and record the blood pressure or 

blood sugar of the elderly on time 
3. Remind the elderly to do something important 
4. Assist the elderly to stand or walk 
5. Send a short message automatically under 

emergency condition 

6. With the remote control system, remote family 
member can control the robot and talk to the elderly. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.1.The proposed Omnidirectional Home Care Mobile 
Robot. 

 
The proposed service mobile robot for taking care 

of elderly people is shown in Fig. 1. Hardware structure 
of the proposed mobile robot is shown in Fig. 2. A PC 
based controller was used to control three DC servo 
motors. The indoor positioning system was used for 
rapid and precise positioning and guidance of the 
mobile robot. Five reflective infrared sensors are 
connected to an I/O card for sensor data acquisition. 
The GSM modem can send a short message 
automatically under emergency condition. The live 
image of the wireless IP camera on the robot can be 
transferred to the remote client user. 
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Fig.2. Hardware structure of the Omnidirectional Home 
Care Mobile Robot. 

II. The Omni-directional Robot Platform 

The proposed omnidirectional home care mobile 
robot is shown in Fig. 2. Many wheeled mobile robots 
are equipped with two differential driving wheels. Since 
these robots possess 2 degrees-of-freedom (DOFs), they 
can rotate about any point, but cannot perform 
holonomic motion including sideways motion[9]. To 
increase the mobility of this service robot, three omni-
directional wheels driven by three DC servo motors are 
assembled on the robot platform (see Fig. 1). The omni-
directional mobile robots can move in an arbitrary 
direction without changing the direction of the wheels. 

The three-wheeled omni-directional mobile robots 
are capable of achieving 3 DOF motions by driving 3 
independent actuators [10] [11], but they may have 
stability problem due to the triangular contact area with 
the ground, especially when traveling on a ramp with 
the high center of gravity owing to the payload they 
carry. 

 
 

 

 

 

 

Fig.3. (a) Structure of Omni-directional wheel; (b) 
Motor layout of Robot platform 

Fig. 3(a) is structures of the omni-directional 
wheel, Fig. 3(b) is the motor layout of the robot 
platform. The relationship of motor speed and robot 
moving speed is shown as: 

   

                                      (1) 

Where: 
Vi=Velocity of wheel i 
ωi=rotation speed of motor i 
ωP= rotation speed of robot 

r=radius of wheel 
R=distance from wheel to center of the platform 

III. Indoor Localization System 

 
 
 
 
 
 
 
Fig. 4. Indoor localization system (Hagisonic co.) 
 
As shown in Fig. 4, Indoor localization system 

[12], which used IR passive landmark technology, was 
used in the proposed service mobile robot. The 
localization sensor module (see Fig. 5) can analyze 
infrared ray image reflected from a passive landmark 
with characteristic ID. The output of position and 
heading angle of a mobile robot is given with very 
precise resolution and high speed. The position 
repetition accuracy is less than 2cm; the heading angle 
accuracy is 1 degree. 

 
 
 
 
 
Fig. 5. localization sensor module (Hagisonic co.) 
 

IV. Experimental Results 

In order to understand the stability of three 
wheeled omni-directional mobile robot, an experiment 
for the straight line path error had been discussed [8]. 
From these experimental results, when the robot moves 
faster or farther, the straight line error will increase. We 
make some experiments to measure several different 
paths error of the proposed mobile robot in this research. 

 
1. Rectangular path error test for the omni-

directional robot platform. 
In this experiment, the proposed mobile robot will 

move along a rectangular path with or without the 
guidance of the indoor localization system. As shown in 
Fig. 6, the mobile robot moves along a rectangular path 
(a→b→c→d→a) without the guidance of the 
localization system. The localization system is only 
used to record the real path in this experiment.  

In Fig. 6, solid line represents the ideal rectangular 
path, dot lines (■:Test1，▲:Test2) are the real paths of 
the mobile robot without the guidance of the 
localization system. The vertical paths (path b→c and 
d→a) have larger path error. Finally, the mobile robot 
cannot return to the starting point “a”. 
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Fig. 6 Rectangular path error without the guidance 
of the localization system. 

 
 

 

 

 

 

 

 

 
 
Fig. 7 Rectangular path error with the guidance of 

the localization system. 
 

As shown in Fig. 7, the mobile robot moves along 
a rectangular path (a→b→c→d→a) with the guidance 
of the localization system. In Fig. 7, solid line 
represents the ideal rectangular path, dot lines 
(■:Test1，▲:Test2) are the real paths of the mobile 
robot with the guidance of the localization system. With 
the guidance of the localization system, the mobile 
robot can pass through the corner points a, b, c, d.  The 
rectangular path error in Fig.7 is smaller than that in Fig. 
6.  The maximum path error is under 10 cm in Fig.7. 
Finally, the mobile robot can return to the starting point 
“a”. The rectangular path is closed at point “a”. 

 

2. Circular path error test for the omni-directional 
robot platform. 

The omni-directional mobile robot can move in an 
arbitrary direction without changing the direction of the 
wheels. In this experiment, the proposed mobile robot 
will move along a circular path with or without the 
guidance of the indoor localization system. As shown in 

Fig. 8, the mobile robot moves along a circular path 
without the guidance of the localization system. The 
robot heading angle is 90°(upwards) during this test. The 
localization system is only used to record the real path 
in this experiment. 

The circular path without the guidance of the 
localization system is shown in Fig. 9. The shape of the 
real path is similar to a circle, but the starting point and 
the end point cannot overlap. The heading angle error 
with different circular angle (θ) of the robot is  shown 
in Fig. 10. The maximum heading angle error is about 8°. 
 
 
 
 
 

 

 

 

Fig. 8 Circular angle (θ) of the robot 

 
Fig. 9  Circular path without the guidance of the 

localization system. 

 
Fig. 10 Heading angle error with different c

ircular angle (θ) of the robot 
 

The circular path with the guidance of the 
localization system is shown in Fig. 11. The shape of 
this path is more similar to a circle; the starting point 
and the end point are overlapped. The heading angle 
error with different circular angle (θ) of the robot is  
shown in Fig. 12. The maximum heading angle error is 
about ±1°. From this experiment result, the 
localization system can successfully maintain the robot 
heading angle along a circular path.  

‐120
‐110
‐100
‐90
‐80
‐70
‐60
‐50
‐40
‐30
‐20
‐10
0

10

-10 0 10 20 30 40 50 60 70 80 90 100110120

‐120
‐110
‐100
‐90
‐80
‐70
‐60
‐50
‐40
‐30
‐20
‐10
0
10

-10 0 10 20 30 40 50 60 70 80 90 100110120

a b 

c d 

Horizontal path (cm)  

Vertical path (cm
) 

Horizontal path (cm)  

a b

c d 

Vertical path (cm
) 

Robot heading angle:90° 

0°

Circular angle (θ) of the robot

H
eading angle error

The Sixteenth International Symposium on Artificial Life and Robotics 2011 (AROB 16th ’11), 
B-Con Plaza, Beppu,Oita, Japan, January 27-29, 2011

©ISAROB 2011 247



 

 

 
Fig. 11  Circular path with the guidance of the 

localization system. 

 

Fig. 12 Heading angle error with different circular angle 
(θ) of the robot 

 

V. CONCLUSION 

The objective of this research is to develop a 
service mobile robot for taking care of elderly people. 
This service mobile robot is equipped with “Indoor 
positioning system”. The indoor positioning system is 
used for rapid and precise positioning and guidance of 
the mobile robot. Five reflective infrared sensors are 
placed around the robot for obstacle avoidance. 

In order to understand the stability of three 
wheeled omni-directional mobile robot, we make some 
experiments to measure the rectangular and circular 
path error of the proposed mobile robot in this research. 

Firstly, the mobile robot moves along a rectangular 
path without the guidance of the localization system. 
The experimental paths have larger path error. Finally, 
the mobile robot cannot return to the starting point. 

With the guidance of the localization system, the 
mobile robot can pass through the corner points.  The 
rectangular path error is smaller than that without the 
guidance of the localization system. The mobile robot 
can return to the starting point. The rectangular path is 
closed at point “a”. 

Secondly, the proposed mobile robot can move 
along a circular path with or without the guidance of the 
indoor localization system. The circular path without the 
guidance of the localization system cannot be closed. 
The maximum heading angle error is about 8°. 

The circular path with the guidance of the 
localization system is more similar to a circle; the 
starting point and the end point are overlapped. The 
maximum heading angle error is about ±1°. From 

this experiment result, the localization system can 
successfully maintain the robot heading angle along a 
circular path. 
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Abstract: The article presented A* searching algorithm based to be applied in path planning of Chinese chess game, and 
used multiple mobile robots to present the scenario. The mobile robot has the shape of cylinder and its diameter, height 
and weight is 8cm, 15cm and 1.5kg. The controller of the mobile robot is MCS-51 chip. We play the Chinese chess 
game using multiple mobile robots according to the evaluation algorithm of Chinese chess game, and calculate the 
displacement by the encoder. The A* searching algorithm can solve shortest path problem of mobile robots from the 
start point to the target point on the chess board. The simulated results can found the shortest motion path for mobile 
robots (chesses) moving to target points from start points in a collision-free environment. Finally, we implement the 
simulated results on the Chinese chess broad using mobile robots. Users can play the Chinese chess game using the 
supervised computer via wireless RF interface. The scenario of the Chinese chess game feedback to the user interface 
using image system. 
 
Keywords: A* searching algorithm, Chinese chess game, mobile robot, wireless RF interface  

 

I.  INTRODUCTION 

Chinese chess [1] game is one of the most popular games. A 

two-player game with a complexity level is similar to Western 

chess. In the recent years, the Chinese chess game has gradually 

attracted many researches’ attention. The most researchers of the 

fields is belong to computer science, expert knowledge and 

artificial intelligent. Chinese chess game is not only the most 

old-line chess game in the world, but also more complex than 

other chess game. There are many evolutionary algorithms to be 

proposed. Darwen and Yao proposed the co-evolutionary 

algorithm to solve problems where an object measure to guide the 

search process is extremely difficult to device [2]. Yong proposed 

multiagent systems to share the rewards and penalties of successes 

and failures [3]. 

The application of co-evolutionary models to learn Chinese 

chess strategies, and uses alpha-beta search algorithm, quiescence 

search and move ordering [4]. Wang use adaptive genetic 

algorithm (AGA) to solve the problem of computer Chinese chess 

[5]. Lee and Liu take such an approach to develop a software 

framework for rapidly online chess games [6]. Zhou and Zhang 

present the iterative sort search techniques based on percentage 

evaluation and integrate percentage evaluation and iterative sort 

into problem of Chinese chess computer game [7]. Su and Shiau 

develop smart mobile robot using microchip, and program the 

trajectories for multiple mobile robot system [8]. The article used 

the evolutionary method to build up the rules of the Chinese chess 

game. In some condition, the mobiles robot (chess) must avoided 

the other chess moving to the next position. We used A* searching 

algorithm to program the short motion path on the Chinese chess 

game. A* heuristic function are introduced to improve local 

searching ability and to estimate the forgotten value [9]. We use A* 

searching algorithm to program motion paths for multiple mobile 

robots in the article. 

The paper is organized as follows: Section II describes the 

system structure of the multiple robot based Chinese chess game 

system, and describes the structure of the mobile robot. Section III 

explains the evaluation method of the Chinese chess game using 

multiple mobile robots, and described A* searching algorithm for 

path planning of mobile robots from the start point moving to the 

target point. The experimental results are implemented in section 

IV. Section V presents brief concluding comments. 
 

II.  SYSTEM ARCHITECTURE 

The system architecture of the multiple robot based Chinese 

chess game system is shown in Fig 1. The system contains a 

supervised computer, an image system, a wireless RF interface, a 

remote supervised computer, a color CCD and thirty-two mobile 

robots. There are two algorithms (evaluation algorithm and A* 

searching algorithm) to be implemented in the supervised 

computer. The Chinese chesses (Mobile robots) are classified red 

side and black side. There are sixteen chesses in each side. The 

supervised computer can control mobile robots to present the 

motion trajectory of the mobile robots, and receives the status of 

the mobile robot via wireless RF interface. The signals contain the 

ID code, orientation and displacement of mobile robots. The 

supervised computer can transmit the ID code and command to 

the mobile robot. The mobile robot moves the next point 

according to the command, and transmits the ending code to the 

supervised computer via wireless RF interface. The Chinese chess 

system can transmit the real-time image to the supervised 
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computer via image system. Users can play the Chinese chess 

game with others on the supervised computer using mouse, or play 

the game on the remote supervised computer via wireless Internet. 

The mobile robot has the shape of cylinder, and it’s equipped 

with a microchip (MCS-51) as the main controller, two DC 

servomotors and driver devices, some sensor circuits, a voice 

module, three Li batteries, a wireless RF interface and some reflect 

IR sensors. Meanwhile, the mobile robot has four wheels to 

provide the capability of autonomous mobility. The structure of 

the mobile robot is shown in Fig. 2. 

 

 

 

 
 
 
 
 
 
 
 
 

Fig. 1 The architecture of the Chinese chess system 
 

 

 

 

 

 

 

 

 

 

 

 

Fig 2. The structure of the mobile robot 

The controller of the mobile robot can acquires the detection 

signal from sensors through I/O pins, and receives the command 

via wireless RF interface, and transmits the detection results to the 

supervised computer via wireless RF interface. The switch input 

can turn on the power of the mobile robot, and selects power input 

to be Li batteries or adapter. The encoder of the servomotor can 

calculates the moving distance. We can set the pulse number for 

per revolution to be P , and the mobile robot move pulse number 

from the encoder to be B . We can calculate the displacement 

D of the mobile robot using the equation. 

P

B
D π×= 25.4                 (1 ) 

 

The diameter of the wheel is 4.25 cm. The chess board is grid 

platform to be shown in Fig. 3. The arrangement of the chess 

board is 11 grids on the horizontal direction (X axis), and is 12 

grids on the vertical direction (Y axis). The distance is 30cm 

between the center of corridor on the X axis and Y axis of the 

chess board, and the width of the corridor is 12cm. The mobile 

robot uses IR sensors to detect obstacles, and decides the cross 

points of the chess board.  

 
 
 
 
 
 
 
 
 
 

Fig. 3 The chess board of the Chinese chess game 
 

III. ALAGORITHM ANALYZE 

The evaluation algorithm of the Chinese chess game is 

defined by the attribution of the chesses. The definition of the 

board is shown in Fig. 4. Then we define the initial position all 

chess pieces. Such as the position of “red king” is (5,1), and “black 

king” is (5,10)…etc. We plot the possible motion trajectory using 

black line for the chesses on the board. Then we define the 

evaluation algorithm, and move the chess piece to the target point. 

Such as the chess piece “black horse” can move to the position 

(1,8), (3,8) or (4,9). But the chess piece can’t move to the position 

(4,9) according the rules of the Chinese chess game. The chess 

“black horse” has an obstacle (black elephant) on the right side. 

We define the start positions of the chesses to be( )yx, , and 

define the movement rules of the chesses as following. n  is 

movement displacement on the x axis, and m  is movement 

displacement on the y axis. n  and m must be plus integrate. 

The rules of the Chinese chesses are listed in the reference [10]. 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4 The definition of the Chinese chesses 

A* searching algorithm is proposed by Hart in 1968, and solve 

the shortest path problem of multiple nodes travel system. The 

formula of A* searching algorithm is following 

( ) ( ) ( )nhngnf +=                           (2) 

The core part of an intelligent searching algorithm is the 

definition of a proper heuristic function ( )nf . ( )ng  is the 

exact cost at sample time n  from start point to the target point. 
( )nh  is an estimate of the minimum cost from the start point to 

the target point. In this study, n  is reschedules as n′  to 
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generate an approximate minimum cost schedule for the next point. 

The equation (2) can be rewritten as follows: 

( ) ( ) ( )nhngnf ′+=                        (3) 

We make an example to explain algorithm. Such as a mobile 

robot move to the target point “T” from the start point “S”. The 

position of the start point is (2,6), and the target position is (2,9). 

We set some obstacle on the platform. The white rectangle is 

unknown obstacle. The black rectangle (obstacle) is detected by 

the mobile robot using A* searching algorithm. We construct two 

labels (Open list and Close list) in the right side of Fig. 5. The 

neighbour points of the start point fill in the “Open list”. The 

“Close list” fills the start point and evaluation points. We construct 

label on the first searching result to be shown in Fig. 5. We 

calculate the values of ( ) ( )nnf g ,  and ( )nh  function, and 

use the proposed method to compare the values of the function. 

We select the minimum value of the function ( )nf  to be stored 

in “Close list”. We can find the target point on the final searching 

result to be shown in Fig. 5, and we can decide a shortest path to 

control the mobile robot moving to the target point. 

 

Fig.5 The final searching result 

The total distance of the shortest path stC  can be calculated 

as 

( ) 20431
1

=−==∑
=

m

n
nst tmGC                     (4) 

 

 

 

 

 

 

 

 

 

Fig. 6 The final searching result 

In the other condition, we rebuild the positions of the 

obstacles on the platform to be shown in Fig. 6. The mobile robot 

can’t find the path stC  moving to the target position using the 

proposed method. The total distance stC  as 

∞=stC                                     (5)   

 

IV. EXPERIMENTAL RESULTS 

We implement some experimental results on the multiple 

mobile robots based Chinese chess game system. The first 

experimental scenario is “red elephant”. The user moves the chess 

“red elephant” using the mouse to be shown in Fig. 7 (a). The start 

position of the “red elephant” chess is (3,1). The supervised 

computer orders the command to the mobile robot “red elephant”. 

The chess piece moves forward two grids, and turn left angle to be 
4/π . Then the mobile robot moves two grids to the next position 

(5,3), and turn right angle 4/π  to face the black side and stop. 

The user interface of the Chinese chess game system uses multiple 

mobile robots to be shown in Fig. 7(a). The mobile robot can 

calculate the displacement via encoder, and speak the movement 

status of the mobile robot using voice module, too. The 

experimental scenarios use the mobile robot to execute the motion 

path of the chess “red elephant” to be shown in Fig. 7 (b)-(e). 

There is not obstacle on the motion path of the chess. We don’t the 

shortest path using A* searching algorithm. 

 

 

 

 

 

 

 

 

 

 

 

 

 

(a)       

 

 

 

 

 

(a) (b) 

 

 

 

 

 

(c)                      (d) 

Fig. 7 The experimental result for “red elephant” 

The second experimental scenario is “red cannon”. The user 

moves the chess piece “red cannon” using the mouse to be shown 

in Fig. 8 (a). The start position of the “red cannon” chess is (8,3), 
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and the target point is (8,7). The motion path of the mobile robot 

(red cannon) has obstacle (chess). The supervised computer 

reconstructs all possible paths using A* searching algorithm for red 

cannon step by step. Finally, we can find out the shortest path to 

avoid the obstacle (chess). The path can displays on the interface 

using red line. The supervised computer controls the mobile robot 

moving to the target point from the start point using the shortest 

path to avoid the obstacle. The experiment result is shown in Fig. 8 

(a). The supervised computer calculates the cost ( )nf  to be 

listed on the left side of the Fig. 8 (a). 

The supervised computer orders the command to the mobile 

robot “red cannon”. The chess piece moves forward two grids, and 

turn left angle to be 4/π . Then the mobile robot moves one grid 

to, and turn right angle 4/π . Then the mobile robot moves two 

grids, and turn right angle 4/π . Finally the mobile robot moves 

one grid to the next position (8,7), and turn left angle 4/π  to 

face the black side and stop. Finally, the experiment scenarios are 

shown in Fig. 8(b)-(e).   
 
 
 

 

 

 

 

 

 
 

(a) 
 

 

 

(b)                      (c) 

 
 
 
 
 

(d)                      (e) 
Fig. 8 The experimental result with obstacle 

 

V. CONCLUSION 

We have presented a Chinese chess game system using 

multiple mobile robots. The system contains a supervised 

computer, a wireless RF interface, a remote supervised computer, 

an image system and thirty-two mobile robots (chesses). The 

mobile robot has the shape of cylinder and its diameter, height and 

weight is 8cm, 15cm and 1.5kg, and executes the chess attribute 

using two interfaces. One is wireless RF interface, and the other is 

voice interface. We develop the user interface on the supervised 

computer for the Chinese chess game system. The supervised 

computer can control mobile robots using evaluation algorithm 

according to the rule of Chinese chess game, and receive the status 

of mobile robots via wireless RF interface. The chess (mobile 

robot) has obstacle on the motion path, and uses A* searching 

algorithm to program the shortest path moving to the target point. 

In future, we want to develop the artificial intelligent rule to decide 

which side (red or black) to be a winner.  
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Abstract: The article develops a multiple security modules based intelligent security system that has multiple 
communication interfaces to be applied in home automation. The interfaces of the intelligent security system contain 
wire RS485, wireless RF and Internet. The detection modules of the system have active security modules and passive 
security modules. The passive security modules contain wire security modules and wireless security modules. The 
control unit of all security modules is HOLTEK microchip. Each security module has two variety interfaces. They use 
voice module to alarm users for event condition, and transmit the real-time event signals to the supervised computer via 
wire RS485 or wireless RF interface. If the event occurrence, the supervised computer calculates the belief values using 
Dempster-Shafter evidence theory according to the passive wire and wireless security modules. The belief value is over 
the threshold. The supervised computer controls the mobile robot moving to the event location, and receives the signal 
from the mobile robot via wireless RF interface, and recognizes the final decision output using Dempster-Shafter 
evidence theory, and displays detection and decision output values on the monitor of the user interface. Finally, we 
present some experimental results using wire passive security modules, wireless passive security modules and active 
security modules on the fire detection and gas leakage detection using the platform of the intelligent security system. 
 
Keywords: home automation, wire RS485, wireless RF, Internet, HOLTEK microchip, Dempster-Shafter evidence 
theory  

 

I.  INTRODUCTION 

Intelligent buildings and home can provide safety, convenience 

and welfare for human living in the 21st century, and control and 

manage resource with minimum life-time costs. An intelligent 

building system (IBS) is the integration of various systems. They 

contain security system, building heating, ventilating and 

air-conditioning (HVAC) technologies, computer system, 

tele-communication and Internet. The most important role of the 

intelligent building is security system. In generally, the security 

system contains supervised system, active security modules, 

passive security modules and appliance control modules, and uses 

redundant and complementally information fusion algorithms to 

enhance system reliability and certainty of intelligent building, and 

construct the safety network using multiple level protection.  

In the past literatures, many experts research in the security 

system. Wang and So [1] presented the history of development of 

building automation system (BAS). The structure of features of a 

modern BAS was introduced and future trends of BAS are 

discussed. Azegami and Fujiyoshi [2] described a systematic 

approach to intelligent building design. Kujuro and Yasuda [3] 

discussed the systems evolution in intelligent building. The quality 

of building services can be enhanced by updated information 

processing and communications functions of building automation 

systems. Finley et al. [4] presented a survey of intelligent building 

and reviews issues such as system perspective, subsystem services, 

and multi-tenant building. Chung and Fu expect to set up the 

standard of appliances and communication protocols, and propose 

a complete system architecture with integrate control kernel to 

construct an intelligent building system [5]. 

 

In recent years, mobile robots have been widely applied in the 

security system as the active security modules. Recently more and 

more research takes interest in the field especially intelligent 

service robot. There are some successful examples, ASIMO, KHR, 

QRIO, WABIAN-2R and AIBO. In our lab, we have been 

designed a fighting mobile robot (ISLR-I) [6] and a module based 

mobile robot [7]. The research field of mobile robot includes many 

directions, such as motion planning, vision system, self-location, 

speech recognition, supervised and remote supervised 

communication and environment detection. Yoichi Shimosasa et 

al. developed autonomous guard robot [8, 9] which integrate the 

security and service system, the robot can guide visitors in daytime 

and patrol at the night. 

The paper is organized as follows: section II describes the 

system structure of the multiple mobile robots based intelligent 

security system for intelligent home. The functions of the mobile 

robot are described in Section III. The section IV presents the 

Dempster-Shafter evidence theory to be applied in the intelligent 

security system. Section V presents the experimental results of the 

system on the fire detection and gas leakage detection. The brief 

concluding comments are described in Section VI. 
 

II. SYSTEM ARCHITECTURE 

The system architecture of the multiple robots based intelligent 

security system is shown in Fig 1. The system contains three levels. 

There is passive detection level, active detection level and system 

supervised level [10]. We develop the user interface using Visual 

Basic language for the security system. The system supervised 
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level receives detection signals via wire RS485 or wireless RF 

interface, and control the multiple mobile robots moving to the 

event location via wireless RF interface. 

In the architecture, there are many security detection modules 

and appliance control modules in the system. They are 

independent and autonomous, and can work concurrently. Each 

module of the security system can transmits the measurement 

values, parameter values and decision results to the active security 

modules and the supervised computer via wireless RF interface. 

The active security and passive security modules can speech 

Chinese on real-time event status using voice module. Users can 

reset the critical values of these modules from the user interface of 

the supervised computer.  

 
Fig. 1 The system architecture 

  

 

 

  

 

 
Fig. 2 The platform of the security system 

The controller of the security modules is HOLTEK microchip. 

These modules of the passive detection module are classified three 

types. There are wire security modules, wireless security modules 

and wire/wireless appliance control modules. The active detection 

level may be some remove platforms. The main device of the 

security system is mobile robots. We arrange an ID code in each 

module, and identify the module function by the ID code. The 

experimental platform of the multiple mobile robots based security 

system is shown in Fig. 2. The platform has three floors, and 

contains three rooms for each floor. The supervised computer 

controls the elevator to carry the mobile robots moving to the 

event location via wireless RF interface. The mobile robot 

communicates with the elevator via wireless RF interface, and 

controls the status of the elevator. Each room contains more than 

one wire security module, one wireless security module and one 

appliance control module. We arrange the same detection function 

security modules with wire or wireless interface on the same 

location enhance the detection precision using Dempster-shafter’s 

evidence theory.  

The user interface of the intelligent security system is shown in 

Fig. 3. The user interface contains two parts. The right side is fire 

detection function. The other side is gas detection function. The 

upper part of each side displays the image from the camera. The 

bottom can displays the detection and decision results from three 

security modules (wire/wireless security modules and mobile 

robot), and controls the direction of the camera using mouse. We 

use the green label to present no event status of the security 

modules, and use red label to present event status for fire or gas 

leakage event.    

 

 

 

 

 

 

 

 

 

 

 

 

Fig 3. The structure of the mobile robot 

 
III. MOBILE ROBOT 

The mobile robot has the shape of cylinder, and it’s equipped 

with a HOLTEK microchip as the main controller, two DC 

servomotors and driver devices, one compass module, obstacle 

detection devices, security modules (fire detection device or gas 

detection module), a voice module, three Li batteries and a 

wireless RF interface. Meanwhile, the mobile robot has four 

wheels to provide the capability of autonomous mobility. The 

mobile robot can carries variety sensors (fire or gas) moving on 

the platform of the security system. The structure and the hardware 

devices of the mobile robot are shown in Fig. 4. 

 

 

 

 

 

 

 

 

 

 

 

Fig 4. The structure of the mobile robot 

The controller of the mobile robot can acquires the detection 

signal from sensors using I/O pins, and receives the command 

from the supervised computer via wireless RF interface, and 

transmits the detection signals to the supervised computer via 
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wireless RF interface. The detection signals are fire event or gas 

leakage signal. The switch input can turn on the power of the 

mobile robot, and selects power input to be Li batteries or adapter. 

The encoder of the servomotor can calculates the moving distance. 

We can set the pulse numbers of per revolution to be P on the 

wheel of the mobile robot, and the mobile robot move pulse 

numbers to be B . We can calculate the displacement D of the 

mobile robot using the equation 

 

P

B
D π×= 25.4                    (1) 

 

The diameter of the wheel is 4.25 cm. The compass module 

can transmits the measurement values ( )yx  and of two axes (X 

axis and Y axis) to the controller of the mobile robot. It can 

calculate the orientation angle θ using Eq. (2). The supervised 

computer can controls the direction of the mobile robot using the 

compass module.  

 

( )xyTan /1 −= −θ                 (2) 

IV. ALAGORITHM ANALYZE 

The development of evidence theory began in the 1960s when 

Dempster [11,12] developed the mathematical foundations of a 

two-value uncertainty mapping, upper and lower uncertainty 

measures, between two space. The system is satisfied the 

assumption with two value output on event detection. A result of 

this work is dempster’s rule of combination, which operates on 

belief or mass functions as Baye’s rule dose on probability 

functions. Shafer [13], a student of Dempster, has extended the 

development of belief functions and is the major proponent of 

evidence theory. 

  A brief overview of the Dempster-shafter’s evidence theory is 

provided as follows. Let θ  represents the set of hypotheses Hn , 

called the frame of discernment. The knowledge about the 

problem induces a basic belief assignment which allows to define 

a belief function m from θ2  to [0,1] such as [14]: 

 

               0)( =Φm                         (3) 

 

            ∑
≤

=
θHn

Hnm 1)(                       (4) 

 

Subsets Hn  of θ such that ( ) 0>Hnm are called focal 

elements of m . From this basic belief assignment m, the 

credulity ( )HnBel and plausibility ( )HnPl can be computed 

using the equations: 

 

         ∑
⊆

=
HnA

AmHnBel )()(                   (5)  

 

        ∑
≠∩

=
φAHn

AmHnPl )()(                    (6) 

 

The value ( )ABel  quantifies the strength of the belief that 

event A occurs. These functions ( m , Bel and Pl ) are 

derived from the concept of lower and upper bounds for a set of 

compatible probability distributions. In addition, Dempster 

-Shafer’s theory allows the fusion of several sources using the 

Dempster’s combination operator. It is defined like the orthogonal 

sum (commutative and associative) following the equation: 

   )()()( 1 HnmHnmHnm M⊕⋅⋅⋅⊕=          (7) 

For two sources iS  and jS , the aggregation of evidence for a 

hypothesis θ⊆Hn  can be written: 

 

    ∑
=∩

⋅
Κ

=
HnBA

ji BmAmHnm )()(
1

)(            (8) 

 

where Κ is defined by: 

 

         ∑
=∩

⋅−=Κ
φBA

ji BmAm )()(1            (9) 

 

The normalization coefficient Κ evaluates the conflict between 

two sources. An additional aspect of the Dempster-Shafer’s theory 

concerns the attenuation of the basic belief assignment jm  by a 

coefficient jα  for a source jS . For all θ⊆Hn , the 

attenuated belief function can be written as: 

 

       )()(),( HnmHnm jjj ⋅= αα              (10) 

 

     )(1)(),( θααθα jjjj mm ⋅+−=           (11) 

 

V. EXPERIMENTAL RESULTS 

In the intelligent security system, we use wire and wireless gas 

security modules and gas based mobile robot to detect the gas 

leakage on the platform. We use one lighter to provide gas on the 

gas leakage detection modules. The modules can transmit the 

detection results to the supervised computer via wire RS485 and 

wireless RF interface. The label of the gas security modules 

displays red. The experimental results are shown in Fig. 5 (a). The 

belief value is 0.8522 over the threshold value using 

Dempster-Shafter evidence theory. The experimental results are 

shown in Fig. 5 (b).  

The supervised computer controls the mobile robot with gas 

detection sensor moving to the event location. The mobile robot 

detects the gas leakage event, and transmits the event signal to the 

supervised computer. The experimental result is shown in Fig. 5(c). 

The supervised computer receives the event signal to calculate the 

belief value using Dempster-shafter evidence theory to be shown 

in Fig. 5 (d). The value is over the threshold value, and alarm the 

event to users. 

 
(a)                    (b) 
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(c)                     (d) 

Fig. 5 The experimental result for gas leakage detection 

Then we use wire and wireless fire security modules and fire 

based mobile robot to detect the fire source on the platform, too. 

The modules detect fire event, and transmit the detection results to 

the supervised computer via wire RS485 and wireless RF interface. 

The label of the fire security modules displays red. The 

experimental results are shown in Fig. 6 (a). The belief value is 

0.8522 over the threshold value, and the experimental result is 

shown in Fig. 6 (b). The supervised computer controls the fire 

based mobile robot moving to the event location, and transmits the 

event signal to the supervised computer. The experimental result is 

shown in Fig. 6 (c). The supervised computer receives the event 

signal to calculate the belief value using Dempster-shafter 

evidence theory to be shown in Fig. 6 (d). 

 
(a)                    (b) 

 
(c)                     (d) 

Fig. 6. The experimental result for fire source detection 
 

VI. CONCLUSION 

We have presented a multiple mobile robots based intelligent 

security system that has multiple interfaces to be applied in 

intelligent home. The controller of the security modules and active 

modules (mobile robots) is HOLTEK microchip. We use 

Dempster-Shafter evidence theory to enhance the detection results 

using passive and active security modules. The security detection 

modules and the mobile robots can transmit real-time event signals 

to the supervised computer via wire RS485 or wireless RF 

interface. In the paper, we use fire and gas leakage events to 

implement the function of the multiple mobile robots based 

security system for intelligent home. The experimental results are 

very nice to double check the event occurrence on the system. In 

the future, we want to increase intelligent security detection 

modules, and use multisensory fusion algorithm to enhance the 

precision of the security system, and develop remote supervised 

system to connect with the security system via Internet. The 

security decreases the false alarm condition for the event detection.  
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Abstract: The article uses the ant colony system (ACS) and auction algorithms to solve the path planning and task 
allocation problems of multiple mobile robots such that the robots can move from different start points to reach to 
different task points in a collision-free space. Ant colony optimization (ACO) is a new evolvement algorithm that is 
proposed by Dorigo M., and solves some task allocation and target searching problems. The utilization of the auction 
algorithm improve the efficiently of the tasks allocation. The article uses three performance functions to compare the 
cost on the motion displacement and waiting time for mobile robots. In this manner, a near optimal assignment of 
multiple task points according to a team objective can be obtained using the proposed algorithms. The simulated results 
present that Ant colony optimization and auction algorithm find the optimization motion path for multiple mobile robots 
moving to task points from start points in a collision-free environment. 
 
Keywords: ant colony system. auction algorithm. path planning. Task allocation. multiple mobile robots.  

 

I.  Introduction 

There have been a growing interest in multi-robot coordination 

research in recent years. Multi-robot cooperation is fundamental 

and significant in the robotic research fields. With the increasing 

number of robots in one task team efficiency important and energy 

consumption reduction research become more important in robots 

coordination. Compared to single robot, multiple mobile robots 

can operate to faster task completion, higher quality solutions, as 

well as increased robustness ability to compensate robot failure [1]. 

The path planning and task allocation problems of the multiple 

mobile robots are important research issues. Its task is to find 

collision-free paths from different start points moving to the 

different target points in an known or unknown environment with 

obstacles according to a reasonable algorithm.  

Motion control and path planning of the wheel based mobile 

robots is a currently active area of robot research field. The motion 

control of multiple mobile robots for path tracking [2], navigation 

[3,4], wall following [5], task allocation [6] and path planning [7] 

has been proposed [8]. How to cooperate effectively with multiple 

robot is a challenge. To overcome the challenge, many cooperation 

algorithms have been proposed which mainly include 

behavior-based approach [9], auction algorithm [10], ant colony 

optimization (ACO) algorithm [11], threshold-based approach 

[12], particle swarm optimization algorithm (PSO) [13], etc. 

Especially, ant colony optimization and auction algorithm have 

received significant attention to be growing in popularity [1], and 

have been implemented in the article. 

Ant Colony Optimization (ACO) is a new computational 

paradigm to solve the path planning of the task allocation 

problems in Swarm Intelligent. Ant colony algorithm is proposed 

by Italian scholars Dorigo M., and simulates the routing behavior 

of natural ant and the algorithm is a kind of random optimization 

approach. It solves some difficult problems in the optimization 

path planning of the mobile robot system using the ability of 

optimization in the process of ant colony searching food. The 

algorithm has the following advantages; such as good robustness, 

distributed computing and easy combined with other methods. Ant 

colony algorithm can combine auction algorithm easily to 

reinforce its performance [14]. Jones and Dias developed a 

coordination mechanism which was applied by pickup teams in 

the treasure hunt field [15]. Kishimoto and Sturevant use auction 

algorithm as solution to multiple robots coordination in routing 

problem in terms of computational complexity [16]. Michael and 

Kumar et al have implemented to assign dynamically tasks to 

multiple agents using distributed solution in formation control 

scenario [17]. Nanjanath and Gini present auction based method 

for multirobot dynamic coordination to visited different locations 

in the map [18]. 

The article is organized as follows: Section II describes the ant 

colony algorithm and auction algorithm for the mobile robot 

system, and propose three performance functions to compare the 

cost of finishing tasl allocation. Section III presents the 

experimental results on the target research in the known 

environment using the multiple mobile robots system. Section IV 

presents brief concluding remarks. 
 

II.   Searching algorithm 

The ant system algorithm was developed by Marco Dorigo 

and his colleagues in the 1990s. Ants move in random orientation 

from the start point. Pheromones are deposited on the ground from 

the tail as they move around. The ants would choose motion paths 

based on the amount of pheromones intensity on all possible 
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motion paths from the start point moving to the target point. 

Subsequent ants are more likely to choose a shorter path with 

greater pheromone trail intensity. The ant decides the motion path 

according to transition probability, k
jip , . The transition probability 

is influenced by the pheromone of the ant: 

( ) ( )
( ) ( )

                               0         

   ,
,,

,,
,

k
i

k
i

Nl
jiji

jijik
ji

Njif

Njifp

k
i

∉=

∈=
∑
∈

βα

βα

ητ
ητ

              (1) 

The left side of the Eq. (1) represents the transition probability 

in which ant k  will traverse from point i  to point j . The 

numerator on the right side of the equation consists of a product of 

two terms, ( )ατ ji ,  represents the intensity of the pheromone trail 

between points i  and j  with a corresponding weight value 

ofα . On the other hand, ( )βη ji ,
 represents the heuristic 

information between points i  and j  with corresponding 

weight value of β . jiji d ,, /1=η , while jid ,  is the distance 

between points i  and j . k
iN  is point si'  feasible 

neighbourhood at the ant k . The denominator on the right side of 

the equation is a summation of the products of the pheromone 

intensity and heuristic information for all possible moving paths 

[19]. 

The pheromone value evaporates on all paths by a constant 

factor, and adds pheromone on the paths. Pheromone evaporation 

is implemented by Eq. (2). The parameter ( )10 ≤< ρρ  is used 

to avoid unlimited accumulation of the pheromone. Where k
ji,τΔ  

is the amount of pheromone for the ant k  depositing on the 

motion paths it has visited? It is defined as follows:  

( ) ( ) Lji
m

k

k
jijiji ∈∀Δ+−= ∑

=

, ,1
1

,,, ττρτ             (2) 

( )
⎩
⎨
⎧

=Δ
otherwise;  ,0

;  tobelongs ,path  if ,/1
,

kk
k

ji

TjiC
τ         (3) 

Where kC , the length of the tour kT  that is build by the ant 

k  moving to the target point successfully, and is computed as the 

sum of the lengths of the paths belonging to kT , or 0, =Δ k
jiτ . 

 Auction algorithm solves the tasks allocation problem using a 

fleet of mobile robots, and is classified single-item auctions and 

combinatorial auctions. The single-item auction parallel contains 

single-item auction and sequential single-item auction. We use 

sequential single-item auction in the paper, and assign the mobile 

robots moving to the formation position using ant colony 

algorithm. A formal definition of the auction algorithm is given a 

number of tasks mttt ,......, , 21 , and subtasks are, 

{ }NTTTT ......,,, 21= . A subtask iT  is a set that contains some 

tasks that is bided and completed by the robot iR . Then how to 

decide the optimal allocation methods between robots and 

subtasks so that the pattern formation task is achieved efficiently? 

A fleet of robot set is defined { }NRRRR ......,,2,1= . A function 

( )ji tRTD ,  that specifies the cost of executing task jt by the 

robot iR , and find the assignment that allocation one task per robot 

to minimize the global cost defined as ( )∑
=

j

i
ji tRTD

1

, , where task 

j is assigned to the robot i . 

( )ii TRTD ,  specifies the cost of executing subtasks iT by the 

robot iR . ( )ii TRTW ,  is defined the waiting time cost of the 

robot iR  to execute subtasks iT . We have three performance 

function to compare the efficiently for the team robots executing 

tasks allocation. There have MINSUM, MINMAX and MINAVE 

functions. The MINSUM function is the displacement summation 

of the total paths for team robots executing all subtasks to be 

minimized. The MINMAX function is the maximum 

displacement of the robot iR  that has been finished the subtask 

to be minimized. The MINAVE function is the average cost of the 

waiting time for all robots to be minimized. These functions can 

be represented as follows:  

( )∑
=

N

i
ii

T
TRTDMINSUM

1

,min:                (4) 

( )ii
iT

TRTDMINMAX ,maxmin:              (5) 

( )∑
=

N

i
ii

T
TRTW

m
MINAVE

1

,
1

min:              (6) 

 
III. Experimental results 

We implement the simulation results on the known map of 

Yunlin University of Science & Technology Electrical 

Engineering Department in order to verify the effectiveness of the 

ant colony algorithm and auction algorithm using the multiple 

mobile robots. The map is shown in Fig.1, and contains 64 nodes 

(black rectangles). The mobile robot can moves on the path 

between node and node. We use four ants (mobile robots) to 

search the twelve different task points from different start points. 

We compare the cost of the performance functions (MINSUM, 

MINMAX and MINAVE) to find target points. In the map, we use 

black point to represent the mobile robot (R1, R2, R3 and R4), and 

the black rectangle represent the task points. The motion paths of 

four mobile robots are presented by variety color lines. The mobile 

robots are the same speed in the simulation experiment, and 

waiting time is proportion to the displacement of mobile robots.  

 

 

 

 

 

 

 

 

Fig. 1 The map of task allocation for four mobile robots 

In the simulation results, we use four mobile robots assign 

twelve task points from different start points, and use three 

performance functions to compare the cost. We can list the cost of 

the performance functions in Table 1, Table 2 and Table 3. We can 

see the total displacement of the MINSUN function to be 
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minimum, and has long waiting time to be shown in Table 1. The 

time of each mobile robot moves to each node to be listed in Table 

4. We can see the cost of MINSUM to be equal to the total time of 

Table 4 (R2). The value is 58.2. 

Table 1. The cost of MINSUM 

 
Table 2. The cost of MINMAX 

 
Table 3. The cost of MINAVE 

 

Table 4. The time of each node for MINSUM 

 

Table 5. The time of each node for MINMAX  

 

In the Table 2, we can see the four mobile robots that have been 

finished the tasks allocation to be faster. The time of each mobile 

robot moves to each node to be listed in Table 5. We can see the 

cost of MINSUM to be equal to the total time of Table 2 (R1). The 

value is 37. The MINAVE value is long time, too. The time of 

each mobile robot moves to each node to be listed in Table 6. We 

can see the cost of MINSUM to be equal to the total time of Table 

3 (R3). The value is 20.  

Table 6. The time of each node for MINAVE 

 

 

 

 

 

 

 

 

 

 

 
(a) The motion paths of MINSUM function 

 
(b) The motion paths of MINMAX function 

 
(c) The motion paths of MINAVE function 

Fig. 2 The experiment results of task allocation 

The Sixteenth International Symposium on Artificial Life and Robotics 2011 (AROB 16th ’11), 
B-Con Plaza, Beppu,Oita, Japan, January 27-29, 2011

©ISAROB 2011 259



Finally, we make the minimum of the waiting time of four 

mobile robots to allocate twelve task points, and the average value 

of MINAVE function is minimum to be shown in Table 3. In the 

three cases, the motion paths of four mobile robots according to 

the variety performance functions to be shown in Fig. 2. We can 

see the displacement of the mobile robot R2 is bigger than the 

others to be shown in Fig 2 (a). We reduce the displacement of the 

robot R2, and allocate some task to the others using the MINMAX 

function to be shown in Fig. 2 (b). Fig. 2 (c) is the motion paths of 

four mobile robots on the MINAVE function. 

 

IV. Conclusion 

The article presents the path planning and task allocation 

problems of mobile robots using ant colony algorithm and auction 

algorithm. It solves the shorter paths of the mobile robots to 

allocate all task points. We have been implemented variety 

performance functions to compare the cost for finishing task 

allocation, and implement the simulation results using the 

proposed algorithms on the known map. In future, we want to 

implement the different task allocation using a fleet of robots, and 

use mobile robots to present the scenario on the platform.  
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Abstract: Mixed-integer optimization problems belong to NP-hard combinatorial problems. Therefore, they are difficult
to search for the global optimal solutions. The mixed-integer optimization problems are always described by precise
mathematical programming models. However, many practical mixed-integer optimization problems inherit more or less
imprecise nature. Under this circumstance, if we take into account the flexibility of constraints and the fuzziness of
objectives, the original mixed-integer optimization problems can be formulated as fuzzy mixed-integer optimization
problems. Mixed-integer differential evolution (MIHDE) is an evolutionary search algorithm, and has been successfully
applied to many complex mixed-integer optimization problems. In this paper, a fuzzy mixed-integer mathematical
programming model is developed to formulate the fuzzy mixed-integer optimization problem. And then the MIHDE is
introduced to solve this fuzzy mixed-integer programming problem. Finally, the illustrative example shows that
satisfactory results can be obtained by the proposed method. This demonstrates that the MIHDE can effectively handle
the fuzzy mixed-integer optimization problems.

Keywords: fuzzy programming, mixed-integer optimization, evolutionary algorithm.

I. Introduction
Many real-world optimization problems involve

integer or discrete design variables in addition to
continuous design variables. This kind of problems is
called mixed-integer optimization problems. Mixed-
integer optimization problems belong to NP-hard
combinatorial problems, therefore they are difficult to
search for the global optimal solutions. On the other
hand, the mixed-integer optimization problems are
always described by precise mathematical
programming models. However, many practical mixed-
integer optimization problems inherit more or less
imprecise nature. Under this circumstance, if we take
into account the flexibility of constraints and the
fuzziness of objectives, the original mixed-integer
optimization problems can be formulated as fuzzy
mixed-integer optimization problems.

In the fuzzy mixed-integer optimization problems,
the constraints and objectives are defined by fuzzy sets
and denoted as “fuzzy constraints”and “fuzzy goals”
[1]. Combined with fuzzy constraints, fuzzy goals and
fuzzy decision, a fuzzy mixed-integer optimization
problem can be transformed into a mixed-integer
optimization problem. Therefore, one can use a mixed-
integer optimization approach to solve such a mixed-
integer optimization problem.

Evolutionary algorithms (EAs) [2, 3] are powerful
search algorithms based on the mechanism of natural
selection. Unlike conventional search approaches, they
simultaneously consider many points in the search
space so as to increase the chance of global
convergence. Recently, EAs have exhibited promising
results for solving complex problems such as highly

nonlinear, non-differentiable and multi-modal
optimization problems [4]. Mixed-integer differential
evolution (MIHDE) [5] is an evolutionary algorithm. A
mixed coding is introduced in MIHDE to implement the
evolutionary process of continuous and integer
variables. The MIHDE has been successfully applied to
many complex mixed-integer optimization problems [5-
8].

In this paper, a fuzzy mixed-integer programming
model is developed to formulate the fuzzy mixed-
integer optimization problem. The MIHDE is
introduced to solve this fuzzy mixed-integer
programming problem. Finally, the illustrative example
show that satisfactory results can be obtained by the
proposed method. This demonstrates that the MIHDE
can effectively handle the fuzzy mixed-integer
optimization problems.

II. Fuzzy Mixed-Integer Mathematical
Programming

If we soften the rigid requirements of a mixed-
integer optimization problem, the mixed-integer
optimization problem can be stated by a fuzzy mixed-
integer programming model as follows:

)(min yx,
yx,

f (1)

subject to
ij mjg ,...,1,0~)( yx, (2)

where x represents an nC-dimensional vector of
continuous variables, y is a nI-dimensional vector of
integer variables, and the symbol “~ ”respectively
denote the softened or fuzzy versions of constraints

)( yx,jg . It means that the minimized objective
function can be further improved with properly
softened constraints.
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The fuzzy goal and fuzzy constraints can be
quantified by the membership functions. Here a linear
membership function such as triangular function is
employed. The membership functions are represented
by ),( yxf and ),( yx

jg as defined by equations

(3) and (4).
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where 0f and 0
jg are respectively denote the values

of f and
jg such that the grades of the membership

functions ),( yxf and ),( yx
jg are 0, and 1f and

1
jg represent the values of f and

jg such that the
grades of the membership function ),( yxf and

),( yx
jg are 1.

The fuzzy decision ),( yxD is expressed as









 
mi

gfD j
1

),()},({),( yxyxyx  (5)

If we follow the fuzzy decision of Bellman and
Zadeh [9], the optimal solution )( ** y,x of fuzzy
decision ),( yxD can be selected by maximizing the
smallest membership function such that

)},(,),,(),,({minmax),(
1

** yxyxyxyx
miggfD   (6)

By introducing the auxiliary variable , the max-
min problem can be transformed into the following
mixed-integer nonlinear programming (MINLP)
problem:

maximize  (7)
subject to ),( yxf (8)

ig mj
j

,...,1),(  yx, (9)

In order to solve this MINLP problem effectively,
the MIHDE algorithm is applied to solve this problem
and find the maximizing decision. The details of
MIHDE are described in the following section.

III. Mixed-Integer Hybrid Differential
Evolution

Let us consider a general MINLP problem as
follows:

)(min yx,
yx,

f (10)

x x xL U 
y y yL U 

where x represents an nC-dimensional vector of real-
valued variables, y is an nI-dimensional vector of
integer-valued variables, and )( LL y,x and )( UU y,x
are the lower and upper bounds of the corresponding
decision vectors.

The procedure of MIHDE includes the following 5
steps.

1) Representation and Initialization

MIHDE uses
pN decision vectors

}){(}{ i
GGG

i y,xz  ,
pNi ,...,1 to denote a population

of
pN individuals in the G-th generation. The decision

vector (chromosome),
i)( yx, , is represented as

),...,,...,,,...,,...,( 11 injiiinjii IC
yyyxxx . The decision

variables (genes), x ji
and y ji

, are directly coded as
real-valued and integer-valued numbers. The
initialization process generates

pN decision vectors

i)( yx, randomly, and should try to cover the entire
search space uniformly as in the form:

  p
LLUU

i
LL

i Ni ,,1,)}(){()()( 00  y,xy,xy,xy,x 
(11)

where    i i i i n nC I
 Diag ,( , , ), , ,1 2  is a diagonal

matrix, the diagonal elements ( , , ), , ,  i i i n nC I1 2 , 

are random numbers in the range 0 1, , the other
elements are zero, and the rounding operator
 )}(),( LU

i
LU

i yybxxa   in (11) is defined
as ])[INT,( ba in which the operator ][INT b is
expressed as the nearest integer-valued vector to the
real-valued vector b.

2) Mutation

The i-th mutant individual  iGG v,u is obtained by
the difference for two random individuals as expressed
in the form

  
)])([INT),(()(
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(12)
where random indices

pNlk ,,1,  are mutually
different. The operator )](INT[ G

l
G
km yyb  in (12)

is to find the nearest integer vector to the real vector b.
The mutation factor m

is a real random number
between zero and one. This factor is used to control the
search step among the direction of the differential
variation

l
GG

k
GG )()( y,xy,x  .

3) Crossover

In crossover operation, each gene of the i-th
individual is reproduced from the mutant vector

i
GG )( v,u = ),,,,,,,( 2121

G
in

G
i

G
i

G
in

G
i

G
i IC

vvvuuu  and the
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where the crossover factor c 0,1 is a constant and
the value can be specified by the user.

4) Evaluation and Selection
The operation includes two evaluation phases. The

first phase is performed to produce the new population
in the next generation as (15). The second phase is used
to obtain the best individual as (16).
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(16)
where

b
GG )( 11  y,x is the best individual with the

smallest objective function value.

5) Migration
In order to increase the exploration of the search

space, a migration operation is introduced to generate a
diversified population. Based on the best individual
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the j-th gene of the i-th individual can be diversified by
the following equations:
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where 1 and 2 are the random numbers in the
range [0,1].

The migration operation in MIHDE is performed only
if a measure for the population diversity is not satisfied,
that is when most of individuals have clustered together,
the migration has to be actuated to make some
improvements. In this study, we propose a measure
called the population diversity degree  to check
whether the migration operation should be performed.
In order to define the measure, we first introduce the
following gene diversity index for each real-valued
gene x ji

G1 and for each integer-valued gene yki
G1 ,
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where dx ji
and dy ji

are the gene diversity indices
and 2 0 1[ , ] is a tolerance for real-valued gene
provided by the user. According to (19) and (20), we
assign the j-th gene diversity index for the i-th
individual to zero if this gene clusters to the best gene.
We now define the population diversity degree  as a
ratio of total diversified genes in the population. From
(19) and (20) we have the population diversity degree
as
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
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N

bi
i

n

j
ji

n

j
ji Nnnddx

p IC

 (21)

From equation (19), (20) and (21), the value of 
is in the range [0,1]. Consequently, we can set a
tolerance for population diversity, 1 0 1 , , to assess
whether the migration should be actuated. If  is
smaller than 1 , then MIHDE performs the migration
to generate a new population to escape a local solution.
Contrary, if  is not less than 1 , then MIHDE
suspends the migration operation to keep a constant
search direction to a target solution.

IV. Computational Example
Consider a design problem of pressure vessel, as

presented by Sandgren [10], is shown in Figure 1.

Figure 1. Pressure Vessel design.

The design variables are the dimensions required for the
specifications of the vessel, i.e.

),,,()( 2121 yyxxyx, .
The objective function is the combined costs of

material, forming and welding of the pressure vessel.
The constraints are set in accordance with the
respective ASME codes. The mixed-integer
optimization problem is expressed as:
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subject to 00625.00193.0)( 111  yxg yx,

00625.000954.0)( 212  yxg yx,

03
41728750)( 3

12
2
13  xxxg yx,

0240)( 24 xg yx,
10 0 100 01. . x
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Using the MIHDE algorithm to solve this mixed-integer
optimization problem, the obtained optimal solution is

)1012,,4069.221,8754.38(),,,()( 2
**

1
*

2
*

1
**  yyxxy,x ,

3198.6521)( ** y,xf
Instead of giving the crisp values for this mixed-

integer optimization problem, the fuzzy goal and the
fuzzy constraints are described in Table 1.

Table 1. Fuzzy goal and fuzzy constraints.
0f

or
0

jg

1f
or

1
jg

)( yx,f 0.62000 f 0.65001 f

)(1 yx,g 0.50
1 g 0.51

1 g
)(2 yx,g 0.50

2 g 0.51
2 g

)(3 yx,g 0.50
3 g 0.51

3 g

)(4 yx,g 0.50
4 g 0.51

4 g

For this fuzzy mixed-integer optimization problem, the
obtained optimal solution by MIHDE is

)1012,,96.10141,6027.40(),,,()( 2
**

1
*

2
*

1
**  yyxxy,x ,

6731.6350)( ** y,xf ,
9664.4

From computational result, the cost of pressure
vessel can be decreased through the fuzzy programming
for the original mixed-integer optimization problem.
This implied that the cost function can be further
improved if the constraints are softened to a more
favorable degree.

V. Conclusions
In this paper, a fuzzy mixed-integer mathematical

programming model is developed to formulate the
fuzzy mixed-integer optimization problem. And then
the MIHDE is introduced to solve this fuzzy mixed-
integer programming problem. Finally, the illustrative
example shows that satisfactory results can be obtained
by the proposed method. This demonstrates that the
MIHDE can effectively handle the fuzzy mixed-integer
optimization problems.
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Abstract: The article develops a vision based auto-recharging system that guides the mobile robot moving to the 
docking station. The system contains a docking station and a mobile robot. The docking station contains a docking 
structure, a control device, a charger and a safety detection device and a wireless RF interface. The mobile robot 
contains a power detection module (voltage and current), an auto-switch, a wireless RF interface, a controller and a 
camera. The controller of the power detection module is Holtek chip. The docking structure is designed with one active 
degree of freedom and two passive degrees of freedom. In image processing, the mobile robot uses a webcam to 
capture the real-time image. The image signal transmits to the controller of the mobile robot via USB interface. We use 
Otsu algorithm to recognize the distance and orientation of the docking station from the mobile robot. In the 
experiment results, the proposed method can guided the mobile robot moving to the docking station. 
 
Keywords: auto-recharging system. mobile robot. docking station. degrees of freedom. USB interface. Otsu 
algorithm 

 

I. INTRODUCTION 

Mobile robots have been widely applied in many 

fields with passing year. Such as factory automation, 

dangerous environment detection, office automation, 

hospital, entertainment, space exploration, farm 

automation, military, education, learning and security 

system and so on. The mobile robot has been working in 

long time, and the power of the mobile robot is 

weakness, and moves to the docking station 

autonomously before under control. 

In the past literature, many researches have been 

proposed power detection methods. Levi was one of the 

first to comment upon the characteristics of CMOS 

technology which make it special amenable to IDD 

Testing [1]. Malaiya used IDD testing and estimating the 

effects of increased integration on measurement 

resolution [2]. Frenzel proposed the likelihood ration 

test method applying on power-supply current diagnosis 

of VLSI circuits [3]. Horning et al reported on 

numerous experiments where current measurements 

have forecast reliability problems in devices which had 

previously passed conventional test procedures [4]. 

Maly et al. proposed a build-in current sensor which 

provides a pass/fail signal when the current exceeds a 

set threshold [5]. In image processing, many techniques 

have been proposed. Weszka et al. use the valley 

sharpening method to restrict the histogram on the 

pixels with large absolute value [6]. Watanabe used the 

different histogram method to select the threshold at 

gray level with the maximal amount of difference [7]. 

The article is organized as follows: Section II 

describes the system structure of the auto-recharging 

system for the mobile robot, and explains the functions 

of the power detection module and the power 

measurement and prediction algorithms. Section III 

presents hardware structure and docking processing of 

the station. The section IV explains the image 

processing method to find out the docking station. 

Section V presents the experiment results of the auto-

recharging processing for the mobile robot moving to 

the station using the proposed method. Section VI 

presents brief concluding remarks. 

 

II. SYSTEM ARCHITECHTURE 

The hardware structure of the auto-recharging 

system is classified two parts: one is designed in 

docking station. The other is designed in the mobile 

robot. The relation is shown in Fig. 1. In the docking 

station, there are a limit switch, a landmark, a safety 

detection device, a wireless RF interface and a charger. 

The landmark can guide the mobile robot moving to the 

docking station using vision system. The safety 

detection device contains safety switch and power 

detection module. The limit switch can detect the 

mobile robot touching the station or not. The wireless 

RF interface can communicate with the mobile robot via 

RS232 interface, and transmits the status of the 

recharging processing between the docking station and 

the mobile robot. 

The power of the mobile robot is weakness on the 

free space. The camera can find out black bars of the 

docking station using the proposed method. The mobile 

robot decides the direction from the docking station 

according to the relation position of the two black bars. 
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The wireless RF interface can communicate with the 

docking station, and transmits and receives the real-time 

signal. The power detection module can measures 

current and voltage values of the auto-recharging 

processing, and transmits to the controller of the mobile 

robot via RS232 interface. The prototype of the power 

detection module is shown in Fig. 2. The IR sensor can 

decides the mobile robot touching the docking station, 

and transmits the signal to the controller of the mobile 

robot. The mobile robot opens the auto-switch, and 

touches with the connective pins of the docking station.  
 

 
Fig. 1. The auto-recharging system 

The mobile robot has the shape of cylinder and its 

diameter, height, and weight are 40 cm, 70 cm, and 25 

kg, respectively. It has four wheels to provide the 

capability of autonomous mobility [8]. The mobile robot 

contains six systems, including structure, motion and 

driver system, software development and supervised 

system, detection system, auto-recharging system and 

camera. 

 
Fig. 2. The power detection module 

In the power detection module, we use four current 

sensors to measure the current variety of the mobile 

robot and charging current, and use two multisensor 

fusion methods (redundant management method and a 

statistical prediction method) to detect current and 

voltage signals status. We can get an exact measured 

value for power detection [9]. Then we want to predict 

the residual power of the mobile robot. First we must fit 

the curve from the power detection value of the mobile 

robot. Next the user can set the critical value of the 

power. The main controller of the mobile robot can 

calculate the extrapolation value from the critical value, 

and can calculate the residual working time for the 

mobile robot. 

We fit a second-order polynomial regression 
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Finally we can calculate 210  and , , aaa  from Equation 

(3). Then we set the power critical value to be SP  and 

SPaxaxa =++ 01
2

2                  (4) 

We can calculate the x  value (the unit is second) from 

Equation (4). The sample time of the power detection 

module is 1 second. 

III. Docking station 

The docking station is shown in Fig. 3, and provides 

two connective points to provide charging current to the 

mobile robot. The docking station is designed with two 

passive DOF (Degree Of Freedom) and one active DOF. 

It can rotate in the Z-axis and use compression spring to 

move for various docking condition. The weight of the 

docking station is almost 6 kg, and its length, and height, 

and width are 70cm, 50cm and 80cm, respectively. The 

station extends 15 cm to touch the mobile robot 

providing a 300 entry window. The connective docking 

mechanism is mounted on the back of the mobile robot. 

The mobile robot docking mechanism is shown in 

left side of the Fig. 3 (c). The recharging adapters are at 

the inside of the holes. Each hole is shaped as a cone in 

order to help the docking smoothly. Since both the 

connection pins and adapters are rigid, the docking 

The Sixteenth International Symposium on Artificial Life and Robotics 2011 (AROB 16th ’11), 
B-Con Plaza, Beppu,Oita, Japan, January 27-29, 2011

©ISAROB 2011 266



station is designed for providing compliance for 

reasonable robot docking angle and offset. When the 

mobile robot is approaching to the docking station with 

offset and docking angle, the guiding stick mounted on 

the docking station functions to guide the recharging 

pins for inserting into the adapters. We plot two black 

bars on the front of the docking station to be shown in 

Fig. 4. The mobile robot recognizes the position of the 

docking station according to the two black bars using 

vision system. 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3. The structure of the docking station 

 
Fig. 4. The docking station 

 

IV. Algorithms analysis 

We use Otsu algorithm to recognize the landmark of 

the station docking. In image reorganization, we define 

the pixels of a given picture be represented in L in gray 

levels [ ]L,......,2,1 . The number of pixels at level i is 

denoted by in , and the total number of pixels is 

LnnnN +++= L21 . In order to simplify the 

discussion, we can rewrite the gray level histogram to 

be normalized and regarded as a probability distribution: 

∑
=

=≥=
L

i
iiii ppNnp

1

1        ,0        ,/            (5) 

Now suppose that we dichotomize the pixels into 

two classes 0C and 1C (back ground and objects) by a 

threshold at level k ; 0C denotes pixels with levels 

[ ]k,,2,1 LL , and 1C denotes pixels with levels 

[ ]Lkk ,,2,1 LL++ . Then the probabilities of class 

occurrence and the class mean levels, respectively, are 

given by  

( ) ( )∑
=

===
k

i
i kpC

1
00 Pr ωω                    (6) 

( ) ( )∑
+=

−===
L

ki
i kpC

1
11 1Pr ωω                 (7) 

( ) ( ) ( ) ∑∑∑
===

====
L

i
iG

k

i
i

k

i
i ipLipkpk

111

      ,      , μμμω   (8) 

Then the optimal threshold *k  can be funded to 

maximize η [10,11].  
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V. Experimental results 

We make an experiment to implement the auto-

recharging processing using the Otsu algorithm for the 

robot moving to the docking station. The power of the 

mobile robot is under the critical power. The mobile 

robot searches the docking station using camera to be 

shown in Fig. 5. The mobile robot finds out the 

landmark of the station using camera. Then it moves 

closed to the docking station using the proposed 

algorithm to decide the direction of the mobile robot. 

The experiment result is shown in Fig. 5(a). The 

original gray-level picture of the station is shown in Fig 

5(b). We focus on the landmark, and set two points (X1 

and X2) on column projection, and set four points (Y1, 

Y2, Y3 and Y4) on row projection. We use Otsu 

algorithm to process the picture from the camera, and 

calculate the results of the threshold, and plot the row 

projection image and the column projection image to be 

shown in Fig. 5(c) and (d). The mobile robot can 

calculates the direction and distance from the docking 

station. 

 
(a)                     (b)  
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(c)                     (d)  

 
(e)                    (f) 

 
(g)                    (h) 

Fig. 5. The experiment result of auto-docking for the 

mobile robot 

The mobile robot moves to the front of the docking 

station to be shown in Fig. 5(e), and turn left to face the 

station. Then it moves the station, and modifies the 

direction according to the position of landmark. The 

experiment scenario is shown in Fig 5(f). The mobile 

robot moves to the docking station, and touch the limit 

switch. The docking station transmits RF signal to the 

mobile robot. The mobile robot must stop, and prepares 

to execute the charging processing. The experimental 

results are shown in Fig. 5 (g) and (h). We make some 

tests on variety direction of the robot moving the 

docking station to determine the performance using the 

proposed method, 100 experimental results were 

performed, and show a 99% successful rate for the 

docking processing. 

 

VI. CONCLUSION 

We have developed a vision based auto-recharging 

system that had been integrated in the mobile robo. The 

system contains a docking station and a mobile robot. 

We can get an exact measured value for power detection, 

and calculate the residual working time using second-

order polynomial regression. We use Otsu algorithm to 

recognize the two black bars of the docking station, if 

the mobile robot locates on the front of the docking 

station. The proposed algorithm can guides the mobile 

robot moving to the docking station. In future, we want 

to implement the auto-recharging processing and path 

planning on the multiple docking stations for mobile 

robots. 
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Abstract: This paper presents design and implementation of a super-twisting second order sliding mode controller 
(SOSMC) for a synchronous reluctance motor. The second order sliding mode control is an effective tool for the 
control of uncertain nonlinear systems since it overcomes the main drawbacks of the classical sliding mode control, i.e., 
the large control effort and the chattering phenomenon. Its real implementation implies simple control laws and assures 
an improvement of the sliding accuracy with respect to conventional sliding mode control. This paper proposes a novel 
scheme that based on the technique of super-twisting second order sliding mode control. First, the SOSMC is derived 
by mathematics. Finally, the performance of the proposed method is verified by simulation and experiment. The 
proposed SOSMC shows the robustness for the motor parameters variation and the improvement of chattering 
phenomenon. 
 
Keywords: Super-Twisting Algorithm, Second Order Sliding Modes, Synchronous Reluctance Motor, Chattering 
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I. INTRODUCTION 

Fast accurate dynamic response is of primary 
importance in control systems. The motor control 
system with the high robustness is an important issue in 
research. Synchronous reluctance motor (SynRM) have 
a mechanically simple and robust structure. They can be 
used in high speed and high temperature environments. 
The rotor circuit of the SynRM is open circuit such that 
the flux linkage of SynRM is directly proportional to the 
stator currents. The torque of SynRM can be controlled 
by adjusting the stator currents. Therefore, there has 
been renewed interest in SynRM [1-4]. 

Sliding mode control (SMC) has attracted increasing 
attention in recent years because it is an effective and 
robust technology for parameter variation and external 
disturbance rejection. It has been applied to robot and 
motor control [3,5-7]. Sliding mode control (SMC) is a 
robust control for nonlinear systems. However, sliding 
mode is a mode of motions on the discontinuity set of a 
discontinuous dynamic system. Hence, reducing the 
chattering is very important for SMC. The second-order 
sliding mode technique has the same properties of 
robustness to uncertainties of model and external 
disturbances. Second-order SMC (SOSMC) [8] 
improves the chattering phenomenon. Due to few 
literatures about SOSMC in SynRM control application, 
therefore, it has valuable on research in SynRM control 
application for SOSMC. 

Different from the conventional first order SMC, the 
SOSMC is belonging to the region of higher-order 
sliding mode (HOSM). Levant [8] had discussed the 
theory of HOSM. HOSM control have been applied to 

motor, FEM fuel cells and automatic docking [9-12].  
There is no paper adopting super-twisting SOSMC 

in SynRM speed control so far. Therefore, this paper 
proposes a novel scheme that based on the technique of 
super-twisting SOSMC. Finally, the performance of the 
proposed method is verified by simulations. 

II. MODELING OF THE SYNRM  

The d-q equivalent voltage equations of ideal 
SynRM model with a synchronously rotating rotor 
reference frame are shown in Fig. 1: 

+

q sV

q si + −

−

qL

dsdr iLω

+

d sV

d si + −

−

dL

q sqr iLω−

sRsR

Fig.1. The d-q axis equivalent-circuit of SynRM 
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The corresponding electromagnetic torque eT  is: 

( ) qsdsqdolee iiLLPT −=
4

3
                     (3) 

The corresponding motor dynamic equation is: 

rm
r

mLe B
dt

d
JTT ωω

+=−                   (4) 

where dsV  and qsV  are direct and quadrature axis 

terminal voltages, respectively;dsi  and qsi are, 
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respectively, direct axis and quadrature axis terminal 
currents or the torque producing current; 

dL  and 
qL  

are the direct and quadrature axis magnetizing 
inductances, respectively; sR is the stator resistance; 

and rω is the speed of the rotor. oleP , LT , mJ , and 

mB  are the poles, the torque load, the inertia moment 

of the rotor, and the viscous friction coefficient, 
respectively. In this paper, the maximum torque control 
(MTC) strategy [3,4] is adopted. The torque current 
commands are shown in equation (5) and (6) [3]:  
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III.  INTEGRAL VARIABLE STRUCTURE 
SLIDING MODE CONTROLLER 

We can rewrite the equation (4) as  

 

 

                     (7) 
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The subscript index “o ” indicates the nominal system 

value; “∆ ” represents uncertainty, andf  represents 

the lumped uncertainties. 

Define the velocity error as rrte ωω −= ∗)( , where 
∗
rω  is the velocity command. The velocity error 

differential equation of SynRM can be expressed as 
equation (8): 
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The input control )(tu  (the electromagnetic torqueeT ) 

of (8) can be defined as equation (10):  

)()()( tututu neq +=                     (10) 

where )(tueq is used to control the overall behavior of 

the system and )(tun is used to suppress parameter 

uncertainties and to reject disturbances. By making 

mathematical calculation, we get the overall control 

)(tu  as equation (10) [3]: 
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where Kf ≤ . 

IV.   SUPER-TWISTING SECOND-ORDER 
SLIDING MODE CONTROLLER 

In conventional sliding mode control design, the 

control target is let the system state move into sliding 

surfaces 0=S . But a second-order sliding mode 

controller aims for 0== SS & . The system states 

converge to zero intersection of S  and S&  in state 

space. 

Super-twisting method mainly develops relative one 

order system for reducing chattering phenomenon [7]. 

The state trajectory of S andS& phase plane is shown in 

Fig.2. It twists together and approaches in state space. 

Finally, it converges to the origin of phase plane.  

 

 

 

 

 

 

 

 

 

 

 

Fig.2. The phase plane trajectory of Super-twisting 

 

Consider sliding variable dynamics given by a 

system with a relative degree two: 

)() ,() ,()( 111 tutytyty STSTST γϕ +=&           (12) 

where )(1 ty means the sliding variableS , in which STϕ  

and STγ  are uncertain functions with the upper and 

lower bounds of equation (13), and )(tuST is the scalar 

control input.  
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The control )(tuST can be given as a sum of two 

components as shown in equation (14) [6,7]： 
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)()()( 21 tututuST +=                     (14) 

where 

          (15) 
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where U is control value boundary, and 0S is a 

boundary layer around the sliding surfaceS。 
We define state variable as shown in equation (17): 

 

                         (17) 

 

We define sliding function1y  as   

                              (18) 

Then, the system equation can be expressed as   

 

(19)    

where 
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According to equation (20), the practical 

controllable signal eT of SynRM is a continuous 

controllable signal. Different from the discontinuous 

controllable signal of conventional SMC, it can improve 

the chattering problem in SOSMC of SynRM apparently.  

V.  SIMULATION RESULTS 

A block diagram of the experimental SynRM drive 
and the super-twisting second-order sliding mode 
controller speed control block diagram of the SynRM 
servo drive are shown in Fig. 3. The proposed controller 
was applied to a 0.37 kw three-phase SynRM whose 
nominal parameters and proposed controller parameters 
are shown in Table 1. The detail specifics of SynRM are 
shown in Appendix 2. 
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 Fig.3. Super-Twisting SOSMC speed control block 
diagram of SynRM servo drive 

 

Table 1. Parameters of SynRM (0.37kW) 

Ω=  2.4sR  2=oleP  

 328.0=dsL H 

( 60=f Hz) 
 181.0=qsL H ( 60=f Hz) 

 00076.0=mJ  Kg-m2 
00012.0=mB  Nt-

m/rad/sec 
In Fig.4, the simulation velocity response of the 

SMC due to 600=∗
rω  rev/min without machine load 

in the nominal motor inertia and friction coefficient 
condition is depicted. In Fig.5, the simulation velocity 
response of the SOSMC due to 600=∗

rω  rev/min 

without machine load in the nominal motor inertia and 
friction coefficient condition is depicted. The velocity 
response of SOSMC is smoother than the convention 
SMC. In Fig.6, the simulation velocity response of the 
SOSMC due to 600=∗

rω  rev/min under an 0.3 Nt-m 

machine load at the beginning and an 0.9 Nt-m machine 
load at 3seconds is added for the 2 times nominal case 
of the motor inertia and friction coefficient condition is 
presented. Hence, the SOSMC is a robust controller and 
improve the chattering phenomenon when the system 
has external disturbances and parameter variations.   

 
Fig.4. Simulation velocity response of the SMC due to 

600=∗
rω  rev/min without machine load in the nomina

l motor inertia and friction coefficient condition  

 
Fig.5. Simulation velocity response of the super-twisting 
SOSMC due to 600=∗

rω  rev/min without machine 

load in the nominal motor inertia and friction coefficient 
condition 
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Fig.6. Simulation velocity response of the super-twisting 
SOSMC due to 600=∗

rω  rev/min under a 0.3 Nt-m 

machine load at the beginning and a 0.9Nt-m machine 
load at 3 seconds in the 2 times nominal case of the 
motor inertia and friction coefficient condition 

VI. CONCLUSION 

In this paper, a super-twisting second-order sliding 

mode (SOSMC) speed control design for robust 

stabilization and disturbance rejection of SynRM drive. 

The simulation results show good performance of 

SOSMC under uncertain load subject to variaitons in 

inertia and system frcition. Also with SOSMC, there is 

no need for acceleration feedback. An experimental 

setup has been prepared to assess the perfromance of the 

proposed controller. Employing the experiments, this 

controller provides a fast and good response for the 

parameter variations and external disturbances. Apart 

from the robustness feature, the proposed second-order 

SMC laws have the advantage of being continuous, thus 

eliminating the chattering effect apparently and being 

more acceptable in application.  
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APPENDIX 
Table 2. Rated parameters of SynRM 

Specifics Value 
Rated voltage  230/400 V 
Rated current 4.7/2.7 V 
Rated speed  3600 rpm 
Rated power 0.37 kW 
Power factor  0.37 

Insulation class  F 
Waterproof and dust-proof 

class 
IP 20 
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Abstract: A weapon robot with semi-autonomous shooting is implemented in this paper. The principal aim is the 
application of a shape recognition method so that the MP5K electric BB gun can shoot semi-autonomously. In addition, 
we designed a human–machine interface surveillance system via the LabVIEW graphical programming environment, 
such that the supervisor can control the weapon robot by a keyboard or a specially adapted mouse. In order to 
accomplish all these achievements, there have been major additions and overhauls in both system software codes and 
system circuit board developments. The experimental results have shown the practicality of the shape recognition, the 
89C51 microcontroller, the LabVIEW graphical programming environment, and ZigBee wireless technology applied to 
weapon robots. 
 
Keywords: LabVIEW, ZigBee, Semi-autonomous shooting, Shape recognition, POB-Basic system. 

 

I. INTRODUCTION 

There are times when a rescue team is unable to enter 
the scene of an accident owing to various problems that 
might endanger the lives of the rescuers. In order to 
overcome these possible obstacles, researchers have 
built several robots that can enter such dangerous sites 
instead of the rescuers. However, as regards HMI-
guided control, few researchers have used the 
LabVIEW platform to experiment with tracked robots. 
In 2001, Priya Olden et al.1 presented an open-loop 
motor speed control with LabVIEW [1]. In 2006, 
Prasanna Ballal et al. [2] proposed a LabVIEW-based 
test-bed with off-the-shelf components for research into 
mobile sensor networks. 

Therefore, we extended previous research [3–7] to 
implement a weapon robot. The principal aim is the 
application of a shape recognition method so that the 
MP5K electric BB gun can shoot semi-autonomously. 
In addition, we designed a human–machine interface 
surveillance system via the LabVIEW graphical 
programming environment, such that the supervisor can 
control the weapon robot by a keyboard or a specially 
adapted mouse.  

In order to accomplish all these achievements, there 
have been major additions and overhauls in both system 
software codes and system circuit board developments. 
To illustrate the effectiveness of the design, we planned 
an urban fight as the scenario in which the robot could 
use all its functions. The experimental results validate 

the practicality of the shape recognition, the 89C51 
microcontroller, the LabVIEW graphical programming 
environment, and the ZigBee wireless technology 
applied to weapon robots. 

II. SELF-MADE WEAPON ROBOT 

2.1 Mechanism of the Robot 
Figure 1 shows an overview of the platform of the 

weapon robot. Figure 2 shows the right-hand side view. 
The structure has two active wheels and one small 
assistant wheel. The specifications of the robotic 
platform are (1) length 41 cm, (2) width 31 cm, and (3) 
height 20 cm. The home-made weapon robot is shown 
in Fig.3. We put an MP5K electric BB gun on the 
platform of the robot, and set one camera behind the 
gun sights. The specifications of the weapon robot are 
(1) length 52 cm, (2) width 31 cm, and (3) height 43 cm.  

41cm

 
Fig.1. Vertical view of the platform 
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20cm

43
cm

 
Fig.2. Right side view of the platform 

 
Fig.3. Weapon robot  

2.2 Wireless Network Camera and Router 
In this paper, an AXIS 207MW wireless network 

camera, as shown in Fig.4, is applied to take a scene. 
Figure 5 shows the D-LINK DIR-615 router. 

 
Fig.4. AXIS 207MW wireless network camera 

 
Fig.5. D-LINK DIR-615 router  

III. LabVIEW [4] 

The Laboratory Virtual Instrument Engineering 
Workbench (LabVIEW) is an easy-to-use graphical 
development environment which allows users to rapidly 
develop applications for experiment, measurement and 

control. A complete system can be constructed very fast 
with hardware modules for data accomplishment, image 
processing, motion domination, or communication 
available from National Instruments (NI). Each 
application created in LabVIEW is referred to as a 
virtual instrument (VI). A VI consists of a user interface 
front panel and a block diagram. A VI can also be called 
from another VI, called a sub-VI. The standard 
LabVIEW package comes with various VIs in the form 
of libraries and drivers to permit rapid program 
development. 
  Here, we use LabVIEW graphical programming to 
design a human machine interface surveillance system. 
From the transmission of RS-232 and ZigBee modules, 
a command will be delivered to the controller and 
placed on the weapon robot so that the vehicle will be 
arrive at assigned place. The LabVIEW front panel is 
shown in Fig.6. There are eight function-blocks in this 
figure. Block 1 is the safety push-button. If we put the 
button, all of the functions can’t be fulfilled. Block 2 
displays a keyboard/genius mouse switch device. We 
can choose the keyboard or the mouse to control the 
robot. Moreover, we can set the RS232 I/O port and 
baud rate by Block 3 and Block 4, respectively. Block 5 
displays the character string when the keyboard is 
pressed. The ASCII code is shown in Block 6. Block 7 
indicates the frame of controlling the order through the 
mouse. Block 8 displays the scene, taken by the wireless 
network camera.  

 
Fig.6. LabVIEW front panel 

IV. ZIGBEE TRANSPARENT-P2P MODE 

ZigBee is an intelligent digital protocol, operating at 
three frequencies, with the commonest one being at 2.4 
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GHz. At this operating frequency, data rates up to 250 
kbit/s are claimed. This is a relatively low bandwidth 
compared to other protocols such as Bluetooth. In 
addition, the features of ZigBee contain the robustness 
and simplicity of IEEE 802.15.4 standard, the versatility 
of the ZigBee compliance platform, low consumption 
and cost, and the standard-based short-range wireless 
networking. 

Here, ZigBee is developed for point-to-point 
transmission and area positioning. IP-Link 2220H, as 
shown in Fig.7, provides a host of AT commands to 
allow easy configuration of the key attributes of an IP-
Link 2220 module. Users can use any terminal 
emulation utility or UART communication library on a 
particular host platform to issue these AT commands to 
IP-Link 2220. Figure 8 shows the transparent point-to-
point mode. The signal can be transmitted by 
connecting RS-232 series port and ZigBee transmitter 
so that it can be received. In addition, a tag (placed on 
the robot) transmits a continuous signal so that the node 
(placed on the scenario setting space), which is closest 
to the robot, can receive the signal and display it on the 
monitor. Then, the supervisor will know the present 
position of the robot. 

 
Fig.7. IP-Link2220H 

 
Fig.8. Transparent P2P Mode 

V. POB-BASIC SYSTEM AND SHAPE 
RECOGNITION 

In general, a black/white LCD screen uses one bit to 
color a pixel and the screen displays 8 pixels with a byte, 
as shown in Fig.9. In addition, the buffer uses 8192 bits 
(the POB-LCD screen is 128 pixels by 64 pixels) of 
memory on POB-EYE module. The challenge of this 
buffer is to have a ration of “1 bit = 1 pixel”. The 
operations on bits are processor-intensive. The 
advantage of this “1 bit = 1 pixel” ration is that it does 
not use much memory. In fact, we need to apply a mask 
in order to change a bit value in memory. Moreover, this 
mask will be different whether the bit is set to 0 or to 1. 
Thus this computation can be relatively time consuming 

because it must be done 8129 times. That is why using 
the technique “1 bit = 1 pixel” will need less memory 
space. Another way of drawing a pixel on the screen is 
to consider that 1 byte draws 1 pixel. In that case they 
will be no delay or mask when switching on or off a 
pixel. Nevertheless, such a technique will take 8 times 
more memory than the previous one. However, for 
shape recognition, we have to transfer 2-D array into 1-
D array, as shown in Fig.10, such that the externals 
(length, width, and height) of the figure will be stored in 
the POB-EYE memory. 

 
Fig.9. 2-D Array 

  
Fig.10. 1-D Array 

Figure 11 and Figure 12 display the hardware of 
POB-EYE and the main electronic board of POB-EYE, 
respectively. 

 
Fig.11. Hardware of POB-EYE 

 
Fig.12. Main electronic board of POB-EYE 

The graphics resources can be displayed using the 
library supplied with the POB-compiler tools. The 
graphic functions allow us to manage the transparency 
of the images and to carry out the superposition of 
images on the LCD screen. Images are displayed using 
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the “DrawBitmap” function, as shown in Fig.13. This 
function uses a number to display the desired image. 
For more clarity in our code, POB-Bitmap generates in 
“.h” a series of “#define” from the image’s name. The 
call to “DrawBitmap” can be becomes (if the name of 
the file is cross.bmp): DrawBitmap(X, Y, 1, Tableau) 
→ DrawBitmap(X, Y, IDB_CROSS, Tableau). 

 
Fig.13. POB-Pattern 

VI. EXPERIMENTAL RESULTS 

Figure 14 shows the target. The MP5K electric BB 
gun can shoot the target semi-autonomously via shape 
recognition techniques. 

For the scenario setting and the experimental test, we 
planned the indoor orientation diagram, as shown in 
Fig.15. The robotic weapon will look for the objects 
(balloons), aim at them, and shoot them. Moreover, it 
can pass along a difficult route and look for that route. 
Then the tracking vehicle can move toward the objects 
and shoot them again. 

 
Fig.14. Mark 

 
Fig.15. Indoor orientation diagram  

VII. CONCLUSION 

A weapon robot with semi-autonomous shooting has 
been implemented. A shape recognition method was 
applied to design a controller so that the MP5K electric 
BB gun can shoot semi-autonomously. We also 
designed a human–machine interface surveillance 
system via the LabVIEW graphical programming 
environment so that the supervisor could control the 
weapon robot by either a keyboard or a specially 
adapted mouse. The experimental results validate the 
practicality of the shape recognition, the 89C51 
microcontroller, the LabVIEW graphical programming 
environment, and ZigBee wireless technology applied to 
weapon robots. 
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Abstract: On the autonomous unmanned helicopter landing problem, the position of the unmanned helicopter relative to
the landmark is very important. A camera carried on the unmanned helicopter could capture the image of the landmark.
In the earlier researches, the camera position could be estimated by the extracted features of the landmark image.
However, it is necessary that the landmark image should be complete or with slight deficiency in order for the
estimation process. In this paper, the innovated method is designed for camera position estimation from single image
with incomplete landmark. An ANFIS is utilized for constructing the mapping relation between the features of complete
and incomplete landmark image. It will be verified that it is possible to estimate the camera position from a landmark
image with defects more than half via the proposed method.

Keywords: Camera position estimation, Incomplete landmark image, Feature extraction, ANFIS.

I. INTRODUCTION

Unmanned helicopters are very useful vehicles for

aerial photography or investigation in hazardous locations.

The research of autonomous unmanned helicopter control

has been ongoing for several years. GPS (Global

Positioning System) is the most commonly used sensor

for position control of unmanned helicopters.

Unfortunately, GPS error can range up to 6 meters [1].

Greater accuracy can be achieved by incorporating

image-guided methods in conjunction with a GPS system.

In earlier researches, image servo control systems

for a small scale autonomous unmanned helicopter are

discussed in [2] and [3]. In these two references, two

marks are used for assisting unmanned helicopter

positioning. However, in practice when an unmanned

helicopter is landing, the landmark constitutes a single

reference on the ground. Consequently, image-guided

methods are proposed for locating the landmark [4] and

estimating the position information [5-6].

Image-guided methods are usually employed to

guide an unmanned helicopter on close approach to a

target. The distance between the vehicle and target is

usually smaller than the range of GPS error while the

vehicle is landing. Fig. 1 shows the situation concerned

in [5-6] that an unmanned helicopter is approaching the

landmark. The position of an unmanned helicopter can

be described by θ and R. The θ and R can be estimated

from the captured landmark image with the method

proposed in [6].



Fig.1. Situation of an unmanned helicopter
approaching a landmark

In [5], it is necessary that the captured landmark

image must be complete. Since the helicopter may yaw

due to the effect of wind or the image size of the

landmark may be larger than the image available to the
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camera this restriction has to be overcome. The case

in which more than half the landmark image is available,

called “Case 1”, has been discussed in [6].

In this paper, we will focus on the case in which more

than half of the landmark image is defective, called “Case

2”. This scenario presents serious problems for extracting

useful features. A feature extraction method is developed

for extracting the features from the incomplete image of

landmark in which more than half of the landmark image

is defective. We use ANFIS to capture and estimate the

useful features from an incomplete landmark image.

Simulation results verify that under some conditions

it is possible to estimate the camera position from a

landmark image in which less the than half the total

image is available.

II. MAPPING RELATIONS AND CAMERA
POSITION ESTIMATING METHOD

1. Projective geometry of landmark image

The five quantities, as defined in (1-5), obtained via

geometric projection [7] are the projection of the

features of the landmark image. We defined (6) for

estimating the camera position [5].

  Rk *γtan-)σγtan(  (1)

  Rh *)σγtan(-)ωσγtan(  (2)

RQ *)σγtan(  (3)

   22
*δtan*λtan RRd  (4)

   
   22

22

*θsin-θcos RTR

RSr
r




 (5)













QkRatio

rhRatio

drRatio

khRatio

position

angle

height

project

=

=

=

=

(6)

We further consider the cases of incomplete

landmark images, specifically, the case of the landmark

image in which more than half of the image is available

[6]. The four quantities: k, r , x, and y, related to the

completed landmark image, are selected for estimating

the approximate h. The estimated h is called ĥ . Here k

and r have been derived from (1) and (2), respectively.

Consider the case in which more than half the

landmark image is defective, as shown in Fig.2. The

five quantities: I1, I2, I3, I4 and I5 which are related to the

complete landmark image are selected for estimating the

approximate h and k, called ĥ and k̂ , respectively.

ĥ

k̂

Fig.2. Incomplete landmark image and features

The projective relation between the landmark and

camera position is shown in Fig. 3. Definitions of  ,

 and e are provided as
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
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(7)






e
limCut

k̂
ĥ

Fig.3. Projective geometry of landmark features

Fig. 4 illustrates the projective relations of features

I2, I3 and I4. From Fig.3 and Fig.4, the derivations of

ĥ , k̂ , I1, I2, I3, I4 and I5 can be obtained as shown in (8-

13) and the estimated ĥ and k̂ in (14).
  RI e   tan5 (8)

  51 tan IRI   (9)

   

 22

22
51

22

2
fbH

RIIer
I




 (10)

k
g

(a) (b)
Fig.4. (a) Top view of the landmark features

(b) Projections of the landmark features
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Obviously, from Fig. 2, I4 is an important quantity

for estimating ĥ and k̂ . Therefore the restriction of

this method is that the tangent I4 must be available, i.e.,

I1 + I5 has to be less than Cutlim defined by

Cutlim = 22 sr  (15)

where     22sin refs k   .

2. Camera position estimation method

The proposed method is illustrated in Fig.5. There

are two major parts in this method. The first part is

“Landmark image detection algorithm”. The algorithm

is designed for computing the landmark image and

detecting:

1. Is the landmark image complete?

2. Is more than half of the image defective?

3. Is the landmark image beyond sensor range?

The basic rectangle is employed not only for

executing efficient detection but also for fast

computation of the features.

The second part is “Image feature based camera

position estimation method”. The incomplete landmark

image features database could be constructed by (1-15).

The ANFIS is employed for recognizing the mapping

relations between the image features and the camera

positions. Furthermore, the camera positions can be

estimated quickly via the established mapping model.

Fig.5. Flow chart of camera position estimation method

3. ANFIS training

The model for “Case 1” has been established and

confirmed in [6]. We only discuss “Case 2” in this paper.

Two ANFIS are provided for estimating the ĥ , and k̂ .

In addition, the database is established by (7-15), and

the network is illustrated in Fig. 6.

Fig.6. Illustration of ĥ and k̂ computation with dual ANFIS

III. SIMULATION RESULTS

In this section, we will demonstrate the estimation

results of the ĥ and k̂ from the incomplete landmark

features I1, I2, I3, I4 and I5 via ANFIS. The simulation is

based on the following qualities:

1. The image size of the camera is 320×240 pixels.

2. The diameter of the circular landmark is 3 cm.

3. The range of R is 20 ~ 300 cm.

4. The range of θ is 0 ~ 62 degrees.

The estimation results of features ĥ and k̂ are

illustrated in Table 1. There are 10 sets of data utilized

for testing the ANFIS training results. In Table 1 the
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RMSE of ĥ and k̂ are 0.000615 and 0.000471,

respectively. The ĥ and k̂ are utilized to approximate

the complete landmark image features. Table 2

illustrates the estimation results of camera position with

the features ĥ and k̂ . The RMSE of the θ, R and Q

are 0.45868, 0.506617 and 0.240798, respectively.

IV. CONCLUSION

In this paper, a scenario in which more that half of a

landmark image is defective has been analyzed. The

method for estimating the approximate features of

incomplete landmark images is provided. From

simulation results, it is clear that the approximate

features can be very closely estimated via the known

quantities. Moreover, we have shown that the

approximate features can be used for camera position

estimation. The inherent camera position estimation

error range is acceptable for practical applications. The

method proposed in this paper is a functional tool for

camera position estimation.
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Table 1. The estimation results of features ĥ and k̂

No. θ R (cm) k k̂ Error of feature k h ĥ Error of feature h

1 32° 31 1.58891 1.58823 0.00068 1.70474 1.70463 0.00011
2 21° 44 2.87088 2.87023 0.00065 2.73393 2.73451 -0.00058
3 42° 78 2.06710 2.06790 -0.00080 1.96832 1.96786 0.00046
4 53° 113 0.16088 0.16187 -0.00099 0.15886 0.15934 -0.00048
5 19° 157 1.78014 1.78001 0.00013 1.76272 1.76347 -0.00075
6 60° 163 0.77189 0.77171 0.00018 0.74055 0.73976 0.00079
7 10° 173 2.78694 2.78656 0.00038 2.77071 2.77091 -0.00020
8 35° 201 0.92258 0.92308 -0.00050 0.91298 0.91274 0.00024
9 13° 240 3.22209 3.22278 -0.00069 3.22209 3.22176 0.00033
10 29° 289 2.92995 2.92951 0.00044 2.91630 2.91611 0.00019

Table 2. The estimation results of camera position with the features ĥ and k̂

No. θ R (cm) Q (cm) Error of estimated θ Error of estimated R Error of estimated Q

1 32° 31 10 -0.619 0.421 -0.174
2 21° 44 23 -0.354 -0.572 0.243
3 42° 78 189 0.475 -0.435 0.314
4 53° 113 78 -0.487 -0.376 -0.197
5 19° 157 63 0.221 0.636 0.231
6 60° 163 284 -0.334 0.551 0.299
7 10° 173 174 -0.531 -0.417 -0.143
8 35° 201 124 0.437 0.623 0.354
9 13° 240 254 -0.634 -0.581 -0.208
10 29° 289 365 -0.312 0.352 0.146
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Abstract: This paper is concerned with the control of wheeled mobile robots (WMRs) using a modified variable 

structure theory. Firstly, we introduce the dynamic characteristic of a WMR. Secondly, the conventional variable struc-
ture control is reviewed. To remarkably improve the transient response during the reaching phase, a modified variable 
structure control is proposed. The validity of the proposed variable structure theory is verified by means of a simulation 
testing on a homemade wheeled mobile vehicle. The simulation results validate the superiority and practicality of the 
modified variable structure for WMRs. 
 
Keywords: Variable Structure theory, Sliding mode control, Wheeled mobile robot. 

 

I. INTRODUCTION 

Mobile robots have a wide background of application, 
and motion control of WMRs has found considerable 
attentions over the last decades. The path-tracking con-
trol problem of WMRs has received sustained attention 
[1][2][14]. However, the above researches are mainly 
based on kinematic models of nonholonomic mobile 
robots. Moreover, the velocity commands must be con-
verted into the actual control input for vehicles. Hence, 
dynamic models of systems should be considered. Re-
cently, several authors also consider the dynamic model 
of the WMR [7][13]. 

Variable structure control was initiated in Russia by 
many researchers, like Barbashin [3], Utkin [10], Emel-
yanov [8]. The control scheme has successfully been 
applied to many engineering problems including auto-
matic flight control, chemical processes, helicopter sta-
bility augmentation systems, electric motors, robots, etc. 
Variable structure control law is deliberately changed 
according to some defined rules which depend on the 
state of the system. The scheme has been mainly con-
sidered for continuous-time systems in the form of slid-
ing mode control. 

Sliding mode control is known to be very robust 
against parameter variations and external disturbances 
and has been widely accepted as an efficient method for 
tracking control of uncertain nonlinear systems. It has 
been shown to be able to achieve ‘perfect’ performance 
in principle in the presence of parameter uncertainties, 
bounded external disturbance, etc [6]. However, in order 
to account for the presence of parameter uncertainties 
and bounded disturbances, a discontinuous switching 
function is inevitably incorporated into the control law 
to achieve so-called sliding condition [11]. Due to im-
perfect switching in practice it will raise the issue of 
chattering, which is usually undesirable. To suppress 

chattering, a continuous approximation of the discon-
tinuous sliding control is usually employed in the litera-
ture. Though, the chattering can be made negligible if 
the width of the boundary layer is chosen large enough, 
the guaranteed tracking precision will deteriorate if the 
available control bandwidth is limited. To reach a better 
compromise between small chattering and good track-
ing precision in the presence of parameter uncertainties, 
various compensation strategies have been proposed. 
For example, integral sliding control [4], [5], [9], sliding 
control with time-varying boundary layers [5] etc., were 
presented. Alternatively, applying so-called reaching 
law approach, Gao et al. [12] proposed sliding control-
lers such that the trajectories are forced to approach the 
sliding surface faster when they are far away from the 
sliding surface. This approach seems to be an efficient 
method capable of increasing the approaching speed to 
the sliding surface; however, the behavior of the system 
dynamics, governed by the transformed first-order equa-
tion, can only be predicted through the measurement of 
the generalized error; hence the transient response dur-
ing the reaching phase may not be remarkably improved. 

 In this paper, it is concerned with the control of a 
WMR using a modified variable structure theory in the 
boundary layer. Then we will review the conventional 
variable structure control scheme and present the modi-
fied variable structure control theory. The effectiveness 
of the newly developed control scheme will be demon-
strated through the control of the WMR. We’ll show 
that the transient response during the reaching phase has 
been remarkably improved by the proposed control. 

II. HOME-MADE WMR 

The home-made WMR is shown in Fig.1. It consists 
of a vehicle with two driving wheels mounted on the 
same axis and a free front wheel. The motion and orien-
tation are achieved by independent actuators. Hence in 
the WMR model, we assume the coordinates of the 
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mass center of the WMR is located in the middle of the 
hind driving wheel. 

 
Fig.1. Home-made WMR 

◎ Dynamic Equations of a WMR 
The 2-D figure of a WMR is shown in Fig. 2. Fig. 3 

shows 2-D of the car motion. The dynamic equations 
are described as follows, 

cos 0
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where lv  is the linear velocity and rv is the angle ve-

locity. 
Let ( , , )r r rx y   be the reference coordi-

nate, ( , , ) ( , , )e e e r r rx y x x y y       be the coordi-

nate errors and cos sin 0y x     be the non-

holonomic constraint. By mathematical processing, we 
have the error equations 

1 2 3

2 1 3

3

cos

sin

R
l r l

R
r l

R
r r

e v e v v e

e e v v e

e v v

   

  

  







 (2) 

where R
lv  is the reference linearly velocity and R

rv  is 

the reference angle velocity. If 1e  and 3e  converge to 

zero, the 2e  will also converge to zero. So we concern 

the stability of the error equations. 
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l r l

R
r r
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


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The object is to design lv  and rv such that 031  ee . 

 
Fig.2. 2-D of a wheeled mobile 

 

Fig.3. 2-D of the car motion

III. CONVENTIONAL VARIABLE STRUC-
TURE CONTROL 

Consider the double integrator given by 
 ( ) ( )y t u t  (4) 

Let the feedback control law be 
 ( ) ( )u t ky t   (5) 

where k is a strictly positive scalar. We have 
 yy kyy    (6) 

Integrating this expression gives the following relation-
ship between velocity and position 

 2 2y ky c   (7) 

where c is a strictly positive and constant value. 
Since y  and y  remain bounded for all time, the 

closed-loop systems are stable. For asymptotic stability, 
the control law of the form given in (5) is not appropri-
ate. Consider instead the control law 

 1

2

( ), if 0
( )

( ), otherwise

k y t yy
u t

k y t

 
 


 (8) 

where 1 20 1k k   . Then the phase portrait must spi-
ral in towards the origin and an asymptotically stable 
motion result. Next, consider a second-order system 

 1 2

2 2 12

x x

x x x u


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


 (9) 

with 

 1 1 2

1 1 2

4 , if ( , ) 0

4 , if ( , ) 0

x s x x
u

x s x x

 
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 (10) 

where the switching function is defined by 

 1 2 1

1 2

( , )

         0.5

s x x x

x x





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 (11) 

The system structure varies along the switching 
lines: 1 0x   and 0  . Figure 4 shows the phase por-

trait of the subsystem under 14u x  . Similarly, Figure 

The Sixteenth International Symposium on Artificial Life and Robotics 2011 (AROB 16th ’11), 
B-Con Plaza, Beppu,Oita, Japan, January 27-29, 2011

©ISAROB 2011 282



5 shows the phase portrait of the subsystem under 

14u x . Evidently, both subsystems are unstable. How-

ever, the origin can be made asymptotically stable by 
the switching law, as shown in Fig. 6. Note that the 
phase portrait under variable structure control consists 
of a reaching mode during which trajectories starting off 

0s  move toward it and reach it in finite time, fol-
lowed by a sliding mode ( 05.0 11  xx  ) during 

which the motion will be confined to 0s . During the 
sliding mode, trajectory dynamics are of a lower order 
than the original mode. The sliding mode is a trajectory 
that is not inherent in either one of the two subsystems. 
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Fig.4. Phase portrait of an unstable focus 
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Fig.5. Phase portrait of an unstable saddle 
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Fig.6. Phase portrait of the VSC stable system 

IV. MODIFIED VARIABLE STRUCTURE 
CONTROL 

Consider a simple thn -order SISO nonlinear system 

 
( ) ( 1) ( 1)

( , ,..., ) ( , ,..., )
n n n

y f t y y g t y y u
 

   (12) 

Assume that ˆf f f   , where f̂ is the known 
part and f is the uncertain part, which includes the 
internal noise bounded in in f F  . The object is to 
find a sliding control u such that the output y of (12) 
will approximately track a desired signal, dy  which is 
assumed to be thn -order continuously differentiable 
and all of its derivatives are uniformly bounded. Given 
the tracking error 
 ( ) ( ) ( )de t y t y t   (13) 

For any 0q  , define the following transformation 
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An thn -order tracking problem can be transformed 
into an equivalent 1st-order stabilization problem. It is 
easy to show that the control law 
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will result in a closed-loop system satisfying the reach-
ing condition: 
 ,ss s s     , (19) 

Provided  F , for some 0 . 
This controller ensures that starting from any initial 

state the error trajectory will reach the boundary 
layer, s    in finite time. 

V. SIMULATION RESULTS 

To illustrate the performance of the above, the WMR 
is considered, given as the section II. According to the 
notations given above, we assume initial values are cho-
sen as ),1,3(),,( 000  yx and expected values 

are )4/,0,0(),,(  rrr yx . By setting the parameters 

as ,1 y ,7y ,15 a  and .25a  

Figure 7 and figure 8 indicate the tracking errors vi
a CVSC and MVSC, respectively. 

VI. CONCLUSION 
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We have presented a modified variable structure con-
trol scheme in this paper for a WMR. Not only the con-
ventional variable structure control has exhibited good 
responses but also the proposed control law has shown 
to be capable of improving the transient response as 
well as the steady state response. Simulation results 
showed good responses to any initial conditions. 
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Fig.7. Tracking errors via CVSC 
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Fig.8. Tracking errors via MVSC 
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Abstract: A hybrid evolutionary algorithm is proposed to identify parameters for Lorenz chaotic system. In the proposed 
algorithm, time-varying learning algorithm based on annealing robust concept (ARTVLA) is adopted to optimize a 
radial basis function neural network (RBFNN) for parameter identification of Lorenz system. In the ARTVLA, the 
determination of the learning rate would be an important work for the trade-off between stability and speed of 
convergence. A computationally efficient optimization method, particle swarm optimization (PSO) method, is adopted 
to simultaneously find a set of promising learning rates and optimal parameters of RBFNNs. The proposed RBFNN 
(ARTVLA-RBFNN) has good performance for identifying parameters of Lorenz system. Simulation results are 
illustrated the effectiveness and feasibility of the proposed ARTVLA-RBFNN. 
 

Keywords: Parameter identification, time-varying learning algorithm, particle swarm optimization, Lorenz chaotic 
system. 

 

I. INTRODUCTION 

A chaotic system is a nonlinear deterministic system 
that has some special features of sensitive dependence on 
initial conditions and unstable bounded trajectories in the 
phase space. Due to their characteristics sensitivity to 
initial conditions, chaotic systems are not easy to identify. 
Recently, some researchers have endeavored to improve 
the identification of chaotic systems[1-3]. 

Recently, RBFNNs have received considerable appli- 
cations in various fields, such as function approximation, 
prediction, recognition, etc[4,5]. Since RBFNNs have only 
one hidden layer and have fast convergence speed, they 
are widely used for nonlinear system identifi- cation 
recently. Besides, the RBFNNs are often referred to as 
model-free estimators since they can be used to 
approximate the desired outputs without requiring a 
mathematical description of how the outputs functionally 
depend on the inputs[6,7] . 

When utilizing RBFNNs, a learning rate serves as an 
important role in the procedure of training RBFNs. 
Generally, the learning rate is selected as a time-invariant 
constant by trial and error. However, there still exist 
several problems of unstable or slow convergence. Some 
researchers have engaged in exploring the learning rate to 
improve the stability and the speed of convergence[8,9]. In 
this article, time-varying learning algorithm (TVLA) is 
then applied to train the RBFNN (TVLA-RBFNN), in 
which PSO method[10] is adopted to find optimal learning 
rates during learning procedure. A typical system, 
Lorenz chaotic system, will be given to illustrate the 
feasibility and efficiency of the proposed TVLA- 

RBFNNs for parameter identification of the chaotic 
system. 

II. PROBLEM FORMULATION 

Considering the following n-dimensional chaotic 
system: 

 0 0( , , )F=&X X X Q   (1) 

where nR∈X denotes the state vector, X0 denotes the 
initial state, and Q0 is a set of original parameters. 

When estimating the parameters, suppose the 
structure of the system is known in advance, and thus the 
estimated system can be described as follows: 

 0
ˆ ( , , )F=&X X X Q   (2) 

where ˆ nR∈
&

X  denotes the state vector, and Q is a set 
of estimated parameters. Therefore, the problem of para- 
meter estimation can be formulated as the following 
optimization problem: 

 Min 
1

21 ˆ
M

K K
K

J
M =

= −∑ X X  (3) 

where M denotes the length of data used for parameter 
identification, KX  and ˆ ,KX  denote state vectors of 
the original and the identified systems at time K, 
respectively. 

Obviously, the parameter identification for chaotic 
systems is a multi-dimensional continuous optimization 
problem, where the decision vector is Q and the optimi- 
zation goal is to minimize J. 
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III. ARTVLA-BASED RBFNNs USING PSO 

1. Architecture of RBFNNs 
In general, the input-output relation of a nonlinear 

system can be expressed as 

 
( 1) ( ( ), ( 1), , ( ),

( ), ( 1), , ( ))
y

u

t t t t n

t t t n

+ = − −

− −

y f y y y

x x x

L

L
 (4) 

where ( ) mt R∈x  is the input vector, ( ) pt R∈y is the 
output vector, nu and ny are the maximal lags in the input 
and output, respectively, and ( ) pt R∈f  denotes the 
nonlinear relation to be estimated. One can use a neural 
network to estimate the input-output relation of a 
nonlinear system.  

A radial basis function neural network (RBFNN) 
consists of three layers, the input layer, the hidden layer, 
and the output layer. The transformation from the input 
layer to the hidden layer is nonlinear. The output layer is 
linear and gives a summation at the output neurons. The 
structure of an RBFNN is shown in Fig. 1. When the 
Gaussian function is chosen as the radial basis function, 
an RBFN can be expressed in the form 

2

2
1 1

ˆ
ˆ ( 1) exp( )

2

l l
i

j i ij ij
i i i

y t G w w
σ= =

−
+ = = −∑ ∑ x m

 

  for 1, 2, ,j p= L ,(5) 

where ˆ ( ) mt R∈x  is the input vector, ˆ ( 1)jy t +  is the 
jth output, wij is the synaptic weight between the ith 
hidden neuron and the jth output neuron, Gi is the 
Gaussian function at the ith neuron in the hidden layer, mi 
and σi are the center and width of Gi, respectively, and l 
is the number of the Gaussian functions, which is also 
equal to the number of hidden layer nodes. 

2. PSO-Based ARTVLA 
In the training procedure of the proposed RBFNNs, 

the annealing concept in the cost function of robust 
back-propagation learning algorithm was adopted to 
overcome the existing problems in robust back- 
propagation learning algorithm, such as slow conver- 
gence rate and getting into local minimum[11]. A cost 
function for the ARTVLA is defined here as 

( )

1

1
( ) ( ); ( )

N
k

j j
k

J h e h h
N

ρ β
=

= ⎡ ⎤⎣ ⎦∑  for 1, 2, ,j p= L   (6) 

where  
 ( ) ( ) ( )ˆ( ) ( )k k k

j j je h y y= − x   (7) 

h is the epoch number, ( ) ( )k

je h  is the error between the 
jth desired output and the jth output of the RBFNN at 
epoch h for the kth input-output training data in a 
nonlinear system, β(h) is a deterministic annealing 
schedule acting like the cut-off point, and ( )ρ ⋅  is a lo- 
gistic loss function defined as 
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Fig. 1. The structure of an RBFNN. 
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 for 1, 2, ,j p= L  (8) 

Based on the gradient-descent kind of learning 
algorithms, the synaptic weights wij, the centers mi, and 
the widths σi of Gaussian functions are updated as 

( )

( )

1

( ; )j

j

kN
wj jk

ij w j j
kij ij

J e
w e

w N w

η
η ϕ β

=
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where ,
jwη  ,cη  and ση  are the learning rates for the 

synaptic weight wij, 1, 2, ,j p= L , the center mi, and 
the width σi, respectively, ( )ϕ ⋅  is usually called the 
influence function. 

In (9) to (11), when the learning rates are constant, the 
work for selecting an appropriate learning rate is tedious; 
moreover, there exists a tendency to get stuck in a 
near-optimal solution or to converge slowly. To overcome 
the stagnation in searching a globally optimal solution,  
TVLA is proposed to approach the optimal solution 
closely in this paper. In the TVLA, a nonlinear 
time-varying evolution concept is adopted over iterations, 
in which the learning rates ηw, ηc, and ησ with a high value 
ηmax and nonlinearly decreases to ηmin at the maximal 
number of epochs, respectively. This means that the 
mathematical expressions are given as shown as 

 ( )min max min

max

1
pw

w

h

epoch
η η η η= + − −

⎛ ⎞
⎜ ⎟
⎝ ⎠

 (13) 

 ( )min max min

max

1
pc

c

h

epoch
η η η η= + − −

⎛ ⎞
⎜ ⎟
⎝ ⎠

 (14) 

 ( )min max min

max

1
ps

h

epochση η η η= + − −
⎛ ⎞
⎜ ⎟
⎝ ⎠

 (15) 
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where epochmax is the maximal number of epochs and h is 
the current number of epochs. In the updated procedure, 
appropriate functions for the learning rate ηw, ηc, and ησ 
can promote the performance of RBFNNs. However, 
simul-taneously determining the optimal combination of 
pw, pc, and ps is a time-consuming work. 

In this paper, the PSO method is adopted to find the 
optimal combination (pw, pc, ps) of learning rates in (13) 
to (15) and optimal parameters of RBFNNs for parameter 
identification of Lorenz system. In the system identi- 
fication, the goal is to minimize the error between the 
desired outputs and the trained outputs. Therefore, the 
root mean squares error (RMSE) should be used to define 
a fitness function. This means that the fitness function 
will be defined as 

( )2( ) ( )

1

1
ˆN k k

k
RMSE y y

N =
= −∑  (16) 

where ( )ky  is the desired output, ( )ˆ ky  is the trained 
output for N sampling data. 

IV. SIMULATION RESULTS 

The identification scheme of a chaotic system is 
depicted in Fig. 2, training input-output data are obtained 
by feeding a signal x(k) to the  system and measure its 
corresponding output y(k+1) Then subject to the same 
input signal, the objective of identification is to construct 
an ARTVLA-RBFNN using PSO method, which 
produces an output ˆ ( 1)k +y  to approximate y(k+1) as 
closely as possible. 

In this section, Lorenz system is used to verify the 
feasibility of the proposed ARTVLA-RBFNNs. When 
applying the proposed algorithm, the population size, the 
maximal iteration number, and the maximal epoch 
number are chosen to be 30, 200, and 200, respectively. 
The variables pw, pc, and ps in learning rate functions 
(13) to (15) are all chosen as real numbers in the range 
[0.1, 5] . Meanwhile, the values of ηmax and ηmin are set as 
3.0 and 0.5, respectively. 

Two problems are investigated for Lorenz system. 
First, the impact on efficiency of annealing robust 
learning algorithms (ARLA) for various learning rates is 
studied, in which the best learning rate will be determined 
by trial and error. Secondly, the comparison between the 
proposed ARTVLA-RBFNN with nonlinear time-varying 
learning rates and the ARLA-based RBFNN 
(ARLA-RBFNN) with a fixed learning rate is illustrated. 
The RMSE (16) of the training data is adopted to evaluate 
the performance of the RBFNNs. 
Example: A typical chaotic system, Lorenz system, is 
considered as an example described as follows[2,12]: 
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Fig.2. The proposed PSO-based ARTVLA-RBFNN 
scheme for parameter identification of Lorenz system. 

 

where 1 2 31,  5.46,  20q q q= = =  are the original 
parameters. The initial values of the system are 

(0) 0.3,  y(0) 0.3,  z(0) 0.2.x = − = =  
With the 2000 training data, two annealing robust 

algorithms are then applied to train the RBFN, 
respectively. 

Problem 1:  
In the ARLA-RBFNNs, various learning rates, 

0.5 3.0η≤ ≤ , are used to train the RBFNNs. After 200 
training epochs, the RMSE values for various learning 
rates are obtained, respectively. The details of the 
simulation results are shown in Table 1. 
Problem 2: 

With the nonlinear learning rates, the ARTVLA is 
adopted to train the RBFNNs, in which the optimal 
learning rates are determined by linear time-varying 
evolution PSO[13] method. The optimal sets in (13) to (15) 
are obtained as follows:  
( , , ) (1.3379, 0.0547, 1.0273),pw pc ps =  
( , , ) (4.4722, 0.0309, 3.2897),pw pc ps = and 
( , , ) (1.4503,  0.3081, 4.1117)pw pc ps =   for x (t), y(t), 
and z(t), respectively. Meanwhile, the final values of 
RMSE with ARTVLA-RBFNNs are found to be 0.02313, 
0.02733, and 0.05276 shown in Table 1. Figure 3 shows 
the values of RMSE for x(t), y(t), and z(t) using the 
proposed algorithm with optimal learning rates. To show 
the feasibility of the ARTVLA-RBFNNs, the errors of 
training data after 200 epochs are illustrated in Fig. 4. 

V.  CONCLUSIONS 

This paper presented PSO-based ARTVLA to train 
RBFNNs for parameter identification of Lorenz chaotic 
system. In the proposed ARTVLA-RBFNNs, time- 
varying learning rates and optimal parameters of 
RBFNNs are simultaneously determined by PSO method. 
Then the optimal RBFNNs are adopted to identify the 
chaotic system. From the simulation results, the 
effectiveness and the feasibility of the proposed 
ARTVLA-RBFNNs identifying parameter of Lorenz 
system has been verified. Meanwhile, the superiority of 
the proposed ARTVLA-RBFNNs with nonlinear 
learning rates over the ARLA-RBFNNs with fixed 
learning rates for parameter identification has been 
illustrated. 
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Fig. 3. The values of RMSE after 200 training epochs 
using ARTVLA-RBFNN with the optimal learning rates. 
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Fig. 4. The plots of )(ˆ)( kykyerror −=  for 2000 
training data after 200 training epoch. 

 
Table 1. The values of RMSE (16) for Lorenz chaotic system after 200 training epochs, in which ARLA with various 
learning rates and ARTVLA with time-varying learning rates are applied to train the RBFNNs.  

ARLA (learning rate η ) 
 ARTVLA 

4.0 3.5 3.0 2.5 2.0 1.5 1.0 0.5 0.2 
x(t) 0.0231 0.0657 0.0392 0.0356 0.0386 0.0419 0.0389 0.0492 0.0727 0.0925
y(t) 0.0273 0.0929 0.0927 0.0584 0.0750 0.0431 0.0393 0.0824 0.1077 0.1560
z(t) 0.0528 0.1024 0.1008 0.0945 0.0944 0.0880 0.0623 0.0675 0.0703 0.0976
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Abstract: The article develops a landmine detection system that contains a landmine-detection mobile robot and a 

following mobile robot. In this system, the landmine-detection mobile robot goes ahead, and uses landmine detector and 
GPS module to find out landmines, and record the coordinate location, and transmits the landmine’s coordinate to the 
following mobile robot via wireless RF interface. The following mobile robot can record the location and orientation of 
the landmine detection robot and the landmines on the region. The following robot moves closed to the landmine, and 
programs the motion path to avoid obstacles automatically. The driver system of the landmine detection mobile robot 
uses a microprocessor dsPIC 30F4011 as the core, and controls two DC servomotors to program the motion path. The 
user interface of the landmine detection mobile robot and the following mobile robot uses Borland C++ Builder 
language to receive the location data. In the experimental results, the landmine mobile robot records the location of the 
landmines using GPS module, and transmits the location to the following robot via wireless RF interface. The following 
mobile robot avoids landmines quickly, and enhances the safety to carry peoples or materials cross over the landmine 
area. 
Keywords: mobile robot system, landmine-detection mobile robot, following mobile robot, GPS module, wireless RF 
interface, dsPIC 30F4011, Borland C++ Builder  

 

I.  INTRODUCTION 

Landmines are one of the great scourges on the human life. 

Thousands of people are injured each year by accidental landmine 

explosions on the known or unknown environment. There are 

approximately 100 million landmines buried throughout the world 

in approximately 70 different countries. Current methods can 

neutralize only about 100000 per year. The procedure for 

landmine removal varies greatly depending on such factors as: 

location, terrain, landmine distribution, soil density, age of 

minefield, covering vegetation and locally available resources [1]. 

How to develop a safety processing method to detect landmines is 

a challenge problem.  

The currently floating to detect and dispose landmines and 

explosive ordnance is to commit an unmanned vehicle that equips 

a detection and disposal system to the suspected terrain. In 

landmine detection, a huge amount of research has been directed 

at sensor technology such as: odor sensors, acoustic sensors, 

electromagnetic induction sensors, electrical impedance sensors, 

infra-red and microwave, radiometry and radar [2,3].   

There are many studies about landmine detection in the 

literature. Sweeping, detecting and clearing landmines is possible 

thanks to electromagnetic induction spectroscopy [4]. There are 

some studies related to a landmine detector assembled on a remote 

controlled mobile platform or vehicle [5]. There are also landmine 

detectors with inductive and capacitive [6] RF microcontrollers, as 

well as GPS-based [7] and GPR-designed ones [8]. A six-legged 

walking robot was equipped with a metal detector and 

communicated with a supervisory computer to mark suspected 

landmine locations using a differential GPS system [9]. 

Furthermore, rolling machines are also faster and more stable than 

legged device on landmine detection. [10,11]. 

The paper is organized as follows: section II describes the 

system structure of the landmine detection system. The system 

contains a landmine detection robot and a following robot, and 

explains functions of the two mobile robots. The section III 

presents how to program the motion trajectories of the two mobile 

robots avoiding landmines in the landmine region. Section V 

presents the experimental results of the landmine detection and 

avoidance using the proposed method. The brief concluding 

comments are described in Section VI. 
 

II. SYSTEM ARCHITECTURE 

The architecture of the landmine detection system is shown in 

Fig. 1. There are two mobile robots in the system. One is the 

landmine detection robot, and the other is the following robot. 

The controller of the landmine detection robot is personal 

computer, and drives two DC servomotors through dsPIC 

30F4011 chip. The mobile robot can find out locations of the 

mines in the dangerous region using landmine detector and GPS 

module, and transmits the locations of the landmines to the 

following mobile robot using wireless RF module. The following 

robot programs the trajectory to avoid the landmines, and 

enhance the safety moving in the landmine region. The driver 

system of the following robot is similar to the landmine detection 

robot. 

The platform of the landmine detection robot is shown in Fig 2. 

The mobile robot has the shape of rectangle, and its length, width 

and weight is 80cm, 50cm and 10kg. The rubber belt was used as 

a track on the mobile robot, and rolled tightly on the ground 

using fixed wheel. The mobile robot drives the rubber belt using 

DC servomotor. The landmine detector is arranged on the front 

of the mobile robot, and is driven by stepping motor with reduce 
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gear. The rotation angle range is about 50 degree, and rotates 

back and forth on a fixed joint. The GPS module is on the side of 

the landmine detector to record the location of the landmine.   

 

 

 

 

 

 

 

 

 

 

Fig. 1 The system architecture of the landmine detection system 

 

 

 

 

 

 

 

 

 

 

Fig. 2 The platform of the landmine detection robot 

The platform of the following robot is shown in Fig 3. The 

mobile robot has the shape of rectangle, too. Its length, width and 

weight is 90cm, 71cm and 12kg respectively. The mobile robot is 

driven by four DC servomotors. Each rubber belt is driven by two 

DC servomotors to increase loading capability. The controller of 

the mobile robot is arranged on the front of the mobile robot. The 

GPS module is on the front of the mobile robot to record the 

coordinate of the following mobile robot.    

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3 The platform of the following robot 

 
III. MOTION PLANNING 

The GPS is the only fully functional Global Navigation 

Satellite System (GNSS) [12]. The GPS uses a constellation of 

between 24 and 32 Medium Earth Orbit (MEO) Satellites that 

transmit precise microwave signals to determine current location, 

time and velocity. These signals travel at the speed of light and the 

receiver uses the arrival time to measure the distance and position. 

We use the GPS that is produced by GARMIN Company to 

determine the coordinate of the robot. GPS takes longitude and 

latitude values from satellite [13]. We calculate the angle σ  and 

distance d  using the great-circle distance formula. 

 
( )λφφφφσ Δ+= coscoscossinsinarccos fsfs   (1) 

 

σrd =                      (2) 

 

sφ  is the start value on latitude. fφ  is the final value on latitude. 

λΔ  is the difference on longitude. d  is distance from the start 

location to the target location. r  is radius of the earth. 

The landmine detection mobile robot to detect mines using 

the mine detector moving on the free-space, and transmits 

locations of the landmines and the landmine detection robot to the 

following mobile robot. The following robot tracks the landmine 

detection robot according the coordinate of the landmine robot. 

The experimental area of the system is 20mX10m. The mobile 

robot moves forward from the start location to the target location. 

The mobile robot detects landmines to stop, and transmits the 

coordinate of the landmine to the following robot via wireless RF 

interface. The simulation result is shown in Fig. 4. The mobile 

robot turns right to avoid the landmine, and crosses over the 

dangerous area to be shown in Fig. 4. Finally, the landmine 

detection robot moves to the target location, and transmits 

coordinate of the fixed position from the motion path to the 

following robot. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 4. The motion path of the landmine detection robot 

The following mobile robot moves forward according to the 

trajectory that is built using the fixed coordinate from the landmine 

detection robot, and receives the landmine location from the 

landmine detection robot via wireless RF interface. The mobile 

robot moves ahead the landmine to be 3m, and turns right moving 

forward 3m to cross over the landmine area. The simulation result 
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is shown in Fig. 5. Then the mobile robot turns left moving 

forward about 6m. The mobile robot turns left moving 3m to 

avoid the landmine. Finally, the mobile robot turns right and 

moves to the target location. The simulation result is shown in Fig. 

5. 

 

 

 

 

 

 

 

 

 

Fig 5. The motion path of the following robot  

IV. EXPERIMENTAL RESULTS 

We implement the experimental scenarios on the four floor of 

the department of electrical engineering in my school. In the 

landmine detection, we use a metal bar as the landmine. The 

landmine detection mobile robot moves forward from the start 

location. The scenario is shown in Fig. 6 (a). The mobile robot 

uses the mine detector to detect the coordinate of landmines 

around the region, and transmits the coordinate of the landmine to 

the following mobile robot.  

 
(a)                      (b) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

(c) 

 
(d)                     (e) 

Fig. 6 The experimental result of the landmine detection robot 

The mobile robot detects the mine on the motion path, and 

displays the coordinate of the landmine and the displacement of 

the landmine detection robot on the user interface. The 

experimental results are shown in Fig. 6 (b) and (c). Then the 

mobile robot transmits the coordinate of the landmine to the 

following robot, and moves to the target location step by step. 

Finally, the mobile robot stops at the target location. The 

experimental result is shown in Fig. 6 (d). The measured 

displacement is calculated from the encoder of two DC 

servomotors is 20.07m to be shown in Fig. 6 (e). The error 

displacement is only 7cm on the test. 

 
(a)                    (b) 

 
(c)             

Fig. 7. The experimental result of the following robot 

The following robot receives the coordinate of the motion path 

from the landmine detection robot, and moves forward to target 

location. The scenario is shown in Fig. 7 (a). The user interface of 

the following mobile robot can displays the motion displacement 

and the distance far from the target location. The following robot 

moves forward closed to the location of the landmine that is 
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recorded on the memory, and avoids the landmine according to the 

proposed motion path. The motion processing of the mobile robot 

is shown in Fig. 7 (b), and displays the orientation to implement 

the programmed trajectory. Finally, the mobile robot moves to the 

target position to be shown in Fig. 7 (c). The error displacement is 

smaller than 1 meter from the start location to the target location.  

 

V. CONCLUSION 

We have presented a landmine detection system that contains 

a landmine-detection mobile robot and a following mobile robot. 

In this system, the landmine-detection mobile robot goes ahead, 

and uses landmine detector and GPS module to find out landmines, 

and record the coordinate location, and transmits the landmine’s 

coordinate to the following mobile robot via wireless RF interface. 

The following mobile robot can record the location and orientation 

of the landmine detection robot and the coordinate of the 

landmines on the region. The following robot moves closed to the 

landmine, and program the motion path to avoid obstacles 

automatically. In the future, we want to develop the curve path to 

avoid landmines on the landmine detection robot and following 

robot, and program the uniform user interface of the landmine 

detection system.  

 

ACKNOWLEDGMENT 

This work was supported by the project “Development of a 

module based education robot” under Ministry of Education of 

Taiwan. (99-A010-5).   

.  

REFERENCE 

[1] M. Freese, E. F. Fukushima, S. Hirose and W. Singhose, 
(2007), Endpoint Vibration Control of a Mobile Mine-Detecting 
Robotic Manipulator, The American Control Conference, New 
York, USA, pp.7-12. 
[2] J. P. Trevelyan (1997), Robots and landmines, Industrial 
Robot, Vol. 24, No. 2, pp.114-125. 
[3] M. Ghaffari, D. Manthena, A. Ghaffari and E. L. Hall, (2004), 
Mines and human casualties, a robotic approach toward mine 
clearing, SPIE Intelligent Robots and Computer Vision XXI: 
Algorithms, Techniques and Active Vision, Vol. 5608. 
[4] I. J. Won, D. A. Keiswetter and T. H. Bell (2001), 
Electromagnetic induction spectroscopy for clearing landmines, 
IEEE Trans. Geoscience and Remote Sensing, Vol. 39, No. 4, 
pp.703-709. 
[5] Y. Baudoin, E. Colon (1998), Humanitarian demining and 
robotics, Proceedings of the IEEE International Conference on 
Control Applications, 1-4, Septmber, Trieste, Italy. 
[6] M. E. V. Steenberg, A. Washabaugh and N. Goldfine (2001), 
Inductive and capacitive sensor arrays for In Situ composition 
sensors, Aerospace Coference, IEEE Proceedings, Vol. 1, pp. 
1/299-309. 
[7] M. Hussain (2005), RF controlled GPS based hovering mine 
detector, 9th International Multitopic Conference, IEEE INMIC.  
[8] D. J. Daniels and P. Curtis (2003), Minetect, 2nd International 
Workshop on Advanced GPR, Delft, The Netherlands, 14-16, 
May. 

[9] P. G. Santos, M. Armada, J. Estremera and M. Jimenez 
(1999), Walking machines for humanitarian demining, European 
Journal of Mechanical and Environmental Engineering, Vol. 44, 
No. 2, pp.91-95.  
[10] P. Debenest, E. F. Fukushima and S. Hirose (2002), 
Gryphon-I-buggy robot for field applications on uneven terrain, in 
SICE Annual Conference, Osaka, Japan, pp.397-402.  
[11] D. T. Akeabay, N. Perkins and Z. D. Ma (2004), Predicting 
the mobility of tracked robotic vehicles, American Society of 
Mechanical Engineers, Dynamic System and Control Division 
(Publication) DSC, Vol. 73, No. 1, PART A, pp.233-242. 
[12] Global Positioning System (GPS) Available at: 
http/www.wlius.com/SitePage.aspx?PageID=444. 
[13] M. T. Qadri and M. Tayyab (2009), Real time defense 
communicator using video processing, Bluetooth and GPS, 
International Conference on Signal Processing System, 
pp.629-632.  

The Sixteenth International Symposium on Artificial Life and Robotics 2011 (AROB 16th ’11), 
B-Con Plaza, Beppu,Oita, Japan, January 27-29, 2011

©ISAROB 2011 292



Optimal posture control of two wheeled inverted pendulum robot on a 

slanted surface 

 
Youngkuk Kwon, Joonbae Son, Jaeoh Lee, Jongho Han and Jangmyung Lee 

Dept. of Electronics Engineering, Pusan National University, Korea 

(Tel : +82-51-510-1696; Fax : +82-51-510-1693) 

(kyk1104@pusan.ac.kr, waggish82@pusan.ac.kr, jaeoh2@pusan.ac.kr, gkswhdgh114@pusan.co.kr, 

jmlee@pusan.ac.kr) 

 

 

Abstract: Most of the conventional researches are concentrated on the compensation algorithm of the gyroscope signal 

and posture control on the flat ground. But Segway has been considered as next the generation vehicle, and as its 

application spread out to the whole of society, its stability and optimal posture on the slanted surface has been discussed 

worldwide. So, this paper proposes an optimal posture of two wheeled inverted pendulum robot on a slanted surface. 

In order to realize posture balance on the slanted surface, tilted weight should be compensated by the proposed 

algorithm. Dynamic state equation was derived from the system’s structure, and an LQR regulator was designed based 

on the tilted angle obtained from the ultra-sonic sensor. Optimal posture control experiment was iterated as the slanted 

angles varied. Effectiveness of the proposed algorithms has been verified and demonstrated through simulations and 

real experiments. 

 

Keywords: Two - Wheel Inverted Pendulum Robot, Optimal Posture Control, ARS (Attitude Reference System). 

 

I. INTRODUCTIION 
Conventional researches are highly concentrated on 

the posture control under ideal environment,[1] but 

posture control for the slanted surface was not studied. 

According to the social needs of the next generation 

vehicle, this paper proposes an optimal posture control 

of the two wheeled inverted pendulum not only on the 

flat ground but also on the slanted environment. From 

the experimental results of the proposed algorithm, the 

difference between the conventional compensation 

algorithm and proposed algorithm has been presented. 

Finally, optimal posture for the climbing movement 

from the ARS(Attitude Reference System) will be 

presented Optimal posture was defined as a stability of 

the mobile robot during climbing on a slanted surface. 

This paper consists of five sections including 

introduction. In Section 2, the modeling of the proposed 

robot structure and controller design scheme are 

described, and in Section 3, climbing a slanted surface 

algorithm will be stated. In Section 4, experimental 

environment and its results are shown. Conclusions and 

future research plans are illustrated in Section 5.  

 

II. Modeling of The robot structure and Design 

of Controller 

Dynamics modeling from the proposed structure has 

been proposed. Fig. 1. illustrates the structure of the 

inverted pendulum. And table 1 shows each parameters 

for the mobile inverted pendulum  

Fig. 1.  Two wheeld inverted pendulum. 

 
Table 1. Each parameters for the mobile inverted 

pendulum 

  The angle of rotation of wheel from the center 

  A tilted angle of body from the center  

  The angle of rotation of body from rotation of 

wheel  

BM  The mass of the body 

WM  The mass of the wheel 
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l  Distance from center of the body to center of 

the wheel 

BI  Rotation Inertia of the body 

WI  Rotation Inertia of the wheel 

s  The coefficient of friction of bearing from 

wheel 

g  The coefficient of friction of the ground from 

wheel 

 

2.1 Dynamics 

Dynamics for the given system has two kinds of parameters, 

body angle, and wheel angle. Equation (1) shows the 

dynamics according to the 


,  

d T T U D
Q

dt


   

          
                     

   (1) 

d T T U D
Q

dt


   

          
          

           
   (2) 

T : Kinetic energy      D : Disturbances 

U : Potential energy     Q : generalized force 

T,U,D,Q for the Euler-Lagrange dynamics has been 

derived as follow, 
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We can attain following equations by plugging both 

the kinetic energy and potential energy to the equation 

(1) and (2), then 
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System dynamics could be expressed as equation (7), 

and (8). 

 

2.2 Controller design 

From the dynamic analysis for the proposed structure, the 

linearized dynamic equation could be derived as follow. Non-

linear dynamic equation (7) and (8) could be linearized as (9). 

O P Q Ru

W

S T U Vu

W

  
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  


     
 

   
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               (9) 

Equation (10) shows the generalized state space 

equations. 

( ) ( ) ( )

( ) ( )

x t Ax t Bu t

y t Cx t
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                      (10) 

Representing the robot structure to the state space 

equations, then (11) could be attained. 
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The LQR controller from the equation (11) was 

designed by Simulink. Its figure is illustrated in Fig. 2. 

 

Fig. 2.  LQR controller design 

 

III. Climbing a slanted surface algorithm 

During the climbing control of the robot, unexpected 

disturbance forces are essentially caused by the irregular 
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contact force which comes from the irregular contact angle 

between the wheel and the terrain.[2] The disturbances have 

effects on the optimal posture of the mobile robot to 

compensate the slanted angle. So, In order to realize posture 

balance on the slanted surface, tilted weight should be 

compensated by the proposed algorithm. 

 

Table 2. Robot parameters for the slanted surface 

WM  The mass of the wheel 

g  acceleration of gravity 

l  Distance from the body center of gravity 

s  Moving distance of the mobile robot 

cf  Coefficient of friction with the slop 

F  External force to the mobile robot 

N  
External force to the actuator from the robot 

body 

  Slope angle 

 

Table 2 describes the robot parameters while climbing 

a slanted surface. The governing equation for the flat 

ground for the equilibrium state was derived in equation 

(12). 

 

sin cosW W CF M s M g f N    
   (12) 

The governing equation for the slanted ground for the 

equilibrium state was derived in equation (13). 

2

( ) cos

sin sin cos

W B B

B W C

F M M s M l

M l M g f s

 

   
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  
 (13) 

Assuming that 


 is a tiny enough value to ignore, 

we can simplify 0, sin , cos 1     
    (14) 

Inserting (14) into (13), then we can attain equation 

(15) as follows. 

sin ( )W W B B CF M g M M s M l f s       
   

(15) 

 

For the difference between a pre-linearized equation 

and linearized equation, sinWM g   should be 

compensated a under slated environment. 

So, if the ground is tilted to the amount of  , the 

posture control of the mobile robot on the slanted 

surface could be realized by compensating amount of 

sinWM g   . We can establish a driving command of 

sinWM g    where
 
  stands for the moving 

direction’s tilted angle. 

 

IV. Experiment 
The proposed system consists of a two-wheeled 

Inverted Pendulum Robot shown in Fig. 7.  The body 

of a mobile robot is designed with two-wheels and 

motor drive controllers. The controller-related hardware 

is composed of MCU (Micro Controller Unit, DSP-

28335), a gyro sensor, an accelerometer and an 

ultrasonic sensor 

  

Fig. 3. The configuration of the two-wheeled-inverted robot 

system  

The experiment for driving of the two- wheeled 

inverted pendulum robot, was conducted on two 

different environments; when giving a disturbance to 

the robot on the ground, and when driving on slanted 

surfaces of 5°,10°,15°,20°,25°. In addition, Fig. 4 

shown that the slope was slanted using a clinometer. 

 

Fig. 4. The experiment environment for climbing on the 

slanted surface. 

Using an ultrasonic sensor located under the robot, 

which receives the distance information from the 

ground, it is possible to expect information of the slope 

degree between the ultrasonic sensor and the ground. 

Below, Table 3 shows the changed slope angle 

information from the distance obtained by the ultrasonic 

sensor.[3] 
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Table 3.  conversion of the angle from distance between the 

ultrasonic sensor and the ground 

Angle (Degrees) Distance (Centimetres) 

0 ̊  10 cm 

5 ̊  8.5 cm 

10 ̊  7.0 cm 

15 ̊  5.5 cm 

20 ̊  4.0 cm 

25 ̊  2.5 cm 

30 ̊  1.0 cm 

 

The result when given disturbance to the robot on the 

ground is shown in Fig. 5, and the environment like Fig. 

4 shows driving test results at Fig. 5 and Fig. 6. , 7.  

 The current measured angle from the slope randomly 

gave 5˚ more; it was made the two-wheeled Inverted 

Pendulum Robot can be driven on slope. And When the 

robot completed climbing at the slope, the two-wheeled 

inverted pendulum robot can be stopped by converging 

back to the current angle of the slope. Below, the results 

shows the current slope values of the acceleration 

sensor, and target values. Sampling Time is the 

horizontal axis and the vertical axis represents the Slope 

Angle. 

 

 
Fig. 5. Driving on an even surface and  

a 6 degree slope 

 

 

Fig. 6.  Driving on a 10 and 15 degree slope 

 

 

Fig. 7.  Driving on a 20 and 25 degree slope 

 

VI. Conclusion 

In this paper, when controlling the two-wheel-

inverted Pendulum on the slanted environment, we 

acquired the slope information using the ultrasonic 

sensor. By varying the operating point of the inverted 

pendulum and compensating gravity as per the lean of 

operating point, even the slanted environment, can be 

controlled for optimal posture. And also, The equation 

of motion was suggested to satisfy driving speed of the 

two wheeled robot and slope angle conditions according 

to the angle of the slope. Therefore, the results of this 

study will prove useful not only for the mechanism of 

the two-wheel-inverted Pendulum but also in 

determining the slope of various other types of wheeled 

type mobile robot mechanisms. 
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Abstract: This paper presents the marine engine state monitoring system implemented with Controller Area Network. 
As the marine engine state monitoring system requires various kind of engine information, it consists of a lot of sensor 
nodes. So, with the features of Controller Area Network which supports huge numbers of message ID, and its message 
arbitration ability, this paper presents scheduling method for the performance of monitoring system. And its 
effectiveness and validity have been shown through experiments. 
 
Keywords: CAN(Controller Area Network), Engine State Monitoring System, DPQ(Distributed Precedence Queue) 

 
I. INTRODUCTIION 

Marine Engine State Monitoring System purposes 
precise and rapid transmission of engine condition data 
from various measurement instruments to the engine 
control room. A failure of engine in sailing ship affects 
critically to the operating the ship, and may causes 
enormous financial loss. So, real-time monitoring 
system for preventing the unpredictable failure and 
maintaining support of marine engine is needed.  

A major advantage in using the CAN technology 
with respect to the other kinds of field-buses available is 
the wide choice of very cheap electronic components. 
The Engine State Monitoring System requires lots of 
sensor nodes and needs cheaper field-bus solution. 
Additionally, CAN can simplify the sensor node wiring 
and prioritize the message transmissions which satisfy 
an urgent message transmission needed at industrial 
environment.[1],[2] 

But if network is overloaded, data transmission is 
decreased rapidly due to increasing data transmission 
collision. If this state is continuous, a network may be 
groggy and non-transmission condition for a long time. 
This paper presents a mechanism that can be a fair 
transmission and can reduce delay time with assignment 
precedence queue to delayed sensor node. 

 
II. Engine State Monitoring System 

State Monitoring can be started with measuring of 
each part of engine (Fig. 2). Engine State Monitoring 
System can be divided into three parts. Status measuring 
sensors which measures temperature, pressure, 
perception of flowing and various status indication 
factors are equipped with the CAN Module. And CAN 

Module consist of microprocessor and CAN transceiver 
and transmits data from sensors to the SPU, respectively. 
And SPU(Signal Processing Unit) collects entire 
network data and transmits engine condition signal to 
the ECR(Engine Control Room) via RS-485.  

Fig. 1. Engine State Monitoring System Architecture 
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III. Controller Area Network Protocol 
CAN is based on a CSMA/CS channel access 

technique, modified to enforce a deterministic 
resolution of collisions on a network which uses a 
priority scheme based on the identifiers of exchanged 
objects. The CAN protocol adopts a layered architecture 
which is based on the OSI reference model, even though 
it is not fully OSI compliant. As with other networks 
conceived for the factory automation environment, it 
relies on a reduced protocol stack, consisting only of the 
Physical layer, Data link layer, and Application layer. 
This paper is focused on the data link layer. In fact most 
of the features of CAN which concern topics such as the 
sharing of the bandwidth among the different stations 
and the access delays they experience depend on the 
mechanism adopted at this level.[3] 
 

Fig. 3. CAN Data Frame format 
 

IV. Distributed Precedence Queue (DPQ) 
The CAN implicitly assigns to each object 

exchanged in the network a priority that corresponds to 
the identifier of the object itself. Even though this 
mechanism enforces a deterministic arbitration that is 
able to resolve any conflict that occurs when several 
nodes start transmitting at the same time, it is clearly 
unfair. If many nodes are connected in the network, 
nodes that are of low priority rank can continuously lose 
a transmission opportunity. That is, if high priority 
objects transmit continuously, finally a low priority 
object can miss an important message which is 
relatively unimportant compared to that of a high 
priority object. 

 Accordingly, a mechanism that uses a relative 
priority according to the consideration of low priority 
nodes is necessary although the CAN implicitly assigns 
a priority. Fair behavior, which for example enforces a 
round-robin policy among different stations, has to be 
guaranteed to all the objects exchanged at a given 
priority level. 

In this paper, it is shown that this kind of behavior 
can be obtained by slightly modifying the frame 
acceptance filtering function of the LLC sub-layer. In 
particular, only the significance of the identifier field in 
the transmitted frame has to be modified in some way. 
The resulting arbitration mechanism is able to enforce a 

round-robin policy among the stations that want to 
transmit a message on the bus, and provides two levels 
of priority for the frame transmission services. Little or 
nothing has to be changed at the MAC level; and in this 
way it is possible to reuse the same electronics 
components developed for the implementation of the 
standard CAN protocol. 
1. DPQ basic principle 

The basic idea of this CAN fairness control 
mechanism that is to insert into a global queue all of the 
nodes that want to transmit over the shared medium. For 
Node C, of which transmission is continuously delayed, 
a queue is created to transmit Node C and the other 
nodes that transmit with C. So, several queues can be 
partially made in this research, two queue were used. 

 
Fig. 4. Generation of a precedence queue in DPQ  
This distributed precedence queue protocol provides 

the opportunity to create precedence queues for all 
nodes in a network. And, in the case that several 
precedence queues exist, each precedence queue 
assigned a priority so that they can be implemented 
independently. 

The DPQ mode ID, which is stored in the 11 bit 
standard ID field, indicates the precedence queue order 
of each node. Whenever a node carries out a 
transmission, it moves to the end of the queue, thus 
lowering its precedence to the minimum. All of the 
nodes following the transmitting node advance by one 
position in the queue, occupying the space that has just 
been created. Using this round-robin policy, collisions 
among messages are avoided. 

The queue is not stored in some specific location. 
Instead, it is distributed among all the nodes in the 
network. Each node is responsible for storing and 
updating. That is, if the maximum permission delay 
time is reached, it creates a precedence queue, and then 
it has to dynamically change priorities to transmit 
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preferentially with other nodes. And a precedence queue 
has to be dissolved when is completed an urgent task.[4] 

 

Fig. 5. Structure of a data field for DPQ 
 We suppose a network that is composed of Nodes 

A to G as shown in Fig 4. If Node C builds up a queue, 
the ID that is entered into the data frame queue can 
transmit and designate to 7 by lower 7 byte.  At this 
time, it will be designated precedence priority to higher 
byte. Then, each node filters to enter itself into the 
queue, and it assigns its queue. After Node C transmits a 
message, it will go to the last position in the queue. And 
the other nodes will move up one position by order. And 
the remaining nodes that to be transmitted are 
designated using the upper 1 byte as shown in Fig 5; 
their queues will be dissolved or maintained using the 
upper 1 byte, as shown the Fig 5 after all transmissions 
are completed. 
2. DPQ Implementation Issues 

The DPQ mechanism can be implemented without 
any modifications to the basic format of CAN frames. It 
uses an identifier field to designate the priority queue. 
Because the length of the conventional identifier field 
defined in the CAN standard is too small, the CAN 
extended format can be adopted. 

 
Fig. 6. Format of the header of extended CAN Frame 
 
The DPQ uses the first 11 bits of the identifier field 

for its control information, whereas the remaining lower 
order 18 bits (ID ext.) are used to dynamically store the 
effective identifier of the an exchanged object (EID). 

 

 
Fig. 7. Format of the header DPQ Frame 

The first two bits (t0, t1) must be set at the logical 
value of zero as shown in Fig 7. Then, the protocol is 
divided by a standard CAN communication and DPQ 
mechanism. So, DPQ always has a higher priority than a 
CAN mechanism, and they can exist in this same space. 

The priority bit P specifies whether the frame has to 
be transmitted as a high priority frame (P=0) or as a low 
priority frame (P=1). When t1 and P are used, the 
priority can be assigned a maximum 4 queues. 

The next 8 bits represent the precedence level of the 
frame. Namely, these 8 bits show the transmission 
queue order. The DPQ, which was used in this research, 
uses t0, t1, and then distinguishes the standard CAN 
mechanism, and sets each queue using P, and concludes 
the precedence in the queue using 8 bits. 

 
V. Experiment and Result 

In this paper, we experimented via Engine State 
Monitoring System which is composed of ten CAN 
Modules and one SPU to evaluate the effectiveness of 
the proposed method.  

CAN Module uses sensors (Resistance Bulb, 
Thermocouple, Pressure Sensor...) actually used in 
marine engine. And it uses data from measuring 
elements composed as shown in Fig.9. And CAN 
Module use Microchip's dsPIC30F4012 and SPU uses 
TI's TMS320F28335. 

Fig. 9 shows the monitoring program for PC via 
LabVIEW to monitor the state of network and data in 
real-time. Each of vertical fill slides indicate occupied 
bandwidth of node and gauge indicates shows 
temperature of measuring element. We set the bitrate of 
network at 500Kbps considering the length of network 
installed in the low-speed marine engine.  

To verify the effectiveness of DPQ mechanism, we 
presented transmission result comparing normal CAN 
transmission with transmission in DPQ mode. For 
actual monitoring system for the Low-speed engine in 
large vessel, they use about hundreds of sensor; we set 
the transmission period at 500us for more possible 
transmission collisions. 

 

 
Fig. 8. Experiment System Architecture 
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Fig. 9 Engine State Monitoring Program 
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Fig. 10 Received Messages in normal CAN 

transmission 
Fig. 10 shows received message numbers for each 

sensor nodes when network received 10000 messages. 
Because of consecutive collision and short transmission 
period, messages with low-priority are not transmitted 
while messages with high-priority occupy most of 
bandwidth. 
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Fig. 11. Received Messages in DPQ mode 

Fig. 11 shows result of transmission of DPQ mode 
in identical condition. It shows evenly distributed 
received messages. 

But data frames derived from the process of making 
and dissolving the precedence queue, actual state 
monitoring messages are decreased about 10 percent. 

 

VI. Conclusion 
In this paper, we proposed the Marine Engine Sate 

Monitoring System using DPQ mechanism to improve 
fairness in network. 

Through these methods, messages with low-priority 
were ensured to transmit message and delay its time was 
improved. Features of the Marine engine monitoring 
system are as follows. 

1. CAN communication module is connected to 
sensor used in actual Marine, is distinguished according 
to set ID and is designed for adding extra modules easily. 

2. SPU (Signal Processing Unit) module for 
processing total data which transmit in CAN module is 
able to check Whole engine, bearing state and etc. 

3. Whole states of Marine engine is able to be 
checked through the output values (voltage, current, 
resistor) of all sensors using the SPU (Signal Processing 
Unit) module. 

4. Conventional communication method as RS232 
and RS485 is supported for compatibility with the 
existing Marine engine system. Therefore, state of 
Marine is able to be checked in ECR (Engine Control 
Room). 
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Abstract: The scanning laser range sensors provide range data consisting of a set of point-measurements. The laser 
sensor (URG-04LX) has a distance range of approximately 0.02 to 4 meter and scanning angle range 240 degrees. 
Usually, such a range image is acquired from one view-point by "moving" the laser beam using rotating mirrors/prisms. 
The orientation of the laser beam can be easily measured and converted into coordinates of the image. This paper 
conducts localization using virtual labels with environment distance data gotten from the 2D distance laser sensors. 
This method puts virtual labels on special feature and points which is on the way of mobile robot path. The current 
location is calculated by combining the virtual label and the range image of laser range finder. 
 
Keywords: Virtual Label, Laser Range Finder, Encoder, Localization 

 
 

I. INTRODUCTION 

Mobile robots have been applied in various fields 
such as logistics automation, security, industrial 
automation and consumer products, and etc. The 
absolute positioning of mobile robot becomes essential 
part. The research for the localization problems are 
focused on robust and minimum error against unknown 
environment. As advance of mobile robot technologies, 
localization for mobile robots is widely researched and 
developed such as a dead reckoning system, an active 
badge system, an active beacon system and the 
localization system using a landmark, a RFID and a 
GPS [1-8]. 

The dead reckoning system is one of well-known 
localization method based on measuring the relative 
position. The dead reckoning system has an advantage 
of high sampling rate and outstanding accuracy in short 
interval. However, this system cannot avoid inevitable 
accumulation of the error because of time integral term 
with current direction and distance. Especially, 
cumulative error of the direction angle may cause 
infinitely large positioning error as time passed [1], [2]. 

In order to detect the location of people inside 
building, the active badge system with infrared ray has 
been researched. However, this system has problems 

such as the short communication distance and weakness 
performance against sunshine [4]. Active beacon system 
with ultrasonic sensors is known as relatively high 
accurate performance and low power consumption. 
However, this method gets influences with an obstacle 
between a transmitter and a receiver, external 
temperature, and noise [5].  

The localization method using a landmark or a RFID 
is robust to external environment such as changes in 
temperature or solar light. However, it has fatal defect in 
that it can be applied only to limited space where RFID 
tag or landmark is able to be attached. In addition, it is 
impossible to use outdoors [3], [4]. In outdoors, GPS 
(global positioning system) is most powerful 
localization method to recognize the absolute position. 
However, it has a limitation area of GPS signal and low 
position accuracy [6]. 

In order to solve these problems, this paper proposes 
the localization method with virtual labels to become 
robust against space constraints and indoor/outdoor 
environments. The proposed method is based on virtual 
labeling techniques. This paper uses a laser range finder 
and an encoder in indoor environment. And, in outdoor 
environment, a GPS only is adopted to calculate initial 
position.  
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The paper is divided into the following sections: 
generation of range finder scans (section 2), and 
localization with virtual label algorithm (section 3). 
Section 4 shows experiment results of implementation 
within typical indoor/outdoor scenes. And conclusion 
and future work are discussed in Section 5. 

 

II. LASER RANGE FINDER SCANING 
This study constructs a mobile robot equipped with a 

laser range finder as shown in Fig. 1. 2D laser range 
finder (URG-04LX) made by HOKUYO Co. LTD is 
used. URG-04LX has 100 ms cycle time and 765 
resolutions from 60 mm to 4,095 mm distance value 
divided by 0.36 degree. Specifications of the laser range 
finder are listed in Table 1. 

  

Figure 1.  Laser range finder & Indoor environment 

TABLE I.  SPECIFICATIONS OF URG-04LX 

 Spec. 

Measuring area 60 to 4095 mm , 240


 

Accuracy(Repeatability) 60 to 1000 mm : ± 10 mm 
1000 to 4095 mm : 70 mm 

Angular resolution Step Angle : 0.36  (360  /1024 steps) 

Scanning time 100 ms/scan 

  

Figure 2 shows output data of the laser range finder 
in indoor environment. This sensor is available to scan 
240 degree and 765 distance output data according to 
distance each cycle at 100ms. In this paper, localization 
is calculated in 210 degree areas. 600 distance output 
data are used to build 2D coordinates including the 
virtual label as shown in Fig. 3. This distance output data 
is transformed to 2D coordinates by using equation (1) 
and (2). 

3.14(cos( 0.3515625))( )
0.5i ix D i

π
= × , 0,1,2,...,600i =  

(1) 

3.14(sin( 0.3515625))( )
0.5i iy D i

π
= ×  , 0,1,2,...,600i =   (2) 

Where, 
iθ (0.3515625) is the angular resolution from 

1 point to 600 point and 
iD is the distance output data.  

Figure 3 shows distance conversion of 2D coordinates. 

 

 

Figure 2.  Distance data of a laser range finder 

 

Figure 3.  Distance data conversion of 2D coordinates 

 

Figure 4.  Segmentation area 

 

It is necessary to classify movable area (
,x yMk ) and 

non-movable area (
,x yNk ) in transformed coordinates 

( ,i ix y ). In Fig. 4, 
xyNk  is used to map virtual label and 

xyMk  is used to determine mobile robot’s path. After 
determining

,x yMk and
,x yNk , the map is generated with 

considering radius of robot (
rR ), moving distance of 

robot (
dM ), and direction of robot ( Rθ

). As repeating and 
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accumulating of above proposed process using equation 
(3), (4), virtual label is named on the map 
simultaneously.  

jmap xX Nk=   (3) 

jmap yY Nk=    (4) 

By using the proposed virtual label algorithm which 
is explained in section 3, a map is effectively generated 
in indoor or outdoor environment. Only for the outdoor 
circumstance, GPS is used to get initial position 
additionally. 

III. VIRTUAL LABEL ALGORITHM 
Before moving the mobile robot, the virtual label 

should be allocated on the map which can be generated 
by scanning the current circumstance with laser range 
finder. The virtual label is not needed to be on real points, 
lines and space in the circumstance. As the name 
‘virtual’, the label can be generated on virtual 
structures which do not exist in real space. Then, the 
temporary virtual wall is allocated in the left and right of 
45 degree space.  

The proposed virtual label method is 
accomplished as following procedure, 
[Step 1] In order to initialize current position of mobile 

robot, scan the circumstance.  

[Step 2] Label on the map using scanned data, feature 
points, lines and spaces.  

[Step 3] If feature points, lines and spaces cannot be 
found, virtual wall and label will be generated 
on the map as shown in Fig. 5. The virtual 
walls are built on both sides. And the virtual 
labels (

xVLm , 
yVLm ) are attached on 45 

degree diagonal position on the virtual walls. 
[Step 4] Let a current robot position localize by using 

distance ( 
nD  ) and angle ( Rθ

) toward the 
label. 

[Step 5] Movable domain (
,1x yM ,

,2x yM ) and not 
movable domain (

,1x yN ,
,2x yN ) have to be 

added on the map involving the label. 

[Step 6] After moving mobile robot, returned to the 
Step 1. 

 

The position of mobile robot is acquired by using 
distance 

nD and 
,x yVLm . The current position is 

calculated by using the following equation (5) and (6). 

( )x x nR VLm D= ±   (5) 

( )y yR VLm=   (6) 

Where, 
nD  is the distance from mobile robot to 

virtual label (
,x yVLm ). 

Figure 6 is the block diagram of virtual label 
allocation.  

 

Figure 5.  Virtual labeling for indoor environment 

 

Figure 6.  Block diagram of a virtual labeling 

IV. EXPERIMENTS 
In order to evaluate the localization and map 

formation of the proposed virtual label algorithm, the 
moving experiments of mobile robot were carried out in 
indoor environment showed as Fig. 1 and outdoor 
environment showed as Fig. 7. 

 

Figure 7.  Outdoor environment 

Experiment (Indoor) 
In indoor environment, the virtual labeling 

algorithm is applied to generate the map for 
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localization. The map applied the virtual label 
algorithm is shown as Fig. 8. The distance between 
start and goal point is 10 m straight path. The test 
condition is selected to compare localization effect by 
using encoder data with localization effect by using 
the virtual label algorithm in indoor environment. The 
mobile robot speed is 0.54 m/s. Test result with the 
virtual label algorithm is shown as Fig. 9. 

After 5 times experiments over 5 times, location 
error of mobile robot was found as about 2cm± . In 
previous study, repetitive error was about 3cm±  by 
using encoder [3]. However, localization by using 
encoder data is not much different. Thus, the experiment 
shows that virtual label algorithm is precise localization 
method. 

 

 

Figure 8.  Map building of an indoor environment 

  

Figure 9.  Moving trajectory of mobile robot with the virtual 
labeling algorithm in indoor  

Experiment (outdoor) 
In outdoor environment, with mobile robot 

equipped with a laser range finder and a GPS, the 
virtual labeling algorithm is applied to generate maps 
for localization. GPS sensor only is adopted to 
calculate an initial position. The map obtained by 
applying the virtual label algorithm is shown in as 
Fig. 10. 

The distance between start and goal point is 17 m 
straight path. The mobile robot speed is 0.54 m/s. The 
result of 5 times repetitive driving is shown as Fig. 11. 

If there is not the space to make label in the scan data of 
range finder, label is allocated to virtual wall for 
localization.  

After experiments over 5 times, repetitive error 
of mobile robot is about 4cm±  because of rough road in 
outdoor. And the repetitive error by only using encoder 
was about 10cm± . Thus, localization with the virtual 
label algorithm is superior to localization 
method with the GPS. 

 

 

Figure 10.  Map building of an outdoor environment 

 

Figure 11.  Moving trajectory of mobile robot with the virtual 
labeling algorithm in outdoor 

V. CONCLUSION 
In order to localize and build a map in 

indoor/outdoor environments, this study proposed the 
localization algorithm with the virtual label algorithm. 
And this paper carried out experimental test using 
mobile robot to evaluate the proposed virtual label 
algorithm. In the experimental test, the proposed virtual 
label algorithm performed precise localization result 
that location error of mobile robot is about 2cm±  in 
indoor environment and about 4cm±  in outdoor 
environment. In the future work, it will be improved to 
have localization maximum error within 5mm± in the 
various indoor/outdoor environments. In addition, it will 
be compared with other localization algorithms. 
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Abstract: Multi-robot manipulation can accomplish complex task with simple robot systems comparing with singular 
mobile robot. In spite of systemic simplicity, multi-robot cause subsidiary problem, group driving. Each mobile robots 
have to consider not only target and obstacles but also other member robots. Previous researches attempt to solve it by 
using communication and formation method. As this paper studies to solve the problem in the simplest way, it is 
proposed the formatted navigation method using simple microrobots equipped with ultrasonic sensor without network 
communications. The navigation is based on potential field algorithm, and virtual hill concept is applied for the 
formation. Before the experimental test, this paper shows the simulation test to evaluate proposed method.  
 
Keywords: multiple mobile robots, formation, virtual hill, navigation, platoon, potential field 

 

 

I. INTRODUCTION 

As working as human performance, robot requests 

several sensors and actuators. However, increasing 

sensors and actuators occur system complexity 

problems. Especially as mobile robot basically has to 

pursue safe and right driving as well as another 

requested task, the robot can meet serious problem at 

the several addition of sensors and actuators for the 

special purpose. For the problem, many researches 

approach the problem with cooperative manipulation by 

multi robots [1]. However, in the multi mobile robot 

system, corporative driving and manipulation occurs 

new problem. Each mobile robot has to consider not 

only target and obstacles but also other member robots. 

To solve it, many researches adopt network 

communication and machine vision system [2][3]. But, 

these solutions are still contraposed against system 

simplicity. 

This study researches the solution laying emphasis 

on the system simplification. The system simplification 

is acquired by only using economic ultrasonic sensors 

for the environmental recognition without any other 

sensors and network devices. For a start, this paper 

considers only multi mobile robot navigation before 

researching the manipulation. This challenge can 

contribute for reducing operating load for driving and in 

same time increasing program space for other task.  

In this paper, whole robots’ driving is proposed 

based on platoon formatted navigation. The formation is 

made up by virtual hill method which helps mobile 

robots make a set-upped distance with other ones. In the 

proposed method, all mobile robots follow potential 

ingredient decent direction not only avoiding obstacle 

but also keeping distance with other member robots.  

The previous research done by P. Song, and V. 

Kumar showed that potential field method is adoptable 

in multi mobile robot navigation [4]. The study was 

based on vision system. But, this paper wishes to 

contribute to make a multi robot navigation method 

affordable to very simplified system. 

In this paper, potential field method is briefly 

explained and virtual hill method is introduced. The 

adoptable simple multi mobile robots are modeled for 

simulation test. And simulation test evaluates the 

proposed method before experimental test. 

 

II. Potential Field Method  

1. Goal Navigation 

A variety of effective attraction and repulsion 

potential fields are summarized in [5], [6]. Let 
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|| ||ij i jr r r= −
be the Euclidean distance between robot 

and the object or the goal, a simple quadratic attractive 

potential function can be expressed as 
21/ 2a

io io ioV k r=                (1) 
ir  and or  are the position vectors of the robot and 

the object, respectively. 

 An expression of the repulsive potential is 
/r

ij ij ijV k r=
               (2) 

where 
|| ||ij i jr r r= −

is the Euclidean distance 

between robots i and j. In each control mode, the force 

vector generated by potential fields and an appropriately 

designed dissipative function provide the driving force 

to the robots.  

 

2. Artificial Virtual Hill 

The artificial virtual hill was proposed in previous 

research to avoid local minimum [7]. In unknown 

environments, the robot initially does not have any 

information about the environment, and it has a limited 

sensing range to detect obstacles. The environment in 

Fig. 1(a) does not contain a local minimum, so robots 

may successfully reach the goal using the general 

potential field approach. In the environment of Fig. 1(b), 

however, robots may be trapped in a local minimum as 

Fig.2(a). In the study, the virtual hill in global potential 

was proposed as Fig. 2(b). And then final global field 

become as Fig. 3. 

 

(a) Open aisle            (b) Closed aisle 

Fig. 1. Two types of obstacles with aisle shapes 

 

(a) The potential field              (b) virtual hill   

Fig. 2. The potential field and virtual hill 

 

Fig. 3. Global potential with a virtual obstacle 

 
Fig. 4. Virtual hill for one line formation 

 

3. One Line Formation  

In this paper, the virtual field is applied to make a 

formation of multi robots as Fig. 4.Fig 4 is simple one 

line formation potential field. In the figure, high hill is 

shown. This hill can keep robot follow front robot. But 

between robots, there occurs a few repulsive potential 

energy to keep a few distance between robots. The 

repulsive hill to make line formation is paralleled with 

the line made between goal and leader robot. If there are 

three mobile robots in the field, only one or two of them 

can recognize the goal point. Although a few member 

know and pursue the goal, if other members unknowing 

the goal just drive to make a formation, the all of them 

can reach the goal by cooperative navigation in the end.  

Except all robots do not recognize the goal, there are 

three cases of states. The one is that only one robot 

knows the goal. The second case is that two robot 

recognize the goal and the other doesn’t. The third one 

is that all member find the goal same time.  

A. Only one robot recognize goal  

The first case is beginning state. If robot find only 

goal without other member, the robot will approaches 

the goal only. Remaining robots follows the first 

moving members.  
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Fig. 5. The Potential field of the first followers  

B. Two robot recognize goal  

If there are goal and one other robot in the sensor 

view, the robot compares the distance to goal and other 

robot. From the result of distance, the shortest distance 

robot becomes the leader which just pursues the goal. 

And remaining robot becomes follower. 

 If the robot becomes follower, then it makes 2 

virtual hills as shown in Fig. 5. The first hill is located 

on the line to goal with the distance to the leader. And 

the second hill is set on the deposited point to leader 

with same angle between goal and leader. The distance 

toward second hill is the same one to goal.  

C. Remaining follower  

If there are two more robots and goal in the view of 

robot, the robots distinguish the leader and the front 

follower by comparing relative distance with goals. If 

two more robots is shown and goal is not founded in the 

view of robot, the robot searches the first moving robot 

who will become the leader. Then by comparing the 

distance to the leader, the robot decides its order.  

The second follower robot set the virtual sink which 

is temporary goal and two virtual hills as shown in Fig. 

6. When the robot decides the lower priority order, the 

virtual sink is set at the nearest member to leader robot.  

 

Fig. 6. The Potential field of the second followers  
 

Two virtual hills are set as Fig 6. One is set on the line 

to leader. The other is set on the opposite site to virtual 

sink with same angular between the sink and leader. The 

distance is same as the one to sink. Thus, after making 

line formation, the relative potential field becomes as 

Fig. 4. 

 

III. Simulation Test  

1. Robot Modeling 

The whole study will evaluate the proposed 

technique using experimental test. This paper does it 

using simulation test before experimental test. Thus, this 

chapter describes the simulation model based on 

experimental system. Fig. 7 shows the concept designs 

of the robot figure on the stocks. The robot is 

centralized 2 wheels robot equipped rotatable ultrasonic 

sensor scanner, 2 IR photodiodes and IR ramp array. 

The purpose of IR usage is recognition of other robot. 

But the communication is not implied. The IR sensors 

are also attached on the ultrasonic sensor scanner to get 

the direction of the member robots. Fig. 8(a) shows the 

prototype of ultrasonic sensors scanner. 2 directional 

sensors is designed to be rotated 90 degree to get the 

environment distance within 180 degree. Fig. 8(b) is the 

experimental test result. Table 1 is the designed 

specification of robot and environment. 

  

  

Fig. 7. Concept designs of the experimental robot 
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(a) Ultrasonic Scanner  (b)Experimental test result   

Fig. 8. Concept designs of the experimental robot 

 

 

The Sixteenth International Symposium on Artificial Life and Robotics 2011 (AROB 16th ’11), 
B-Con Plaza, Beppu,Oita, Japan, January 27-29, 2011

©ISAROB 2011 308



 

 

Table 1. Specification of Multi mobile robot system 
 

Sort  Specification 

Robot Size 200(D)150(H)  

Field Size  4,000(W) 4,000(L) 

The range of Ultrasonic sensor 3,000mm 

The degree of Ultrasonic sensor 180 degree 

Maximum Velocity of  20mm/sec 

Number of Robot in flied 3 

 

 
Fig. 9. Simulation test result 

 

Fig. 10. Sensors monitoring in Simulation test 

2. Simulation Test 

The proposed formation method using potential 

virtual hill is evaluated by simulation test. The robots 

were located in the 4 by 4 meter simulation field 

arbitrarily. Fig. 9 is the simulation test result showing 

the progress of formation and navigation. From the 

repetitious test and various case of initial setting, the 

result reveals that the proposed algorithm make a line 

formation and goal arrival in simulation test. Fig. 10 

shows the ultrasonic sensor recognition of each robot 

during simulation test. From the result, it is known that 

the robot can approach in the tail of front robot or target 

goal and find out only front robot and goal in the 

sensored range result.The whole study will evaluate the 

proposed technique using experimental test. This paper 

does it using simulation test before experimental test.  

VI. CONCLUSION 

This paper studies the multi mobile robot formation 

and navigation method in the simplest system by only 

using ultrasonic sensors for environmental recognition. 

The potential field method is adopted to drive mobile 

robot. To achieve corporative navigation, this paper 

proposed line formation method using virtual hilled 

potential field navigation. The proposed method was 

evaluated simulation test. In the future, experimental 

test has to be executed and compared with simulation 

test 
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Abstract: This paper proposed parameter control method for covariance of Kalman filter using fuzzy logic. Most 
people use accelerometer and gyro for calculating attitude and Kalman filter for fusion algorithm of two sensors. 
However, parameter of Kalman filter isn’t correctly predicted and attitude reference system (ARS) using Kalman filter 
which has non-controlled parameter has many errors when it is moved a great variation. For improving this problem, 
we proposed parameter of Kalman filter tuning method using fuzzy logic and then we compared our ARS module with 
Crossbow Nav420CA. 
 
Keywords: ARS, Kalman filter, Fuzzy logic, Accelerometer, Gyro, Euler angle. 

 
 

I. INTRODUCTION 

Recently, the development in micro-electro-
mechanical system (MEMS) technology has made it 
possible to make cheap chip like accelerometer and 
gyro sensors, which have been adopted into many 
applications but traditionally inertial sensors have been 
too costly [1-2]. Attitude reference system (ARS) 
estimates body’s roll and pitch. It is widely used in 
robot, aircraft, ship and so on. Particularly, there is 
getting popular robot market. Humanoid and military 
robots have been interesting topics for the past decade. 
Therefore, inexpensive and high efficient attitude sensor 
is necessary for an effective attitude control [2]. 

Most of the ARS is consist of accelerometer and 
gyro. Accelerometer measures acceleration of the body 
and gyro measures angular rate of the body. Before time, 
attitude calculation is possible by simple integration 
using gyro. However, there is difficult to attitude 
calculation as using low cost MEMS sensors because of 
accumulated error of output. Therefore, there is recently 
study about calibrated method of gyro error using 
accelerometer. Fusion method of two different sensors 
uses widely Kalman filter [2-3]. But it has trend that 
unstable filter by parameter of Kalman filter which is 
difficult to estimate. We had known through experiment 
that if variation of accelerometer is large then Kalman 
filter error is large. Using this fact, this paper proposed 
calibration method that controls parameter of Kalman 
filter using fuzzy logic. 

 

II. ATTITUDE DETERMINATION FROM 
EACH SENSOR 

1 Attitude determination from gyro 
The roll(∅), pitch(θ), yaw(ψ) rate of the body are 

measured using gyro and accelerometer. We need to 
consider its body axis system so that we can calculate 
attitude. Attitude calculation method is divided into 
quaternion method, cosine matrix method and Euler 
angle method. Among these methods, we used Euler 
angle method because it can easily recognize user to 
attitude of the body. The following equation is direction 
cosine matrices of each axis [3-4].  

 
1 0 0
0 cos sin
0 sin cos

xC f f
f f

é ù
ê ú= ê ú
ê ú-ë û

          (1) 

 
cos 0 sin

0 1 0
sin 0 cos

yC
q q

q q

-é ù
ê ú= ê ú
ê úë û

          (2) 

 
cos sin 0

sin cos 0
0 0 1

zC
y y
y y

é ù
ê ú= -ê ú
ê úë û

          (3) 

 
The transformation from reference frame to body 

frame can be represented in Fig. 1. Therefore, the 
relation between gyro output and Euler angles can be 
described using (1)-(3) as follows :  
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where each ωx, ωy, ωz are the gyro outputs in the x, y, 

z axis. We get next term by applying the Euler angles to 
gyro output. 
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This paper proposed ARS development so that f&  

and q&  is only used.  
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Fig.1. Definition of Euler angle 

 

2. Attitude determination from accelerometer 
Accelerometer output is used to obtain roll and pitch. 

The relational equation expressed accelerometer output 
equals to add acceleration of body frame and 
acceleration of gravity[5]. 

 
sin

sin cos
cos cos

b b b b b
nb

g
f v v g g

g

q
w f q

f q

é ù
ê ú= + ´ - » -ê ú
ê ú-ë û

&   (6) 

 
where f b is specific force and gb is the gravity vector 

in body frame. v is linear velocity component of each 
axis and it can’t be measured without external sensors 
so that we ignore those terms. Therefore Eq. (6) is 
reduces to the following as : 

 
1 1sin ( ), sin ( )

cos
yx ff

g g
q f

q
- - -

= =     (7) 

 
We can calculate roll and pitch using simple 

equation. Therefore, we can calculate roll and pitch by 
fusion of gyro and accelerometer. 

III. KALMAN FILTER USING FUZZY 
LOGIC SYTEM 

1. Kalman filter 
Kalman filter is used for fusion of gyro and 

accelerometer. Kalman filter is consisted of process 
model and measurement model.  

 
1 1k k k k

k k k

x Ax Bu w
z Hx v

- -= + +

= +
     (8) 

 
where wk and vk represent the process and 

measurement noise respectively. We are assumed to be 
independent and with normal probability distributions.  

 
~ (0, )
~ (0, )

k

k

w N Q
v N R

              (9) 

 
where Q is the process noise covariance and R is the 

measurement noise covariance[6-7].  
We used that process model is gyro output and 

measurement model is calculated attitude of 
accelerometer as shown in Fig. 2. However, parameter 
of Kalman filter can’t estimate accuracy values. 
Through experiment, we could know that ARS has large 
errors when it is greatly changed so we used fuzzy logic 
for improving performance [8]. 

 
Fig.2. Structure of attitude reference system 

2. Fuzzy logic for controlling parameter 
We used fuzzy logic for modifying process and 

measurement noise covariance. Before Kalman filter is 
used, we have to calculate Fuzzy logic using output of 
sensors and reflect changed parameter. Input of fuzzy 
logic is acceleration’s variation of x axis and y axis and 
output is variation of R, Q. We used mamdani method 
and simple rules. The following two fuzzy rules are 
used : 

Rule1. If |∆a| is small then R is increased and Q is       
decreased. 

Rule2. If |∆a| is large then R is decreased and Q is 
increased. 
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where |∆a| is variation of each axis’ accelerometer 
output and absolute value. If variation of acceleration is 
large then we can’t trust output of accelerometer and R 
must be changed to be increased because sensor 
movement is supposed to be measured. The membership 
functions of fuzzy sets are shown in Fig. 3.  

 

1

0 300 2048

μ

|∆a |

1

0
1

μ

∆R or ∆Q-1 0  
Fig.3. Membership functions 

 
Range of ∆a is determined by output range of 

accelerometer sensor and heuristic method. Output 
range of using accelerometer is from -1024 to 1024.  

IV. EXPERIMENT 

The proposed parameter tuning method of Kalman 
filter using fuzzy logic has been tested and compared 
with Crossbow Nav420CA. Nav420CA is INS(Inertial 
Navigation System). It can measure roll, pitch and has 
high accuracy which is 0.75°rms. We made ARS 
module and it consists of microprocessor, 3-axis 
accelerometer and 2-axis gyro. We used LIS3LV02DQ 
accelerometer and IDG-300 gyro. Microprocessor is 
used ATmega128. We measured roll and pitch of ARS 
module and Nav420CA at the same time using the 
stewart platform in shown as Fig.4.  

The results obtained that proposed algorithm is 
better than Kalman filter in shown as Fig. 5. We 
confirmed response delay and it is due to response rate 
of microprocessor and parameter of Kalman filter. To 
knowing accuracy, we calculated errors based upon a 
simple root mean squared error (RMSE). Here, we 
assumed truth model is Nav420CA. When we used only 
Kalman filter, RMSE is in shown as Table 1. Because of 
reducing errors, we can tell that proposed algorithm is 
better than simple Kalman filter.  

 
Fig.4. ARS module and experimental environment 
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Fig.5. Roll and pitch rotation test result 
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Fig.6. Zoom in roll and pitch rotation test result 

 
Table 1. RMSE of the test result 

 Kalman filter Fuzzy-Kalman 
filter 

roll pitch roll pitch 
Static 0.20 0.10 0.20 0.03 

Dynamic 1.43 1.07 0.72 0.71 
 

V. CONCLUSION 

This paper proposed parameter of Kalman filter 
tuning method using fuzzy logic. In order to attitude 
calculation, we used gyro calibration by Euler angle 
method. Fusion of sensors is usually used Kalman filter. 
We determined process model is output of calibrated 
gyro and measurement model is calculated attitude of 
accelerometer. However, result of this algorithm has 
large errors when it moves greatly. To this problem, we 
changed parameter of Kalman filter using fuzzy logic. If 
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ARS module is moved large, then we trust gyro so that 
Q is decreased and R is increased. We tested to confirm 
proposed method. We made ARS module using 3-axis 
accelerometer and 2 axis gyro. The result is reduced 
errors than simple Kalman filter. We confirmed that 
proposed algorithm is very simple but it is high 
performance. If we have a chance, we want to research 
magnetic sensor. Magnetic sensor is used calculation of 
yaw. We will add our ARS module to magnetic sensor 
and then we will be able to make AHRS(Attitude 
Heading Reference System) module.  
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Abstract: The intensity modulation projection technique has been in great anticipation of practicability with the 

popularization of digital camera and projector recently with reason that it may get much more information with 

single projection pattern through measurement and calculate the high sensitive 3D information. But the 

technique is premised on the situation that it must get observation pattern image with essential number of stripe 

and intensity distribution, that is to say, the ideal observation pattern image so as to secure the sensitivity and 

accuracy of measurement. So, as for the target object without specification on the surface reflectance and 

distribution of surface color, the measurement would encounter several problems such as deficiency of the 

volume of information on the observation pattern, uncertainty of the target measurement sensitivity as well as 

the trouble of measurement manipulation. In order to solve the problems presented above. We propose an image 

analysis method of intensity correction with synthesis image technique in order to extract the stripes precisely 

when measuring the 3D shape of an object by using single projection pattern. By using this analysis method, if 

the surface reflection of the target is simple, 3D shape measurement is realized using only one observation image. 

 

Keywords: 3D Shape Measurement, Optimal, Intensity Modulation, Pattern Projection, Image Synthesis. 

 

 

I. INTRODUCTION 

   Three-dimensional (3D) shape measurement has 

different applications in engineering fields, such as 

inspection of product quality, face recognition, body 

surface evaluation, and surgery simulation and 

navigation in biomedical engineering[1].  

At present, popular 3D shape measurement 

techniques include stereo vision, structured light, moiré 

method, and the other methods. Depending on the light 

source and the receiving style, many techniques have 

been proposed, active systems and passive systems. The 

stereo vision is based on imaging the scene from two or 

more points of view and then finding correspondences 

between the different images in order to triangulate the 

3D position. Triangulation is possible if cameras are 

previously calibrated. The structured light technique 

generates a full pattern to cover the object so that the 

surface can be captured as a whole field recording. 

Therefore, the encoding of the structured pattern 

becomes important because it determines the local 

features of the recorded images to be identified in 

spatial recognition and height evaluation.  

When we measure a color object, the color 

distribution of the object often influences the code word 

of project pattern; here we use a monochrome 

projection pattern to avoid the influence from color. In 

this method, we only do analysis on the intensity of the 

observation image, so the combination of monochrome 

projection and monochrome analysis do not take object 

color into consideration. Here we use optimal intensity 

modulation pattern, which is made by a special 

algorithm. This kind of pattern is easier to do the stripe 

extraction just because the adjacent stripes have a good 

maximum intensity difference, which makes the stripe 

easily to be distinguished[2-3]. 

In this paper, we propose an analysis method based 

on the optimal intensity modulation pattern projection 

technique, in which a structured monochrome projection 

pattern is projected and a color image of the observation 

pattern is captured. The paper focuses on the optimal 

analysis of optimal intensity modulation projection 

technique by using single projection pattern and the 

contradistinction against the conventional methods in 

stripe analysis. The intensity distribution stripes offer an 

identifiable pattern so that the whole surface pattern 

image of the object can be obtained to easily analyze 

surface depth information by triangulation. Not only can 

we get better detection accuracy and faster computation 

speed through optimizing the stripe intensity 

distribution, but also can get better stripe order detection 

by modulating the intensity differences between 

adjacent stripes[4-5]. 

 

II. ALGORITHM 
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Figure 1 was a composition of typical 3D shape 

measurement system. The projection pattern been 

output by the computer was projected to the 

measurement object from the projector, camera was 

used to take a picture of the projected pattern reflected 

to the measurement object as an observation pattern 

image, finally, the information stored in the camera was 

input to the computer. Next, the directions of the stripes 

of projection pattern were detected from the observation 

pattern image which had been input, and then 3D shape 

of the object was restored based on the principle of the 

triangulation. The following contained processing of 

each step was stated simply[4]. 

Step1: Projecting optimal intensity modulation 

pattern to measurement object. 

Step2: Taking a picture of the image and using it as 

the initial observation pattern image. 

Step3 ： Doing color analysis of the initial 

observation image and synthesizing the image for the 

measurement based on the color channel for the 

measurement. The color channel that reflection intensity 

value was stronger than the others was extracted every 

pixel from input image and used it as the channel for the 

measurement. The influence caused by other color 

components and the surface reflectance in the same part 

of the measurement object were reduced by 

synthesizing single channel image for calculation with a 

channel for the measurement of each pixel.  

Step4: Extracting measurement object from the 

image for measurement and deleting the noise with 

threshold extraction method.  

Step5: Confirming the influence of surface 

reflectance. If there were no influence, Step 6 should be 

omitted and jumped to step 7 directly. 

Step6: Correcting the influence of the surface 

reflectance of the measurement object from the image 

for the measurement with the object of detecting stripes 

address in high accuracy and sharpening stripes pattern 

for the measurement. In the following Chapter 3, we 

described the technique and principle. 

Step7：Extracting slit pattern address in the light of 

a linear relation of each stripes intensity value from the 

corrected image for measurement because the intensity 

value of each stripes pattern was decided by majority 

according to the intensity value of each pixel of each 

stripes pattern. 

Step8：Calculating the 3D space world coordinates 

based on the detected stripes address. The calculation of 

three dimension shape by using the principle of the 

triangulation was omitted in this thesis. 

  

III. PRINCIPLE AND METHOD 

1. Problem of reflectivity reduction  

About the optimal intensity modulation pattern 

projection measurement, it was ideal that the relation 

between the intensity of the reflection pattern stripes 

obtained from the input image and a pattern stripes 

degree were a one-to-one correspondence in order to 

obtain three dimension shapes with accuracy. However, 

the measurement object was multiple color distribution, 

and it was difficult to obtain such an ideal relation when 

it had reflectivity taken with a versatile digital camera. 

Generally, the gray projection pattern was projected to 

the measurement object with a variety of color 

distribution, information obtained from the reflection 

pattern image was only brightness, coordinates, and 

color information on the measurement object decreased 

and the measurement range confused became narrow[6]. 

2. Past method of intensity correction 

For the projected pattern intensity ),( yxP , if pixel 

intensity ),( jiI  in the image was always (1), the 

correction method of traditional reflectivity should be 

ideal. 

1:1),(:),( jiIyxP         (1) 

Actually, Surface reflection element ),( yxO  of the 

object can be actually contained, and intensity of each 

pixel in the reflection pattern image that hit the object 

be shown as follows. 

Fig.1. 3D shape measurement of 

pattern projection system 

 

 

Object 
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),(),(),( yxOyxPjiI nl       (2) 

At this time, because the surface reflection element 

had its influences in (2), stripes degree n  of 

),( yxPn
cannot be detected. Then, we projected 

projection pattern with uniform intensity ),( yxPf
 to 

the same measurement scene, the relation of (3) was 

obtained.  

),(),(),( yxOyxPjiI ff          (3) 

The following relation was obtained from (2) and (3). 

(4) 

That is to say, the image for the calculation with the 

projection light stripes intensity distribution and linear 

correspondence was obtained by the dividing 

calculation correction. With correction method, steady 

stripes pattern for measurement could be obtained, but 

confronting the fact, which meant its difficulty to deal 

with the moving object, furthermore, it is necessary to 

use two pieces of observation image, which made the 

measurement cost time[7]. 

3. Propose method of intensity correction 

Previous method can give us a good result when 

measuring a stationary object. Typically, this method 

takes time to send two frames of projection pattern 

when measuring. In fact, we do not need high precision 

of the full-light observation image which means not 

very necessary to do the full-light image capturing. If 

we can analyze the distribution through some 

processing algorithm, the original image after gray scale 

may be not necessary.  

In order to realize 3D shape measurement using one 

image, we propose an optimal image analysis method. 

Intensity information of no-pattern area is used to 

recover intensity information pattern area. Color 

changes of object surface have little effect on the 

change of reflectivity. So we set a specific filter to do 

recovery of pattern pixel in this specific domain. We try 

to use the neighbor pixel intensity of the no-pattern area 

to fill in the pixel of pattern area, and then let the filter 

move to the next pixel to do the same work of the 

correction processing. Under this way, we could obtain 

the random pixel intensity distribution, this kind of 

information transference still carry over the no-pattern 

pixel intensity approximately. We can obtain a synthesis 

full-light image by using this method, in which there is 

no pattern area. We use this synthesis image to do 

division calculation, and then to avoid the effect of 

reflectivity of object surface color. At last, pattern image 

used for measurement which is in linear relation is 

obtained. 

IV. OUTCOME OF AN EXPERIMENT 

The experiment was done in the spaciousness 

environment where the lighting was erased. The 

experiment system was composed of the liquid crystal 

projector, the CCD color camera, and the computer, the 

stripe number of the optimal intensity modulation 

projection pattern was set to 20. 

First of all, 20 stripes (Figure 2(a)) optimal intensity 

modulation patterns were projected to the column 

(Figure 2(b)), the reflected pattern, as an observation 

),(

),(

),(

),(

yxP

yxP

jiI

jiI

f

n

f

l 

(a) (b) 

(c) (d) 

(e) (f) 

(g) 

Fig.2 Experiment result: (a) Optimal intensity 

modulation projection pattern. (b) Column object.  

(c) Observation pattern image. (d) Extracted pattern 

image. (e) Synthesis image. (f) Corrected pattern image. 

(g) Intensity distribution image for comparison. 
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pattern image (Figure 2(c)), was taken a photo by 

camera. And, the observed pattern was extracted, which 

formed extracted pattern image (Figure 2(d)). Next, the 

synthesis image (Figure 2(e)) by the technique of 

propose was generated, Pattern intensity was corrected 

by the dividing calculation with Figure 2(d) and Figure 

2(e), which formed the corrected pattern image (Figure 

2(f)). Figure 2(g) is the comparison of the intensity 

distribution of Figure 2(a) and Figure 2(f), just shown 

here, it can be seen that the intensity distribution of the 

corrected image is almost similar with the one of 

projection pattern image, our method is successfully 

proved to be done in this kind of correction processing. 

 

V. CONCLUSION 

The paper presents a technique of 3D shape 

measurement by using single projection pattern to do 

optimal analysis based on convolution theory. The 

optimal intensity modulation projection pattern is 

chosen to encode the surface area of the object; and 

uniform intensity projection pattern formed by program 

is used to reduce the impact of the colors in stripe 

region. This method is applied to revise the color 

distribution of projection pattern stripes by using the 

background information in 3D projection pattern 

measurement technique.  

The future task is to measure object surface which 

has complicated texture, and verify the robustness of 

this technique. 
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Abstract: We propose a 3-D face recognition method using the iterative closest point (ICP) algorithm. So far, the 

reported 2-D face recognition methods have weak points by source of light, make-up and facial positioning. A using 3-

D shape measurement system includes a technique for optimizing the intensity-modulation pattern projection. 

Therefore, we propose 3-D face recognition system which is robustness in the color change. The face recognition 

method is possible for facial registrations. This method estimate rotations and translations for different positions and 

directions. Consequently, experimental results obtained the high accuracy that the rate of face recognition is 96%. 

 
Keywords: 3-D shape measurement, 3-D image, face recognition, iterative closest point, registration 

 

 

I. INTRODUCTION 

The biometrics is the security technology used for 

access control. The two main types of biometrics are 

behavioral method and physiological method. The 

examples of behavioral method are voice, gait and 

handwriting. This method’s problem is influenced by 

the condition of person. The examples of physiological 

method are fingerprint, iris and face recognition. This 

method is more highly accurate than behavioral method. 

However, fingerprint and iris recognition are difficult to 

get people’s approval. Many people become unpleasant 

feelings because of measurement. Face recognition is 

easy to measure biometric information. Therefore, face 

recognition has a lot of researches. Past face recognition 

uses the two-dimensional image. The biometric system 

extracts a feature from the facial image. The first time a 

feature data is stored. In subsequent uses, the feature 

data is compared. However, face recognition does not 

work well under conditions of lighting and make-up. 

The matching of feature data fails by appearance 

changes of the facial image. To deal with this problem, 

the three-dimensional face recognition attracts attention. 

This technique uses 3-D shape measurement system to 

capture information about the shape of a face. One 

advantage of 3-D face recognition is that it is not 

affected by changes in lighting like other techniques. 

Popular 3-D recognition algorithm is the matching of z-

range images. The z-range image is 2.5-D information. 

The problem of this information is the changes of facial 

position with rotation and translation. We proposed the 

practicable 3-D image measurement system based on 

optimal intensity-modulation projection technique. This 

system is possible to obtain 3-D facial images in high-

speed and high-accurate. The registration of 3-D facial 

image is easy under changes with rotation and 

translation. We propose technique of recognition using 

3-D facial image.  

   

II. 3-D SHAPE MEASUREMENT 

The method of triangulation is the radical principle 

of 3-D shape measurement based on the pattern light 

projection. The pattern light is projected to the target 

object from the source of light, and the camera captures 

images of the appearance from a different angle.  

Formula (1) is used to measure a depth distance of 

target point by the triangulation principle. 

 

 tantan 


b
z  (1)  

Here, z is a depth distance of the measurement point; 

b is a base length (the distance between source of light 

and the center of lens of camera); α is stripes projection 

angle; β is an observation angle degree; β is computable 

by stripes coordinates on the observation image. 

When the strength modulation pattern light is used 

as shown in Fig 1, stripes projection angle could be 

calculated by a single piece of picture theoretically. 

However, this pattern is influenced by the surface color 

of the measurement object and reflection. The intensity 

value of the projection stripes in the observation image 
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changed and the correspondence to the projection angle 

collapsed. There is an optimum strength combination 

pattern light projection method to solve such a problem. 

It is a technique to optimize projection pattern and to 

seek for regulation of variations in intensity at a 

maximum about intensity difference of projection 

between adjacent stripes[1].  

In a set of stripes addresses  N,,2,1  , when the 

intensity order of the address  Npi ,,2,1  , the 

projection light intensity of the stripes strength order is 

defined as the following magnitude correlations. 

 
maxmin 21

IIIII
Nppp    (2)  

Here, ipI is the projection light intensity of stripe 

address, minI  and maxI are minimum value and 

maximum value of the projection light intensity 

respectively. The function is defined when the 

projection light intensity difference of the stripes 

strength distribution combination  NIII ,, 21  is at 

the maximum, evaluation function  NIIId ,, 21  is 

also at the maximum. 

 

  
 



N

Mi

M

j

jiijN IIkIIId

1 1

21 ,,   (3)  

Here, kj is a weight factor. M is width of the filter on 

which evaluation function has been set. As the relation 

of formula (2), when  NIIId ,, 21  is at the 

maximum,  Npppd ,, 21  amounted to the same 

thing. Thus, it can be said that  Npppd ,, 21  seek 

combination  Nppp ,, 21  at the maximum as its 

optimum combination. Projection pattern shown in Fig 

2 is replaced by the stripes order of projection pattern in 

Fig 1. We know that the strength difference between 

adjacent stripes has been increasing as graph. As a result, 

stripes projection angle should be computable 

accurately as long as the strength change rule is 

maintained even if the error margin is included in the 

detection of stripes projection light intensity.  

 

III. 3-D FACE RECOGNITION 

   We obtain 3-D facial images by proposed 3-D shape 

measurement system. A using projection pattern and 

captured images show in Fig 3 (a) (b) (c). The obtained 

3-D image can be displayed as 3DCG (Fig 4). The 3-D 

face recognition needs registration of 3-D facial images. 

The registration algorithm is used as an aligning two 3-

D shape data. A propose recognition method uses the 

Iterative Closest Point (ICP) algorithm[2]. We mounted 

ICP for 3-D face recognition on the system. ICP is 

comprised of four steps. 

1. Selection ; select 3-D point cloud 

2. Matching ; detect correspondence point-pairs 

3. Rejecting ; reject illegal point-pairs 

4. Minimizing ; minimize error between shapes  

Fig.2. Optimal intensity modulated pattern Fig.1. Intensity modulated pattern 

Fig. 3. Projection pattern and capture images 

(a) Initial observation (b) Projection pattern 

Fig. 4. 3DCG of face 

(c) Observation 
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A concrete steps are shown in the following. 

1. Selection 

   The first time a system obtains the 3-D point cloud 

from 3-D facial images. 3-D point cloud is comprised of 

many three-dimensional coordinates. 3-D point cloud in 

enrollment time is called Model, 3-D point cloud in 

unknown input time is called Scene. However, Model is 

measurement data of frontal faces. Images that 3-D 

measurement system captured are shown in Fig 5. Fig 5 

(a) and Fig 5 (b) are texture color images of Model and 

Scene. At first, two facial positions are different. 3DCG 

of Model and Scene shows in Fig 6. 

2. Matching 

   System finds a point-to-point correspondence 

between Model and Scene. The corresponding point of 

Scene is the closest point in Model. We usually takes 

long time of O(N) that search a corresponding point of 

one query point. Here, N is number of 3-D points in 

Model. We use k-dimensional tree (k-d tree) structure to 

make the search processing faster[4]. We take time of 

O(logN) for searching with k-d tree. This algorithm 

finds the corresponding points of all 3-D points in Scene. 

The point-to-point pair between Scene and Model is 

),( ii qp  1,2,1,0  Mi  . Here, M is number of 3-D 

points in Scene, p is 3-D point in Scene, q is 3-D point 

in Model. 

3. Rejecting 

   The purpose of this is to eliminate outliers. The 

corresponding point-to-point pairs include the illegal 

point-pairs. This method eliminates pairs containing 

points on mesh boundaries. Mask images used for 

rejecting are shown in Fig 6. Fig 6 (a) is 3-D 

measurement-area. Fig 6 (b) is boundary-area. The 

corresponding pairs are eliminated on boundary-area. 

4. Minimizing 

   The purpose of this is to minimize error of 

corresponding point-to-point. This method finds the 

rigid transformation that minimizes a weighted least-

squared distance between the pairs of points. The 

transformation is comprised of rotation and translation. 

 

min

1

0

2






M

i

ii tRpq
 

(4)  

   Here, R is rotation matrix, t is translation vector. t is 

obtained using center of gravity. 

 pRqt   (5)  

   Here, p  is center of gravity in Scene. q  is center 

of gravity in Model. 

 

qqq

ppp





ii

ii

 (6)  

    p and q is translated using center of gravity. 

Formula (4) is changed to formula (7). 

Fig. 5. Camera captured images 

(a) Model texture (b) Scene texture 

Fig. 6. Initial position of two faces 

Fig. 7. Mask images for rejecting 

(a) Measurement-area (b) Boundary-area 

Fig. 8. Registration of two faces 

(a) Before minimizing (b) After minimizing 
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Fig. 9. ROC of 3-D face recognition 

FAR 

FRR 

 

min

1

0

2






M

i

ii pRq
 

(7)  

   Formula (7) and formula (8) are the same meanings. 

   maxTr T NR  (8)  

   Formul (8) can be solved by the eigen problem of 

correlation coefficient matrix. R can be calculated out 

from formula (8). Then t can be found from formula (5) 

with R. 3-D points in Scene are transformed into 3-D 

points in Model using rotation and translation. Model 

and Scene shows in Fig 7. 

5. Verification 

   Scene and Model are aligned using iteration of four 

steps. At the last step, we verify identities of 3-D facial 

images of personal person. The distance of Model and 

Scene is distinguished with the threshold. The 

recognition system accepts Scene when the distance is 

smaller than the threshold.  The recognition system 

rejects Scene when the distance is larger than the 

threshold.  

  

IV. EXPERIMENT AND DISCUSSION 

This section describes experiment steps and results. 

The first time, we measure Models of 15 persons. Model 

is 3-D measurement data of frontal face. They move 

face when measure Scene. A number of 3-D 

measurement data is 105 samples. We recognize all 

samples by an application using proposed method. We 

measures rate of misidentification about false rejection 

rate (FRR) and false acceptance rate (FAR). The 

threshold is variable parameter in verification step. FAR 

and FRR shows in Fig 9. The receiver operating 

characteristic (ROC) plot is a visual characterization of 

the trade-off between the FAR and the FRR. In this 

experiment, FAR = 0.038, FRR = 0.047. The rate of 

false is small when a person moves a face. This method 

using registration is effective face recognition with 

moving. The lighting and make-up does not influence 

this method because without facial color information. 

However, this method is used for a one to one 

comparison of a 3-D facial image. The stored template 

data is individual person’s Model. This method takes 

long time when it is used for a one to many comparison. 

Therefore, 3-D face recognition system using this 

method is in conjunction with an ID card or username. 

And, we are necessary to shorten the processing time. It 

is depended on the improvement of hardware and 

refactoring of software. 

 

V. CONCLUSION 

In this paper we proposed a face measurement and 

face recognition method, our system is possible to 

measure 3-D facial shape with moving. This recognition 

method is possible to verify personal persons with 

make-up and lighting. The 3-D face recognition system 

aligns 3-D facial images when a person moves a face. 

This method calculates the distance between two faces. 

The verification step compares a face to stored face. The 

rate of false is small when a person moves a face. 

Serious disadvantage is that our system is less effective 

if the facial expressions vary. A weakness of registration 

is the changes of 3-D shape. Therefore, our system now 

allows only neutral facial expressions. The future work 

is to deal with facial expressions and facial accessory 

problem. 
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Abstract: This paper describes a user study of a life-supporting humanoid directed in a multimodal language and 

discusses the results. Twenty inexperienced users commanded the humanoid in a computer simulated remote home 
environment in the language by pressing keypad buttons and speaking to the robot. The results show that they 
comprehended the language well and were able to give commands successfully. They often chose a button press 
action in place of verbal phrases to specify a direction, speed, length, angle, and/or temperature value, and preferred 
multimodal commands to spoken commands. However, they did not think that it was very easy to give commands in 
the language. This paper discusses the results and points out both strong and weak points of the language and robots. 

 
Keywords: Life-supporting robot, multimodal language, user study, humanoid, human-robot interaction 
 

I. INTRODUCTION 

It is predicted that in near future life supporting 
robots will help people in homes, streets, hospitals, 
offices, etc. In order to design and develop such robots, 
one should take into account both cost and user 
friendliness, since such robots must be affordable for 
people in need and designed for those untrained.  

Although menu-based conventional GUIs are cost 
effective, they are not suited for untrained people and 
through such interfaces one cannot communicate with 
robots in a natural manner even if they look like humans. 
It is understandable that we expect robots to 
communicate with us just like ourselves. In fact, there 
are thousands of robots which can speak and understand 
verbal messages [1]. However, verbal communication is 
just one aspect of human communication; we use 
gestures, postures, eye contacts, paralanguage, etc. to 
convey different kinds of information [2]. Therefore, we 
can well image that humanoids will communicate with 
us both verbally and nonverbally. Obviously, such 
robots will be more user friendly than robots operated 
through a conventional user interface [3]. Unfortunately, 
in order to communicate like humans, robots will need 
many kinds of sophisticated sensors to perceive verbal 
and nonverbal signals, high-performance computers to 
disambiguate messages and infer users’ intensions [4], 
and an articulated body which look and move smoothly 
like a human. For this reason, precise imitation of a 
human will prevent us from developing affordable user 
friendly life-supporting robots. 

The authors have designed RUNA (Robot Users’ 
Natural Command Language), a multimodal command 
language [5-8], taking into account both cost 
effectiveness and natural human-robot communication. 
In RUNA, one can command an action without 
ambiguity by specifying its type and parameter values. 
Several versions of RUNA, which combine spoken 

verbal messages and nonverbal messages such as hand 
gestures, body touch actions, and button press actions 
have been developed and evaluated with novice users. 

A small humanoid that can be directed in an earlier 
version of RUNA was investigated [5]. Novice users 
remotely commanded the humanoid in RUNA to 
explore a room. All the users completed their task with 
help from a three-page leaflet and most of them 
conceived a fairly high opinion of the robot and the 
language, although there were some shortcomings and 
limitations in the robot. The overall command success 
rate during the task was about 70 % and the robot 
reacted to noises due to our poor cheap microphone. 
Because of the limitation of the onboard computer, the 
robot had to choose among 80 actions of walking, 
turning, looking around, and so on; it were able to turn 
by 30 degrees but not by 40 degrees, so it rejected some 
grammatical commands in RUNA. It was difficult for 
novice users to inform the robot one out of five turning 
angle values by pressing a button for a definite period of 
time; they had no idea how long they should press it to 
turn the robot as much as they want, because they were 
given no instructions or opportunities to practice. 

After the study, we developed a simulated humanoid 
with a more sophisticated command interpreter and 
eliminated some of the shortcomings found in our first 
humanoid. The new robot has a larger repertoire of 
actions, including 540 left turns. We redesigned a set of 
button press actions to specify action parameter values 
such as speed, angle, length, temperature values.  

This paper presents a user study of the new life-
supporting humanoid. All of the twenty users completed 
their tasks, to explore a remote room and operate an air 
conditioner, successfully commanding the robot in 
RUNA. The success rate of each user’s commands was 
over 90 % and several of the problems in the old 
humanoid were resolved. Most of the users preferred 
multimodal commands to single modal spoken 
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commands and often selected a button press action to 
specify parameter values. However, the users did not 
think that it was very easy to command the robot in the 
new version of RUNA. The results shed light on some 
problems of our multimodal language as well as 
advantages. Most importantly, it will be easier for 
novice users to communicate with a life-supporting 
robot, if they can convey parameter values one by one 
in nonverbal messages and can always omit some 
parameter values which are obvious in the context or 
values which they do not care about. Since there are 
cases in which it is hard to determine parameter values 
beforehand, users should be allowed to modify 
commands at any time. 

II. MULTI-MODAL LANGUAGE 

In the study presented in this paper, we used a 
version of the multi-modal language, RUNA [6], which 
comprises a set of grammar rules and a lexicon for 
spoken commands, and a set of non-verbal events 
detected using keypad buttons. The spoken language 
enables users to command a humanoid in Japanese 
utterances, completely specifying an action to be 
executed. Commands in the spoken language can be 
modified by nonverbal events. 

An action command in RUNA consists of an action 
type such as walk, turn, report, and lowertemp (for 
lowering the temperature setting) and action parameters 
such as speed, direction, angle, object and temperature. 
Table 1 shows examples of action types and commands. 
The action types are categorized into 24 classes based 
on the way action parameters are specified in Japanese.  

There are more than 300 generative rules for the full 
version of RUNA. These rules allow Japanese speakers 
to command robots actions by speech alone. In RUNA, 
a spoken action command is an imperative utterance 
including a verb to determine the action type and other 
words to specify action parameters. There are more than 
250 words, categorized into about 100 groups identified 
by non-terminal symbols. 

Table 1 Examples of action commands 
Type Command English Utterance

walk walk_s_3steps Take 3 steps slowly!

turn turn_f_l_30deg Turn 30 deg. left
quickly! 

move move_m_r_2steps Move 2 steps right!
look look_f_l Look left quickly!

raisetemp raisetemp_room_2deg 
Raise the temperature 
of the room by 2 
degrees! 

settemp settemp_aircon_22deg 
Set the air-conditioner 
temperature around 22 
degrees! 

query query_aircon_all Report the status of 
the air-conditioner!

 
In RUNA, non-verbal events modify the meaning of 

spoken commands. They convey information about 
parameters of action commands. Table 2 shows 
examples of non-verbal events; users can use keypad 
buttons to specify action parameters values instead of 

mentioning them. This reduces average number of 
words in a command and speech recognition errors. One 
can command a robot saying “turn” and pressing a 
button simultaneously instead of saying “turn 60 
degrees left slowly!” Furthermore, multimodal 
commands are often more natural than spoken 
commands: e. g. pointing a glass and saying “pick this 
up” or saying “lower the temperature” pressing a button. 

 If a button event has been arrived within a short 
period of time, a spoken command will be modified as 
shown in Table 2. The twelve buttons are assigned to 
specific parameter values (Fig. 1). The direction and 
speed of a turning action command are determined by 
the key pressed most recently by the user. A single key 
press action conveys an angle value (10, 20, 40, 50 or 
60 degrees) and a step value (1, 2, 4, 5, or 8 step(s)) 
depending on the duration, while a multiple key press 
action conveys values (90 or 180 degrees and 10, 20, 
and 30 steps). Likewise, the robot will make the preset 
temperature two degrees higher, if a key has been 
pressed twice before a spoken command “raise the room 
temperature!”   

Finally, the repeat button and query button allow 
users to command robots without speaking. The empty 
button convey default parameter values, such as 3 steps, 
30 degrees, right, normal speed, etc. 

Table 2 Button event and action parameters 
action type duration count button 

sidestep/walk 
etc. 

distance distance 
speed 

direction 

turn etc. angle angle 
speed 

direction 
look etc. - - speed/target

raise/lowertemp - temperature - 

 
← 

Left
↑ 
up 

→ 
right 

Fast 

← 
Left

 
→ 

right 
Moderate 

← 
Left

↓ 
down

→ 
right 

Slow 

empty query repeat Cue 

Fig. 1 Key assignment for action parameters 

III. USER STUDY METHOD 

We conducted a user study of a humanoid which can 
be commanded in RUNA using a remote interface. Five 
users who had experienced another version of RUNA 
and 15 novice users (male and female, aged 13-30 
years) commanded the robot to achieve two different 
tasks: exploring a remote room and operating an air 
conditioner in the room. Before commanding the robot, 
the users watched a short demonstration movie for 70 
seconds and read an eight-page document illustrating 
how to give commands in RUNA in diagrams and 
figures for five minutes. Then, we explained them how 
to give spoken and multimodal commands showing the 
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same document. They were allowed to practice 
commanding the robot for up to 20 minutes. 

In order to test their comprehension and competence, 
we also gave them a comprehension test and asked them 
to give some extra spoken and multimodal commands 
precisely as printed in sheets of paper. In addition, they 
were asked to answer questions about the robot and our 
multimodal language at the final stage. 

IV. RESULTS 

Table 3 summarizes the data of each user. Users 1-15 
commanded the robot in RUNA for the first time, while 
users A-E had already contributed to our previous 
studies. All the users completed their tasks: they 
answered three questions about the remote room 
correctly and switched on, changed the temperature 
setting, and switch off the air conditioner as instructed. 

As shown in Tables 4 and 5, they gave many spoken 
and multimodal commands to move forward and turn 
the robot to explore the virtual remote home. They often 
repeated to move the robot forward or turn it to the 
same direction as if to look how the camera view image 
on the screen changed. Some users gave repetition 
commands to do so by pressing the “repeat” button in 
Fig. 1, but the other users did not. For some types of 
actions there were more multimodal commands than 
speech only commands (Table 5). Table 6 shows how 
the users specified angles and distance values. About 
70% of the commands were given within ten seconds 
after the previous command was completed. 

Table 3 Representative data of each user 
 ID  SR nc nw time test Q1 Q2 Q3 Q4

A 100 42 1.0 7:30 8 6 7 M Y 
B 100 48 2.3 9:55 8 4 3 M N 
C 97 33 3.4 11:16 8 4 4 M Y 
D 100 21 2.4 6:07 7 2 3 S Y 
E 100 41 2.5 10:00 10 4 3 M Y 
1 100 36 1.4 8:20 8 6 4 M N 
2 100 31 2.0 12:00 8 4 6 M Y 
3 100 23 2.1 10:37 8 2 3 M Y 
4 100 33 2.0 19:50 10 5 5 M Y 
5 100 38 1.9 9:45 10 5 5 M Y 
6 100 43 1.5 12:10 9 5 4 S Y 
7 100 27 2.1 8:05 10 4 5 M Y 
8 100 26 2.9 8:03 10 4 4 S Y 
9 99 74 1.9 23:06 8 6 7 M Y 

10 98 43 1.8 10:43 9 5 5 M Y 
11 97 31 3.8 11:35 6 6 6 M Y 
12 96 31 4.2 9:20 7 4 4 S Y 
13 96 25 3.7 11:10 7 2 2 S Y 
14 91 23 2.2 13:30 6 4 5 M Y 
15 90 31 2.5 11:46 8 3 5 S Y 

ave - 35 - 11:20 8.3 4.3 4.5 - - 
SR: Command success rate   nc: Number of given commands 
nw: average number of words   time: task completion time 
test: comprehension test result before the tasks (ten questions) 
Q1. Did you command the robot in a natural way? (7 pt. scale) 
Q2. Was it easy to command the robot? (7 pt. scale) 
Q3. Which do you prefer, spoken or multimodal commands?  
Q4. Is this robot helpful for you? (Do you want it?) 
 

At the beginning, some of the users consulted the 
eight-page document, but they did it less frequently at 
the end. Some users seldom turned the pages or took 

time to look at the diagrams. 
Table 6 shows that the users were poor at conveying 

one of five values by the duration of a button press 
action even after achieving their tasks, while it was 
straightforward for them to give parameter values by 
pressing a button twice or three times. The users 
selected quick/fast actions most frequently and there 
were more multimodal commands to turn the robot to 
the right than to the left for some reasons (Table 7). 

After some practice, most of the users spoke clearly 
and fluently in most cases. However, they failed to 
convey action types and/or parameter values by speech 
for several reasons. Some users hesitated to give 
commands including many words a few times. Seven 
users failed to change the temperature setting of the air 
conditioner using a wordy speech only command, 
saying “change the temperature setting of the air 
conditioner to 23 degrees” and failed instead of giving a 
simpler multimodal command, pressing a button twice 
and saying “lower the room temperature!” There were 
also ambiguous and ungrammatical commands such as 
a button press action followed by an utterance “lower it!”  

 A few users tried to modify or restate a command 
and failed while the robot was executing an action. 
Some users used words which are not included in the 
lexicon of RUNA. Some spoken messages were utterly 
clear and fluent but misrecognized by the speech 
recognition system. Finally, Table 8 shows some 
important comments from users. 

Table 4 Modality choice for parameter values 
type value duration count speech default

0-30 deg. 85 - 8 49 
turn 31-60 deg. 17 - 18 - 

61-180 deg. - 31 29 - 
0-9 steps 30 - 36 16 

walk 10-50 steps - 109 34 - 
& 0-99 cm - - 1 - 

move 1-3 m - - 5 - 
forward “much” - - 1 - 

 
Table 5 Number of commands given by users 

action type spoken multimodal button total
walk/forward 56 174 - 230

backward 2 1 - 3 
turn 92 147 - 239

sidestep 18 24 - 42 
look 12 9 - 21 

look around 10 0 - 10 
switch on/off 45 - - 45 

query 15 - 11 26 
settemp 18 - - 18 

lowertemp 1 4 - 5 
repetition - - 53 53 

 

Table 6 Success rates of parameter specification 
modality Value Success rate (%) 

 0-150[ms] 76.2 
duration  700-1300[ms] 81.0 

 1300-2000[ms] 47.6 
count 2 100 

 4 100 

 

The Sixteenth International Symposium on Artificial Life and Robotics 2011 (AROB 16th ’11), 
B-Con Plaza, Beppu,Oita, Japan, January 27-29, 2011

©ISAROB 2011 324



 

Table 7 Parameter specifications using a button 
parameter value specifications

 fast 251 
speed moderate 81 

 slow 9 

direction left 38 
right 75 

Table 8 Users’ comments 
C1 It was difficult to specify a parameter value by 

the duration of a button press action.  
C2 It was hard to measure the distance from the 

robot to a target in the camera image. 
C3 It was difficult to specify an angle value 

verbally or nonverbally. 
C4 It was difficult to command the robot to move 

forward and turn. 
C5 It was difficult to change the temperature 

setting. 
C6 I wish if I had more time to practice. 
C7 I could not speak to the robot fluently. 

V. DISCUSSION 

The results show that the users understood the 
language well and mostly succeeded in giving 
commands during the tasks (Tables 3 and 5). They often 
chose a button press action and specified direction, 
speed, and temperature values without difficulty (Tables 
5 and 7). They preferred to use buttons and thought that 
the robot was helpful (Q3 and Q4 in Table 3). Each user 
spoke only one to four words and well avoided speech 
recognition errors, slips of the tongue and wordy 
commands. We presume that it gets easier for users to 
specify action parameter values using a button and they 
will choose button press actions more often, since 
cognitively speaking it is easier to press a button than to 
generate verbal phrases. 

It is obvious that they did not think that the language 
was a very natural or easy one to communicate with the 
robot (Q1 and Q2). Surprisingly, this result is worth 
than the previous study [5]. Although it is difficult to 
find the good reasons in the data, we can point out some 
disadvantages of the language which might have caused 
difficulties for the beginners. First, there are action 
parameter values, such as angles and walking steps, 
which are difficult to determine before giving a 
command (C2 in Table 8); many users chose short turns 
using a single press and 10-30 step walks using a 
multiple press possibly because they did not know the 
right values. They did not know how to turn the robot to 
a target or how much to move the robot forward to 
reach a target point. Therefore, robots should allow 
users to modify parameter values at any time. It would 
be better if one can send a cue to stop the robot at the 
right place. Second, they were unable to choose among 
angle or step values using a single press action (Table 6 
and C1 and C3), none the less because they were given 
some time to practice. Although users may adapt, there 
should be ways around for beginners. Third, we suspect 
that it is difficult for beginners to specify two or more 
values in a single button press action, because in the 
previous study button press actions specified one or two 

values while in this study users had to specify two or 
three values at once without omission. Therefore, it 
would be better if one can specify values one by one 
and leave out parameters which are not important. The 
language will be more natural if robots can infer users 
intentions based on the context. In fact, novice users 
often left out words whenever it was natural in daily 
communication. In addition, beginners may hesitate or 
restate commands, so life supporting robots must be 
able to deal with hesitant or halting spoken commands.  

We think that the current version of RUNA is too 
complicated for novice users and has some defects 
which make the language a little awkward. The 
language should cover as many natural verbal 
commands as possible. We also suspect that the eight 
page document might have been a little confusing. We 
should not force users to learn what words and phrases 
they can say. 

The results of our studies show that multimodal 
commands are advantageous in some ways and 
preferred by novice users of life supporting robots. We 
have realized a cost effective humanoid novice users 
can successfully direct to a position and make operate 
an air conditioner. The robot will be more user-friendly 
if one can communicate with it in a simpler, more 
natural, and flexible language. 
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Abstract: This paper proposes a multimodal language to communicate with life supporting robots through a touch 

screen and a speech interface. The language is designed for untrained users who need support in daily lives from cost 
effective robots. In this language, the users can combine spoken and pointing messages in an interactive manner in 
order to convey their intensions to robots. Spoken messages include verb and noun phrases which describe intensions. 
Pointing messages are given when users finger-touch a camera image, a picture containing a robot body, or a button 
on a touch screen at hand, which convey a location in their environment, a direction, a body part of the robot, a cue, a 
reply to a query, or other information to help the robot. This work presents the philosophy and structure of the 
language. 

 
Keywords: Life-supporting robot, multi-modal language, speech, touch screen, human-robot interaction 
 

I. INTRODUCTION 

It is expected that life supporting robots will help 
people in their daily lives in near future. Such robots 
must be easy to communicate with those untrained 
including elderly and disabled, and particularly those 
people must be able to learn how to communicate with 
their robot in a short period of time without much effort. 
On the one hand, although a conventional user interface 
using pull-down menus and buttons is a cost effective 
choice, it is difficult to build an easy-to-learn natural 
interface with life supporting robots that are given many 
kinds of tasks. Unless users learn many short-cuts, they 
have to go through a long sequence of choosing among 
menu items or buttons. On the other hand, it will be a 
long journey to realize robots that can speak and 
communicate like humans.  Such robots will need 
sophisticated sensors to collect information and 
powerful computers to recognize different situations, 
perceive verbal and nonverbal messages from their 
counterpart, and disambiguate them based on various 
knowledge sources[1-3]. Therefore, we predict that it 
will take decades to develop affordable robots one can 
convey intentions to in the same way as to humans. 
Thus, in the near future we will need an artificial 
language for natural communication with robots. 

In human face-to-face communications, nonverbal 
messages play a great role [4]. They can fill in gaps in 
verbal messages and convey some kind of information 
more efficiently than explicit words. Since robots are 
often given physical tasks, nonverbal messages are 
particularly important for smooth and efficient 
communication between humans and robots. For this 
reason, nonverbal and multimodal communications 
between humans and robots are subject of current 
research [5-7]. However, there are few arguments on 
multimodal or nonverbal languages between humans 
and robots. 

RUNA [8-12] is the first multimodal language 
designed for communication between untrained people 
and cost effective robots. In the language, one can 
command a robot by combining a spoken message in 
Japanese and nonverbal message such as a hand gesture, 
body touch, and button press action. In some recent user 
studies, novice users were able to successfully 
command a robot and achieve some tasks without a long 
training. Many of them preferred multimodal commands 
to single modal spoken commands. The results of these 
studies imply that more experienced users would be 
able to command robots combining verbal and 
nonverbal messages more efficiently and successfully. 
In addition, since the language is designed so that one 
can give a command on a context free basis without 
ambiguity, one can build a responsive command 
interpreter at low cost. 

Although most of the commands by the novice users 
were successful, there were some human errors as well 
as system errors. Many of them failed to give spoken 
commands with many words which specify a robot 
action in detail. It looks also difficult for beginners to 
convey multiple values in a single nonverbal message. 
For example, those users who commanded a robot 
simultaneously conveying a speed, direction, and angle 
in a gesture or button press action thought that it was 
harder to communicate in the language than the other 
users. Therefore, the efficiency of RUNA seems to be an 
obstacle for beginners. 

Another problem of the current version of RUNA is 
that it does not have a means to point at an object or a 
location. For this reason, users had to direct a robot to a 
location or an object in an indirect manner using spoken 
words, buttons and gestures. Direct pointing at locations 
and objects would make it much easier to convey 
intentions to life supporting robots. 

Based on the advantages and disadvantages of 
RUNA, this paper discusses a multimodal language in 
which one can communicate with life supporting robots 
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through a speech interface and a touch screen, both of 
which are common and not expensive in recent years. 
The language allows users to communicate with a robot 
more slowly and in a more interactive manner than 
RUNA. Using a touch screen at hand, they can point at 
a location or an object in a camera image and send cues, 
pieces of advice and parts of intentions to their robot by 
tapping on a button. In the following sections, we 
describe the principles and structures of the language. 
 

II. COMMUNICATION 

The multimodal language proposed in this paper will 
be developed so that untrained novice users should be 
able to communicate with a life supporting robot 
without taking much time to learn about the language 
and their robot. Based on the results of studies of 
RUNA, we predict that an affordable user friendly life 
supporting robot will be realized if we develop a good 
multimodal language. Above all, a touch screen and a 
speech interface should provide a good means for users 
of such a robot. For this reason, the language is 
strategically-designed to utilize such devices. Figure 1 
depicts a touch screen showing windows for interactions 
in the language. The camera image window shows real 
images from a camera on the robot in real time. Some 
buttons appear in the button window, which guide users 
to convey intentions. Users may point at a location or a 
body part of the robot and use gestures on the screen. 
The language is designed based on the following laws: 

1. Users must be able to convey their intensions in 
an interactive manner. 

2. Users must be able to send messages at any 
time. 

3. Users must be allowed to speak in as natural a 
way as possible. 

4. A touch screen must help users as much as 
possible. 

5. Users must be able to point at 3D positions or 
locations in their environment without difficulty. 

6. Users must be able to point body parts of their 
life supporting robot. 

7. Whenever necessary, buttons must appear on 
the touch screen. 

8. Users must be able to use gestures to convey 
their intensions. 

9. The touch screen must display messages to help 
users and realize smooth communications. 

10. Robots must send spoken messages to help 
users. 

III. MULTIMODAL LANGUAGE 

A. Semantic Representation 
Table 1 exemplifies intensions users can convey to 

robots in the language. Intensions are identified by their 
type and parameter values. For instance, an intension to 
start a robot moving forward slowly is formally 
represented by a type move forward and a speed value 
slow. The robot must identify the type and parameter 

value by interpreting verbal and nonverbal messages 
from the user. In our language, users can leave out 
optional parameter values if they do not care about 
them; if one does not care about the speed, one does not 
need mention it. As seen in Table 1, all the types of 
intension belong to one of the classes, such as action, 
cue, and advice.  

 

 

Fig. 1 Touch Screen Windows 

Table 1 Intension Representation 
Class Type Parameters 

action

move forward speed(optional) 
turn/move 
aside 

direction(mandatory) speed(o) 

go to destination(m) speed(o) 
come to destination(o) speed(o) 
turn to target position(m) 
pick up position(m) size(o) hand(o) 
bring position(m) size(o) hand(o) 
place position(m) 
push / pull position(m) size(o) hand(o) 
look target position(m) 
grasp hand(m) size(o) speed(o)  
release hand(m) speed(o) 
rotate wrist hand(m) direction(m) speed(o) 
move hand direction(m) hand (o) 
move object position(m) destination(m) size(o)

throw away 
position(m) destination(m)  
type(o) size(o) 

vacuum- clean
room(m) location(o) area(o) 
mode(o) 

device op device (m) operation(m) value(m)
report content(m) 
sing / dance  genre(o) 

cue 

start stop 
pause 
resume 
cancel ok 

 

advice

subgoal position(m) 
obstacle position(m) 
landmark position(m) label(m) 
bail out direction(o) 

 
B. Interpretation 

Since inexperienced users may not be able to express 
their intensions without effort, our language allows 
them to send verbal and nonverbal messages that 
contain partial information. In other words, one can 
inform a robot of the type and mandatory and optional 
parameters of their intension bit by bit in separate 
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messages (Fig. 2). For instance, a spoken message “turn” 
brings a left button and a right button on the touch 
screen to help the user to convey a direction. The robot 
also sends spoken messages and screen messages to 
inform the user of what has been received and what 
information is needed. Unmentioned parameter values 
are inferred by the robot based on the default values and 
context. In addition, one can restate a type or parameter 
value at any time before the robot starts its action. 

 

Fig. 2 Communication of Intentions 
 
After conveying a complete intension, namely, the 

type and mandatory parameter values, one can cue the 
robot to start by sending a spoken or pointing message. 
A cancel cue removes received information and stops 
the current action if being executed. While the robot is 
executing an action, the user can send a cue, an 
overriding parameter value, or advice to the robot.  

Table 2 Grammar rules 
Rule Description 
S → INTENTION intention 
S → INTETION_PARAMS parameters 
S → CUE cue 
S → ADVICE advice 
INTENTION → IP1 IT11 intention type and 

parameters 
INTETION_PARAMS → IP1 parameters(type1)
IP1 → SPEED SHORTSLIENCE speed + short 

silence 
IP3 → TO_LOCATION location 
TO_LOCATION → HERE TO to here 
TO_LOCATION → KITCHEN the kitchen 
TO_LOCATION → THIS DOOR TO to this door 
IT1 → MOVEFORWARD move forward 
CUE → START cue to start action

 

IV. SPOKEN MESSAGES 

A spoken message of our language is a sentence, 
phrase, or word in Japanese to partially convey an 
intension that can be represented as in Table 1. A 
sentence includes a word or phrase denoting an 
intension type, so one can specify the type and one or 
more parameter values in a sentence like “turn to the 
left slowly.” It is also possible to send a single phrase 
message that contains only a parameter value or type. 
Thus, a beginner can convey an intension bit by bit 
slowly. It is also easy to modify parameter values that 
have been already sent.  

The lexicon of the language includes deictic words 

such as kono/kore (this) and koko (here). For example, 
one may give commands like “place the bottle here,” 
“turn to this quickly,” “pick up this can,” or “move this 
here.” Although such words certainly do not help robots 
to determine parameter values, one can command a 
robot in a natural manner by combining a pointing 
message and such a word. 

Table 2 shows some examples of grammar rules of 
our new spoken language. The grammar is similar to 
RUNA’s grammar, but it includes more deictic 
expressions and less numerical expressions. 

V. POINTING MESSAGES 
Pointing messages are such messages that are sent 

through a touch screen. A touch on a camera image 
conveys a parameter value, e. g. the position of an 
object or a location in the robot’s view. One can touch a 
button on the screen to send a cue, a parameter value, or 
a piece of advice. For instance, a touch on a picture of 
the robot’s body creates a nonverbal message containing 
a location or a body part.  

A cue can be sent by a touch on a cancel, start, stop, 
pause, or resume button. Users can send a cancel cue 
and restart commanding at any time, terminate or 
interrupt an ongoing action, and resume an interrupted 
action by touching a button on the screen. After the type 
of an intension is identified in a spoken message, 
buttons appear on the screen to allow the user to choose 
among parameter values. The user can modify 
parameter values at any time before the action 
terminates. 

VI. 2D GESTURES 

Finger gestures on a touch screen can convey 
contours, trajectories, directions, speeds, lengths, 
heights, angles, locations, and symbols. First, using 
gestures on a camera image and deictic expressions in 
spoken messages, one can inform a robot a safe route to 
a location, a hand trajectory to an object, the contour 
and size of an object, a direction, etc. Next, 2D gestures 
on a robot picture help users to intuitively communicate 
directions, speeds, lengths, angles, body motions, 
heights, etc. Moving a finger across the body of the 
robot with a spoken message “put the cup up” is quite a 
natural way to command a robot. Finally, symbolic 
gestures substitute for or emphasize spoken words. We 
expect that using these gestures users will be able to 
communicate more naturally. 

VII. INTERACTIONS 

This section illustrates some example of interactions 
between a robot and its user.  

Interaction A (moving to a location) 
U: Turn… 
R: Left or right? (Displays buttons) 
U: (Touches on the “right button”) 
R: OK! (Starts moving and displays new buttons) 
U: (Touches on the “slow” button) 
R: (Slows down) 
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U: (Touches on the “stop” button) 
R: OK! 
U: (Points at the camera image.) 
R: (Displays a mark on the point.) 
U: Go here! 
R: Shall I go here?  (Displays a “start” button) 
U: (Touches on the “start” button.) 
R: OK! (Starts moving and displays buttons.) 
 

Interaction B (moving an object to a location) 
U: (Points at an object) 
R: (Displays a mark on the object) 
U; (Points at a location) 
R: (Displays a mark at the point) 
U: Move this here! 
R: Shall I move this here?  (Displays a start button) 
… 
 

Interaction C (throwing away a bottle) 
U: (Points at a bottle on the floor) 
U: Uh, this bottle. 
R: This bottle?  (Displays a mark) 
U: Throw it away! 
R: Shall I throw this away?  (Displays a “start” button) 
… 
 

Interaction D (changing the temperature setting) 
U: The, uh, air conditioner… 
R: Shall I operate the air conditioner? (Displays 
buttons) 
U: (Touches on the “temperature” button) 
R: (Displays the current temperature setting and buttons 
to change the temperature) 
U: (Changes the temperature and cues OK) 
 

VIII. DISCUSSION 

In general, direct pointing and speech are among the 
easiest input methods for most users. Our language 
allows beginners, who cannot efficiently combine 
pointing gestures and speech, to convey their intentions 
slowly and interactively. Using key words and phrases 
in Japanese, one can inform a robot of the type of an 
intention without using a keyboard shortcut or selecting 
among menu items, and then convey parameter values 
guided by the robot. Experienced users of our language 
will be able to achieve their goals more quickly by 
sending spoken and nonverbal messages. 

Needless to say, it is difficult to specify locations, 
objects, and body parts without pointing at or touching 
them. Spoken commands to life supporting robots tend 
to be wordy and tongue-twisting [12, 13]. In addition, 
the use of nonverbal messages instead of verbal 
messages will often decrease cognitive loads. 

IX. SUMMARY AND FUTURE WORK 

This paper proposed a multimodal language and a 
user interface for untrained users of life supporting 
robots. The language is designed based on experiences 

and results of some earlier studies on RUNA, and 
allows beginners to convey their intentions on a more 
interactive basis. A touch screen will help them to select 
among options and interact with a robot in an intuitive 
manner. At this moment, we are developing a test bed 
for user studies of the new multimodal language. Our 
future work include user studies of life supporting 
robots based on the language, design of a multimodal 
language integrating speech, 3D gesture, body and 
screen touch, and other modalities. 
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I. INTRODUCTION 

Recently, immense multimedia information has 
come to be exchanged on the Internet, where 3DCG, 
video, image, sound, and text are involved in various 
circumstances with terminal devices, networks and 
users different in their competences and performances. 
This fact may easily lead to ‘digital divide’ so called 
unless any special support is given to the weaker. 

The universal design concept is proposed to support 
handicapped people in their social activities1. In the 
computer science field, the universal web2 has been 
proposed to evolve this concept. However, this does not 
support to switch the contents, media and its quality of 
service (QoS) function to work the devices and network 
environments in their full performances. On the other 
hand, many studies about the QoS function proposed to 
optimize the video quality for priorities on users’ 
requests3. These studies focused on performances of 
devices and network environments but neither users’ 
abilities nor contents. Of course, there were also several 
studies on ‘universal multimedia access (UMA)’ but 
they could not narrow the digital divide because they 
concerned ‘content switching’ only4. 

Considering this fact, we have already proposed a 
new concept of UMA and its switching functions5 
intended to narrow the digital divide by providing 
appropriate multimedia expressions according to users’ 
(mental and physical) abilities, computer facilities and 
network environments. In this paper, we redefine these 

switching functions and propose a concept of user 
adaptive interface for UMA.  

 

II. UNIVERSAL MULTIMEDIA ACCESS 

The digital divide is caused by the differences in 
users’ personal competences, computer facilities and 
network environments with such detailed items as 
follows. 

(1) Personal competence: sight ability, hearing 
ability, handling ability, language ability, computer skill 
and culture, 

(2) Computer facility: processing power, resolution, 
color quality, sound quality and battery life,  

(3) Network environment: bandwidth availability, 
specification and transfer mode. 

Therefore, multimedia information is necessarily 
accompanied by switching user interface, media and 
QoS parameters reflecting these differences. Here, we 
present a new approach to UMA for handicapped 
people to work their devices and network environments 
in full performances. Our purpose is exclusively to 
develop a new mechanism for switching appropriately 
user interfaces, media and QoS parameters based on 
such a concept as shown in Fig.1. 

 

III. SWITCHING FUNCTIONS 

UMA is to selectively provide three kinds of 
switching function, namely, user interface switching 
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(UIS), media switching (MS) and QoS switching (QS). 
Fig.2 shows these switching functions working as 
follows: 

(SF1) UIS: switch to user interfaces (UI) appropriate 
for users’ competences and display devices, 

(SF2) MS: switch to media appropriate for users’ 
competences, performances of terminal devices and 
networks, 

(SF3) QS: control media qualities appropriate for 
users’ competences and terminal devices.  

These functions are applied in the ascending order 
(from SF1 to SF3) at beginning to play multimedia 
information or in the descending order at playing. 
 

 
Fig.1. Universal Multimedia Access 

 

 

Fig.2. Switching Functions 

IV. USER INTERFACE SWITCHING 

UIS sets up the following items according to 
computer skill and computer facilities. 

(U1) Writing style appropriate for language ability, 
(U2) UI type and annotation option appropriate for 

computer skill, 
(U3) Media size, font size, number of media and 

number of characters appropriate for display device size. 
Additionally, I/O function is reflected by the users’ 

disability. 

1. Operations and Media 
UI provides for operations and media according to 

computer skill and computer facilities. Computer skill is 
graded to select operation as follows. 

(G0) No Knowledge about Computer: Unable to 
operate any computer functions. 

(G1) Computer Beginner: Able to startup an 
application software such as Web browser and play 
media. 

(G2) General Web User: Able to operate general 
Web pages and select to play a media. 

(G3) Internet Expert: Able to use efficiently 
interactive online applications such as a search engine. 

On the other hands, computer facilities are 
composed by some components and classified to 4 
levels (None, Low, Middle, High) to setup media. 

 

2. User Interface 
A. Template for User Interface 

UI is different at each level depending on computer 
skills and facilities. Considering such differences, 12 
types of UI are expressed in a matrix as shown in 
Table.1. 

Computer beginners are supposed to select 
Broadcast Operation (BO) so as to play media 
according to the program without complicated 
operations. The user can get information just like 
watching TV because it is not necessary to operate any 
application software fundamentally. Choice Operation 
(CO) is intended for general Web users so as to select 
media only. But it takes user much time to select one 
from a lot of media. Search Operation (SO) is supposed 
to support Internet experts by providing a keyword 
search function. 

Low power terminals are supported to play AA and 
text with only low graphics power and narrow 
bandwidth of network. Middle power terminals are to 
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display contents such as combinations of still image and 
text. High power terminals play video requiring not only 
high power CPU but also high power Graphic device. 

 
B. Layout of Media 

A layout is used to put media on UI and to specify 
the display region, display size and number of media for 
resolution of the terminal device and the media. Typical 
resolutions in terminal devices are shown in Fig.3 and 
the numbers of available media are affected by these 
resolutions. These relations enable a layout to specify 
the display position according to the display size and the 
number of media. Typical devices can display the 
number of media as follows: 

 
 (Ex.B1) Cellular phone (Resolution: 240 x 320 

[pixel]) 
Character (10.5pt): 374 
Image (96 x 120 [pixel]): 6 
Video (QCIF: 176 x 144 [pixel]): 1 
 (Ex.B2) PDA (Resolution: 800 x 600 [pixel]) 
Character (10.5pt): 2394 
Image (96 x 120 [pixel]): 40 
Video (QCIF: 176 x 144 [pixel]): 1 
(Ex.B3) Notebook computer (Resolution: 1024 x 

768 [pixel]) 
Character (10.5pt): 3942 
Image (320 x 240 [pixel]): 9 
Video (DV: 720 x 480 [pixel]): 1 
 (Ex.B4) Desktop computer (Resolution: 1280 x 

1024 [pixel]) 
Character (10.5pt): 6643 
Image (320 x 240 [pixel]): 16 
Video (720p: 1280 x 720 [pixel]): 1 
 

C .Expression of Media 
An expression is to facilitate the options of writing 

style, Kana-Kanji conversion, alternative media and 
language in order for better readability. 

(Ex. 1) For children (supposed to be lower in 
language ability): simple Kana text with notes 

(Ex. 2) For aged person (supposed to be higher in 
language ability): replacement of loan words by 
Japanese traditional words 

In addition, cross-media switching, for example text 
to video conversion, has been provided for better 

readability, including such functions as to filter out 
harmful media contents. 

 

3. Approach to User Interface Switching 
In order to introduce UIS, we focused on CO 

because willing users are supposed to perform this 
operation driven by necessity. On the other hand, they 
will not use any operation without CO. From this point 
of view, CO is applied to UIS switching from a current 
UI to desired one and controlling types of UI with 
buttons just like TV remote control. 

 

V. Implementation 

Our ideas were implemented as Flash applications 
running on a web browser as shown in Fig.4. These 
applications conduct a person the way from the 
Fukkodaimae station to Fukuoka Institute of 
Technology providing abovementioned 12 UIs. These 
UIs can be switched to a desired one using ‘software 
remote controller (SRC)’ as shown in Fig.5. SRC is 
supposed for general Web users and over so as to select 
a UI with simple button operation because other users 
would not like complicated operations. 

 
Table 1. User Interface According to User’s Operati

on and Types of Media 

 

 
Fig.3. Resolution of Terminal Device 

The Sixteenth International Symposium on Artificial Life and Robotics 2011 (AROB 16th ’11), 
B-Con Plaza, Beppu,Oita, Japan, January 27-29, 2011

©ISAROB 2011 332



 

 
Fig.4. Implemented User Interfaces 

 

 
Fig.5. Software Remote Controller 

 

VI. CONCLUSION 

In this paper, we discussed the UIS and its UI 
appropriate for computer skills and facilities. Especially, 
we introduced SRC into UIS for simple button 
operation. SRC is simple solution to switch a desired UI 
employing UIS function. Currently, we are evaluating 
SRC and its UI. In near future, we will construct some 
types of contents for evaluating UIS and other switching 
functions for UMA. 
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Abstract: It is believed that common input to nearby neurons leads to their synchronous spiking. However,
recent studies have shown that recurrent neural networks can generate an asynchronous state characterized by
low mean spiking correlations despite substantial amounts of shared input. The asynchronous state is generated
by the interaction of excitatory and inhibitory populations, which is called active decorrelation. Here, we
investigate the advantage of the active decorrelation on signal transmission in multilayer neural networks. The
results of numerical simulations show that the active decorrelation is suitable for transmission of rate code
because it can suppress the layer-by-layer growth of correlation.
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1 Introduction

It is thought that brains process information by the tem-
poral and spatial patterns of neuronal firing. Previous stud-
ies showed that synchronous firing plays functional roles
such as binding information. However, a recent experiment
[1] has shown that the correlation of neuronal firing in mon-
key’s V1 is extremely low, and a theoretical study[2] has
proposed the mechanism that can generate an asynchronous
state although neurons share a large amount of input. The
asynchronous state is generated by the effect of balanced
excitatory and inhibitory populations, which is called active
decorrelation. In this study, we investigate the advantage of
the active decorrelation for information processing by nu-
merical simulations. We investigate how the active decor-
relation improves transmission of rate code in multilayer
neural networks.

2 Methods

2.1 Model Description

As mentioned earlier, we consider multilayer neural net-
works that transmit rate code (see Fig. 1). This network
structure corresponds to the hierarchical organization in the
real brains. For example, visual information is transmitted
through retina, LGN, V1, V2, and so on. Although it is
known that brains send top-down signals to process infor-
mation effectively, here, we do not consider such feedback
connections for simplicity.

Figure 1: Transmission of rate code in a multilayer network.
FR, firing rate.

2.1.1 Neuron Model

Here, we use McCulloch-Pitts model[3], which is the sim-
plest and popular neuron model. The model outputs 1 if the
sum of input from other neurons exceeds the threshold �. If
not, it outputs 0. The model’s equation can be described as
follows:

xi(t+ 1) = 1[
∑

j

wijxj(t)− �], (1)

where wij is the conection strength from jth neuron to ith
one, � is the threshold, and 1[u] is the step function:

1[u] =
{

1 (u ≥ 0)
0 (u < 0) . (2)
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2.1.2 Network

The network architecture of our model is shown in Fig. 2.
X is external input consisting of excitatory neurons, E de-
notes an excitatory population, and I denotes an inhibitory
population. The number of neurons in each populations is
N=1000, and neurons are connected with probability p=0.2.
The layers correspond to the regions in Fig. 1. The inter-
layer connections of the model in Fig. 2 are only from exci-
tatory populations because it is known anatomically that ax-
ons of excitatory neurons are longer than those of inhibitory
neurons. Axons mean a part of neurons which play a role
of connection. Detail of parameter settings are the same to
the Renart’s study[2].

Figure 2: Schematic of the network architecture.

2.2 Evaluation

2.2.1 Rate Code

Rate code is one of the important information representa-
tions in brains. In this study, we consider mean firing rate
that is the number of firing neurons divided by the popula-
tion size. So the range is [0,1]. In other words, a neuronal
population represents one scalar value. Here, we investigate
the efficiency of transmission of rate code signals when the
active decorrelation works effectively (active decorrelation
ON) and when it does not (active decorrelation OFF).

2.2.2 Correlation

We evaluate whether the system is in synchronous states
or in asynchronous states by calculating correlation of neu-
ronal activities in each layer. The correlation is calculated
as follows:

rij =

T∑
t=1

(Ei(t)−Ei)(Ej(t)−Ej)√
T∑

t=1
(Ei(t)−Ei)2

√
T∑

t=1
(Ej(t)−Ej)2

, (3)

where rij is the correlation between ith neuron and jth neu-
ron, E is the time series of neuronal activities represented
by 1 (firing) and 0 (rest). Ei means the time average of

Ei(t). We consider the average of rij over all the pairs in a
population as the correlation of the population.

2.2.3 Time Response

Vreeswijk et al.[4] mentioned that the response time of the
population rates is shorter than the time constant of single
neurons in the balanced state. Here, we check the phe-
nomenon by changing the firing rate of external input mX

according to a sine curve and measuring the lag of the peaks
of population rates between layers.

3 Simulation Results

3.1 Transmission of Rate Code

The response against sine input is shown in Fig. 3. Each
line means each layer’s firing rate. The active decorrelation
is ON in Fig. 3 (A) and OFF in Fig. 3 (B). We change
the parameter � , which is the relative time constant of in-
hibitory neurons against excitatory ones, to switch between
active decorrelaion ON and OFF. � is set to 1 in Fig. 3 (A)
and 2 in Fig. 3 (B). The system transmits rate code clearly
when the active decorrelation is ON.

Figure 3: Time series of the firing rate of each excitatory
population in response to a sinusoidal input.
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The correlation and raster plots are shown in Fig. 4
where external input mX is fixed to 0.1 to check whether
the active decorrelation creates an asynchronous state. The
blue dots in Fig. 4 represent neuronal firing. Vertical stripes
mean synchronous firing of neurons. You can see that layer
3 is in a highly synchronous state when the active deccore-
lation is OFF. The active decorrelation suppresses the layer-
by-layer growth of correlations, and it is suitable for trans-
mission of rate code.

Figure 4: Raster plots and the correlations of neuronal firing
in multilayer networks.

By carefully checking Fig. 3 and Fig. 4, you can find
some features. In Fig. 3(A), the rough profile of the sine
curve is transmitted well but the correct values are not. For
example, the peaks of the firing rates are about 0.8 in exter-
nal input, 0.7 in layer 1, 0.65 in layer 2 and 0.60 in layer 3.
It is thought that the values of the firing rates decay because
of the deviation from linearity in the input-output relation-
ship, as shown in Fig. 5.

The intersection is about 0.5 in Fig. 5. It is the equi-
librium point because signals converge to the intersection
when they are transmitted through layers repeatedly. It is
easy to check if the intersection is stable or not. We denote
the value of the intersection as a and the response curve of
layer 1 as f . Here, a is about 0.5, and f is the red line

Figure 5: Firing rates in excitatory populations against ex-
ternal input. The active decorrelation is ON.

in Fig. 5. If f ′(a) > 1, a is an unstable fixed point, and
the firing rate converges to 0 or 1 depending on the initial
condition. If f ′(a) < 1, a is a stable fixed point, and the
firing rate converges to a. For the above reason, the only
perfect linear system can transmit rate code in infinite lay-
ers, and such a perfect one can not exist. So what we can do
for good transmission of rate code is to make the response
curve closer to linear one. This problem of response curves
between layers has been mentioned by Litvak[5].

In this paper, we have shown two problems to transmit
rate code in multilayer networks. One is the layer-by-layer
increase of correlation. The other is the nonlinearity in the
response curves. We have shown that the former problem
can be resolved by the active decorrelation.

3.2 Time Response

We investigate another advantage of the active
decorrelation—time response. As the frequency of external

0 200 400 600 800 1000
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Time(ms)

F
i
r
i
n
g
 
R
a
t
e

Time Response in Multilayer

Figure 6: Responses to a sinusoidal input with increasing
frequency. The active decorrelation is ON.
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input mX increases in Fig. 6, the time lag becomes appar-
ent. You can see the lag is several milliseconds between
successive layers in Fig. 7 which is an enlarged view of
Fig. 6. In this model, the time constant of one excitatory
neuron is 10 ms, so the populations track the signal changes
quickly as compared with the time constant. A previous
study[4] has shown theoretically that such a quick tracking
occurs in balanced states. The study showed that the lag de-
creases in proportion to 1/

√
K, where K is the number of

connections per neuron. We have shown that such a quick
tracking also occurs in multilayer networks.

800 820 840 860 880 900
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Time(ms)

F
i
r
i
n
g
 
R
a
t
e

Time Response in Multilayer

Figure 7: An enlarged view of Fig. 6 in the range from 800
to 900 ms.

3.3 Characteristic Frequency

Another point that we can find from Fig. 3 and Fig. 4 is
that a synchronous network has a characteristic frequency.
In Fig. 4(B), synchronous firing which is represented as
vertical stripes is observed in layer 3, and it seems to be pe-
riodic. We set external input to various frequencies in the
situation of active decorrelation ”OFF” (� = 2) to check its
periodicity. An interesting phenomenon like sympathetic
vibration is observed in Fig. 8. It is not observed against
higher frequencies. So we can conclude that the network
with the active decorrelation OFF has a characteristic fre-
quency. It can play a role as oscillator in vivo. Further
parameter analysis would be required to check whether the
phenomenon occurs broadly.

4 Conclusion

We have investigated the advantage of the active decor-
relation for transmission of rate code in multilayer neural
networks. However, the active decorrelation seems incom-
patible with other codes such as temporal code. So it can
be thought that the brains use both synchronous and asyn-
chronous states depending on the situation and areas of the
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Figure 8: Sympathetic vibration in a synchronous network.
The active decorrelation is OFF.

brain. We have also observed the existance of characteristic
frequencies in synchronous networks. The networks seem
to have a range of resonant frequencies, and it is our future
problem to check the generality of the phenomenon.
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A two-variable silicon neuron circuit based on the Izhikevich model
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Abstract: The silicon neuron is an analog electronic circuit that reproduces the dynamics of a neuron. It is a
useful element for artificial neural networks that work in real time. Silicon neuron circuits have to be simple
and at the same time be able to reproduce rich dynamics in order to reproduce various activities of neural
networks with a compact, low-power consumption, and easy-to-configure circuit. We have been developing a
silicon neuron circuit based on the Izhikevich model, which has rich dynamics in spite of its simplicity. In our
previous works, we proposed a simple and low-power consumption silicon neuron circuit by reconstructing the
mathematical structure in the original model using an analog electronic circuit. In this paper, we propose an
improved circuit in which all of the MOSFETs are operated in the subthreshold region.

Keywords:Silicon neuron, Izhikevich model, mathematical structure-based method, subthreshold

I Introduction

The dynamics of neurons and that of neural networks
have been widely researched. Many mathematical mod-
els of neurons have been developed[1, 2, 3] to reconstruct
their dynamics and simulations conducted[4, 5, 6] to repro-
duce various functions of neural networks such as rhythmic
movements, associative memory, and pattern recognition.
The silicon neuron reproduces the dynamics of a neuron in
an electronic circuit. The network of silicon neurons can
operate in real time regardless of its size, which is difficult
by the simulation using digital computers. In addition, it
can be compact if it is implemented into an analog Very
Large Scale Integrated circuit (aVLSI). For those reasons,
the silicon neuron is expected to be applied for real time sys-
tems such as hybrid systems, medical devices, and robots.

Basically, silicon neurons have been developed by two
different approaches. The first one is to reproduce only sig-
nificant neuronal behaviors, which is called the phenomeno-
logical method. Silicon neuron circuits designed by this
method[7] tend to be simple but can only reproduce a few
firing patterns because of its oversimplified dynamics. The
second one is to reproduce the neuronal dynamics minutely
by solving the ionic conductance models, which is called
the conductance based method. Silicon neurons designed
by this method[8] can reproduce various firing patterns but
their circuitry is complex and large.

Recently, Kohno[9] have proposed another method, the
mathematical-structure-based approach, which allows us to
design simple circuits with rich dynamics by reproducing
the mathematical structure of the original models. By us-
ing this method, Nagamatsu[10] proposed a silicon neu-
ron circuit (we call it the previous circuit in this paper)
which reproduces the mathematical structure of the Izhike-
vich model[11]. This silicon neuron circuit reconstructs the
dynamics of the original model with a simple circuit whose
average power consumption is about 15 nW. However, in

the circuit that implements jump of the state in the original
model (we call this circuit reset circuit) the voltage variation
is relatively large in comparison to other parts of the circuit
operated in subthreshold region. Besides this, the input cur-
rent that triggers spiking of the silicon neuron needs to be
considerably small. It is likely to be difficult to produce.

In this paper, we propose an improved circuit with a
new reset circuit in which the voltage swing is about 0.4
V, which is lower than that of the previous circuit by about
2.25 V. In addition, we scaled up the input current by alter-
ing a part of the circuit. These modifications are expected to
lower the difficulty in aVLSI implementation of this circuit.

II Izhikevich model

The Izhikevich model consists of two-variable differen-
tial equations with jump of the state:

dv

dt
= 0.04v2 + 5v + 140− u+ I (1)

du

dt
= a(bu− v) (2)

if v = 30mV then v ← c, u← u+ d (3)

wherev andu are the membrane potential and an internal
variable respectively. This model can reproduce 20 firing
patterns that neurons in the cortical area of the brain ex-
hibit, by tuning the four parameters:a, b, c, andd[12]. The
parametera controls the time constant ofu, andb represents
the slope of theu-nullcline, the line where the derivative of
u is zero, which is shown in Fig. 3(a). The parametersa and
b control the characteristics of the equilibrium points where
thev-nullcline intersects with theu-nullcline. The parame-
tersc andd respectively determine the membrane potential
and the increment ofu when a jump of the state occurs.
These two parameters mainly control the characteristics of
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u+d circuit

Iin Ibias

v

Figure1: Block diagram of our silicon neuron circuit.

the burst firing.

III Designed circuit

In this section, we show the design of the improved sil-
icon neuron circuit based on the Izhikevich model compar-
ing to the previous one proposed by Nagamatsu[10]. Figure
1 shows the block diagram of our improved circuit.

1 Mathematical-structure-based approach

This circuit is designed by using mathematical-
structure-based approach proposed by Kohno[9]. In this
method, we reconstruct the mathematical structure in the
original model using output characteristic curves of simple
analog electronic circuits, which allows us to avoid using
complex circuits to directly approximate the equations in
the original model.

2 Reproducingv- and u-nullclines

To reconstruct the mathematical structure, we repro-
duced thev- and theu-nullclines by circuits shown in Fig.
2. In the previous circuit, thev-nullcline was reproduced
by two differential pair circuits, but in the improved circuit,
a bump-antibump circuit[13] is used because it consumes
half as much power as the two differential pairs to get the
parabolic output current of the same scale. We have in-
creased the bias voltage to scale up the input current that
triggers spiking of the silicon neuron, yet the improved cir-
cuit consumes as low power as the previous one. It is be-
cause the new reset circuit consumes less power than the
previous one by about 9 nW. This cancels the increment of
the power consumption of the alternativev-nullcline circuit
which is about 7 nW. Theu-nullcline is reproduced by the
same circuit as the previous one: a differential pair circuit
with source degeneration.The characteristic curves of thev-
nullcline and theu-nullcline circuits are shown in Fig. 3(b)
and their theoretical formulae are described in Eqs. (4) and
(5) respectively.

Iout = Ib

(
1− 1

1 + 4
S cosh2 κ(V in−V vd)

2

)
(4)

Vss

Vdd

M0

M1 M2

Vvb

Vvd

Iout

M3

M4

Vin

(a)

Vss

Vdd

M0

M1 M2

Vub

Vud

Iout

M3 M4
Vin

(b)

Figure2: Schematics of the circuits that produce the null-
clines. (a) The bump-antibump circuit that produces thev-
nullcline. (b) The degenerated differential pair circuit that
produces theu-nullcline.
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Figure3: Comparison between the nullclines of the orig-
inal model and those of our circuit. (a) Thev- and theu-
nullclines of the original model. (b)Those of our circuit that
has the same geometry as the original model even though
they don’t have exactly the same shape.

Iout =
Ib

1 + exp −κ(V in−V ud)
2UT

(5)

As shown in Fig. 3(b), the width of thev-nullcline of our
circuit is three times as large as that of the original model
but it doesn’t matter if we scale the membrane potential ap-
propriately. We have to add an amplifier that scalesv down
to one-third to output the original membrane potential, but
there is no need to do so if silicon neurons are intercon-
nected via silicon synapses that reproduce the dynamics of
synapses because their circuit can be designed to accept the
voltage scale of our silicon neuron circuit. Also, in our
circuit the v-nullcline is not exactly parabolic and theu-
nullcline not exactly linear but it doesn’t matter because it
has the same geometrical arrangement as the original one
and we can reconstruct the same mathematical structure if
we configure the parameters appropriately.

3 Current-mode integrator

A current-mode integrator is used to integrate the equa-
tion for the variableu because it is represented by the
amount of the current from the capacitance that represents
the membrane potentialv. Figure 4 shows the current-mode
integrator designed to operate in the subthreshold region
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Figure 4: Schematic of the current-mode integrator[14].
Iout is temporal integration ofIin − Iout, which represents
the variableu. The time constant depends onC and Iτ ,
which corresponds to the parametera

and to be suitable for implementation by relatively fine pro-
cess such as .35µm[14]. This circuit implements the inte-
gration described as follows:

dIout
dt

=
Iτ

CUT
(Iin − Iout) (6)

whereIout is the output current of the integrator that rep-
resentsu, Iin is the input current that comes from theu-
nullcline circuit,C is the capacitance in the integrator,UT

is the thermal voltage, andIτ is the constant current that
represents the parametera.

4 Reset circuit and u+d circuit

In the previous silicon neuron circuit, the output volt-
age of the reset circuit swings from -1.65V to 1V when it
switchesv from 30 mV toc, which is relatively large volt-
age variation in comparison to the other parts of the cir-
cuit operated in subthreshold region. This considerably in-
creases the difficulty in layout mask design and potential
troubles in its operation. In the improved circuit, we pro-
pose a new reset circuit with a circuit that switches u to u+d
(we call it u+d circuit) as shown in the Fig. 5. The reset cir-
cuit switches the membrane potentialv to c when it exceeds
90 mV (30 mV in the original model). In this operation, the
output voltage of our reset circuit keeps high, which makes
the u+d circuit increase or decrease the variableu by d. The
voltage swing of the output voltage is about 0.4 V, which is
lower than that of the previous one by about 2.25 V. The pa-
rameterc andd can be configured by the bias voltagesVrvb

andVrvd in Fig. 5(a) and byVd in Fig. 5(b) respectively.

5 Bias current that controls the position ofv-nullcline

We use the bias currentIbias to configure the parameter
b as in the previous circuit. CurrentIbias is injected into or
taken up from the capacitor that represents the membrane
potentialv. In theu-v phase plane, it meansIbias moves
thev-nullcline up or down and this can configure the char-
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Figure 5: Schematics of the circuits that implement the
jumps of the state. (a) The reset circuit that switchesv from
90 mV toc mV. BothVin andIout are connected to the ca-
pacitance that represents the membrane potentialv. Vout

becomes high while reset operation. (b) The u+d circuit
that increasesu by d while the reset circuit is switching the
value ofv. The input voltageVin is connected toVout of the
reset circuit. The bias voltageVsw is the switch that shuts
off either Iout1 that represents the positived or Iout2 that
represents the negatived.

acteristics of the equilibrium points as the parameterb in
the original model (see Fig. 6).

IV Simulation

We validated our silicon neuron circuit by HSpice cir-
cuit simulation using TSMC .35µm CMOS mixed signal
process PDK. Vdd and Vss are 1.65V and -1.65V respec-
tively. The simulation results are shown Fig. 7. We have
successfully found the parameter voltages for 17 firing pat-
terns out of 20 that the Izhikevich model produces.

-20

-15

-10

-5

 0

 5

 10

 15

 20

-100 -80 -60 -40 -20  0

u

v [mV]

v-nullcline
u-nullcline (b=0.2)

u-nullcline (b=0.26)

stable node

stable spiral

(a)

 100

 200

 300

 400

 500

 600

-300 -250 -200 -150 -100 -50  0

u 
[p

A]

v [mV]

v-nullcline (Ibias=-520 pA)
v-nullcline (Ibias=-420pA)

u-nullcline

stable node

stable spiral

(b)

Figure6: (a) In the original model, the parameterb controls
the slope of theu-nullcline. (b) In our circuit, the parameter
Ibias moves thev-nullcline up and down. The characteris-
tics of the equilibrium points are tuned to be same as in (a).
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Figure7: Produced firing patterns.

V Conclusion

We proposed an improved silicon neuron circuit based
on the Izhikevich model. The voltage swing of the new
reset circuit is about 0.4 V which is smaller than that of the
previous circuit by about 2.25 V. In addition, we redesigned
thev-nullcline circuit and changed the bias voltages to scale
up the input current, yet the improved circuit consumes as
low power as the previous one does. These improvements
are suitable for aVLSI implementation in which MOSFETs
are operated in subthreshold region. We have reproduced 17
firing patterns out of 20 that the Izhikevich model produces.
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A three-variable silicon neuron circuit
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Abstract: The silicon neuron is a type of artificial neuron implemented with electronic circuit. Previously a
design approach based on mathematical structures under neuronal dynamics was proposed. It is based on the
mathematical techniques such as phase plane and bifurcation analysis. These methods allow us to implement
silicon neuron with smaller circuit area and to strategically adjust the bias parameter voltages without losing
variety of output patterns. In this study we demonstrate a mathematical-structure-based silicon neuron, which
operates a three-dimensional system. This silicon neuron can generate a firing pattern called square-wave
bursting. In this report we show the experimental results of this silicon neuron. We are planning to make
pattern generating network using this silicon neuron and silicon synapses.

Keywords:Silicon neuron, MOSFET, Phase plane, Bifurcation analysis

I Introduction

The neuromorphic hardware is an electronic system that
mimics functions of nerve systems. Biological studies re-
vealed that nervous systems process information in funda-
mentally different ways from digital computers. They have
good adaptability to their environment and high robustness.
To investigate the mechanism of such splendid information
processing ability and to reproduce it in artificial systems,
many biophysical and theoretical studies have been done
about the neuron and the synapse which are the basic com-
ponent of the nerve system. Silicon neurons have been pro-
duced through the efforts to reproduce various properties
elucidated by these studies using electronic circuits.

There have been two major types of approaches, one is
phenomenological approach and the other is conductance-
based one. Phenomenological silicon neurons are based
on extremely simplified neuron models such as the leaky
integrate-and fire model [1]. They could be implemented by
relatively simple and compact circuit because phenomeno-
logical neuron models focus on the specific properties of
neurons, thus they are suitable for investigating large sili-
con neural networks. However, they reproduce limited as-
pects of neuronal dynamics because these models ignore the
ionic dynamics in neurons. On the other hand, conductance-
based silicon neurons, such as [2] are intended to emulate
the dynamics of ionic channels in neurons. They have the
ability to generate various firing patterns by adjusting the
externally applied parameter voltages to the circuit. How-
ever, they have drawbacks of complexity in their circuitry
and a number of parameter voltages to be adjusted. These
points raise difficulty in circuit implementation and oper-

ation under the presence of device mismatch and noises.
Thus it is hard to compose large silicon neural networks of
the conductance-based silicon neurons.

In previous studies [3], Kohno proposed a
mathematical-structure-based approach to design sili-
con neurons. Qualitative neuron models, such as the
FitzHugh-Nagmo [4] and the Hindmarsh-Rose models
[5] can generate various firing patterns with fewer pa-
rameters. However, their equations are not suitable for
implementation by electronic circuit. In the mathematical-
structure-based approach, the equations of the qualitative
models are modified so that they can be implemented by
electronic circuit effectively while preserving their math-
ematical structures utilizing phase plane and bifurcation
analyses. In this study we present a mathematical-structure-
based silicon neuron, which has three dimensional system
equations and designed to produce a burst firing pattern
called square-wave bursting when all of the three variables
are activated.

II System equations of our silicon neuron

The system equations of our silicon neuron contain
three variables, v, n and q. Variable v corresponds to the
membrane potential of the neuron, n and q are the variables
that represent an ionic channel and a negative feedback cur-
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Figure 1: The n-v phase plane of silicon neuron model
(simulation). n-nullcline and q-nullcline are respectively
the set of dn

dt = 0 and dq
dt = 0

rents. They are written as follows:

Cv
dv

dt
= fm(v)− g(v)− n− q + Ia + Istim (1)

dn

dt
=

fn(v)− n
Tn

(2)

dq

dt
=

fq(v)− q
Tq

(3)

where Ia is an ionic current which is independent of the
membrane potential. Current Istim is an externally applied
stimulus current. ConstantCv is the membrane capacitance.
Constant Tn and Tq are the time constants for n and q.

The functions fx(v) (x = m,n, q) and g(v) are the
sigmoidal characteristic curves of the differential-pair cir-
cuitries, which are expressed in the following forms:

fx(v) = Mx
1

1 + exp(− κ
UT

(v − δx))
(4)

g(v) = S
1− exp(− κ

2UT
(v − �))

1 + exp(− κ
2UT

(v − �))
(5)

Equations (1) and (2) comprise the basic excitable sys-
tem, which can reproduce the same mathematical structures
as various non-bursting neuron models, such as Hodgikin-
Huxley and Morris-Lecar models. Equation (3) comprises
the negative feedback system that generates positive cur-
rent q into the membrane capacitor while the potential v
is high, and negative current while v is low, whose mech-
anism cause the square-wave bursting when the basic ex-
citable system has a kind of bistability. Figure 1 shows the
v-n phase plane of the basic excitable system of our sili-
con neuron. When no stimulus current is applied, the mem-
brane potential stays at the stable equilibrium (S) (resting
point). If the stimulus current is small, the system state
cannot move over a stable manifold of the saddle point (T)

Figure 2: Block diagram of our silicon neuron

Figure 3: Schematics of f(v) (left) and g(v) (right) genera-
tor circuits.

and go back to (S). However, if the stimulus is sufficiently
strong, the system state travels around the unstable node (U)
and come back to the resting state. In the next section, we
present the circuit experiment results of our basic excitable
system.

III Circuit of our silicon neuron

In Fig.2 the block diagram of our silicon neuron is
shown. It is composed of differential pair (Fig.3), current
mirror, and current-mode integrator (Fig.4) circuits. The
differential pair circuits make the functional curves of the
nullclines, and the current-mode integrator integrates the
system equations. Each of function modules generates out-
put current which depends on membrane potential v, and
the output currents flow into the membrane capacitor whose
voltage represents v through current mirror or current-mode
integrator.
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Figure 4: Schematic of the current-mode integrator circuit
where MOSFETs are operated in the subthreshold condi-
tion. This circuit realize the integration in Eqs. (2) and (3).
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Figure 5: The v- and the n-nullclines drawn by the voltage
clamp system implemented in the same chip with silicon
neuron.

IV Experimental results

1 Drawing phase plane

Our silicon neuron has the voltage-clamp measurement
system inside the same VLSI chip, which can generate the
output currents of each functional modules while clamp-
ing the membrane potential to a specific voltage. Figure
5 shows the v-n phase plane of our silicon neuron, which
was drawn by this system. In the following subsections we
present experimental results of the basic excitable system in
our silicon neuron circuit. The values of parameter voltages
are shown in Table 1.

2 Responses to singlet pulse stimuli

Figure 6 shows the behaviour of the membrane potential
v in response to the singlet pulse stimuli. The duration of
the input pulse is 1.0 ms and the amplitude δIstim is varied
from −90 mV to −30 mV. The value of the amplitude is

Table 1: Operating parameter set

Parameters Values[V] Parameters Values [V]

VDD 3.3 Vδn 0.09
VSS 0 VMn 0.395
Vδm −0.01 Vτbn 0.243
VMm 0.31 Vofst 0.39
Vθ −0.13 Vτ 0
VS 0.3 Vτd 0
VδIa

0 VδIstim
0

VSIa
0.35 VSIstim

0.35
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Figure 6: Response of the membrane potential to singlet
pulse stimuli. Stimulus is applied to the membrane ca-
pacitor through a V -I transmitter circuit in the VLSI chip,
which converts negative voltage to positive current. The
duration of the stimulus pulse is 1.0 ms, and the strength is
varied from −30 mV to −90 mV.

negative voltage because stimulus current is applied via a
V -I transmitter circuit that converts negative input voltage
into positive current. These results demonstrate that our sil-
icon neuron has the first four out of the five properties of
silent neurons described by Zeeman [6]. (1) a stable equi-
librium point exists that corresponds to the resting state. (2)
and action potential can be generated in response to an ex-
ternal stimulus, and the size of the response is absolutely
larger than that of the stimuli. (3) a threshold of the stimu-
lus magnitude exists for the generation of action potential.
(Fig.6 shows that the threshold voltage of our silicon neuron
exists between −50 mV and −60 mV.) (4) an action poten-
tial returns to the resting state more slowly than its rising
phase. (5) refractoriness exists after generation of an action
potential.

3 Responses to doublet pulse stimuli

Figure 7 shows the responses to the doublet pulse stim-
uli. The duration of the input pulse is 1.0 ms and their in-
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Figure 7: Responses to doublet pulse stimuli. The duration
of the input pulse is 1.0 ms and their interval is 20 ms. Both
of the pulses have the same amplitude of−60 mV,−70 mV,
or −80 mV. This graph shows that the responses to second
pulse is smaller than first one’s. This result indicates the
existence of refractory period after the firing.

terval is 20 ms. Both of the pulses have the same amplitude
of −60 mV,−70 mV, or −80 mV. In each amplitude, mem-
brane potential v was less responsive to the second stimulus
in comparison to the first one. This indicates the existence
of refractory period which is the fifth property in the Zee-
man’s characterization listed above.

V Square-wave burster mode

When the parameters are selected appropriately, a
saddle-loop homoclinic orbit bifurcation emerges in the ba-
sic excitable system when q is varied. In this situation, there
exists a bistability between a stable limit cycle that repre-
sents a tonic firing state and a stable equilibrium that repre-
sents a silent state (see Fig.8). When the system state is in
the left side of the q-nullcline, dq

dt is positive, thus the state
point moves to the right direction generating tonic firing.
At the point of the saddle-loop homoclinic orbit bifurcation,
the minimum potential of the stable limit cycle reaches to
the saddle point and the state point is attracted to the sta-
ble node along the unstable manifold of saddle node. Then
dq
dt becomes negative, thus the state point moves to the left
until jumps to the limit cycle to generate tonic firing again.
These are the mechanism of generating square-wave burst-
ing in our silicon neuron.

VI Conclusion

We introduced a mathematical-structure-based silicon
neuron circuit with 3 variables and reported the experimen-
tal results of its basic excitable system. The mathematical
structure which dominates the circuit operation was repre-

Figure 8: The v-q plane of the system equations of our sili-
con neuron. At the point of q = 33.47pA, minimum of the
stable limit cycle reaches to the saddle point.

sented by the phase plane. We determined the externally ap-
plied parameter voltages utilizing the structures in the phase
plane. In HSpice circuit simulation, our silicon neuron cir-
cuit successfully produced burst firing patterns including
square-wave bursting (not shown). We are working on the
circuit experiments of the total system in our silicon neuron,
which will be presented in our future publications.
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Theory of mind in a microscopic pedestrian simulation model
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Abstract: In this paper, we propose a microscopic pedestrian simulation model which focuses on pedestrians’
anticipatory behavior in collision avoidance. While it is obviously recognized that inferring other pedestrians’
behavior is playing a crucial role when they intend to avoid collision, few models seriously tackled with this
mental attribution. Our model assumes that each pedestrian has theory of mind, which refers to the capacity to
make accurate judgments about beliefs, desires and intentions of other people, and he decides his action based
on his current state in cognitive hierarchy. We also present various simulation results to understand how our
anticipatory behavior affects pedestrians’ behavior as a whole.

Keywords: Pedestrian Simulation, Decision Making, Theory of Mind

I Introduction

A number of researches analyzing microscopic pedes-
trians’ behavior with computer simulations have been con-
ducted after we experienced vast improvement on compu-
tational ability. Such microscopic simulation models adopt
physical forces [1], cellular automaton models ([2], [3]) or
decision making processes [4]. In these papers, authors’
cardinal concerns were how accurate their models could
simulate realistic pedestrian behavior in our daily lives,
which are obviously important from a practical perspective,
and they did not pay much attention to collision avoidance
behavior although the game theoretic aspects which occur
when we face other pedestrians on a road are fundamental
to pedestrians’ characteristics, thus should be investigated
further. Recent relevant papers which treat collision avoid-
ance game theoretically include [5] and [6].

Although adopting game theory to pedestrians’ collision
avoidance is insightful, classical game theoretic approaches
do not immediately tell pedestrians how they should behave
in a certain environment. What a pedestrian do to make rea-
sonable decisions in ever changing environment is that he
successively infers and makes belief about the movements
of other pedestrians and then decides his response based on
that belief. Thus it is natural to incorporate the concept of
theory of mind [7], which refers to the ability to make ac-
curate guessing about the beliefs, desires and intentions of
other people.

In this paper, we model pedestrian behavior with deci-
sion making approaches incorporating theory of mind. We
also present various simulation results and discuss anticipa-
tory behavior of pedestrians.

II The model

In this section, we first describe the microscopic pedes-
trian model we have developed and then discuss how we
apply the idea of theory of mind to collision avoidance in
our model. Our model assumes that pedestrians’ transition
are fully specified by utilities calculated on each available
state. Such assumption and procedure are one of the most
common and powerful approaches in past researches of hu-
man decision making.

1 Pedestrians’ admissible directions and speeds

Due to computational constraints, we need to discretize
pedestrians’ applicable directions and speeds at a certain
moment. We adopt the same model as in [6], which is
described in Figure 1, except for some parameter config-
uration. Here,θdi andθi are desired and current direction,

Figure1: Choice set of pedestriani

respectively.
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At every moment after a certain time called scan inter-
val, pedestriani decides his new direction within the choice
setΘi, that are

Θi(t) = {θi(t)| θi(t− 1) +
2m− n

n
φ, m = 0, 1, · · · , n}

whereφ restricts the admissible change in direction. Also
pedestriani chooses his speedvi from the choice setVi, that
are

Vi = {vi| vi =
k

l
vdi , k = 0, 1, · · · , l}

wherevdi is the desired speed of pedestriani.

2 Specifying actual direction and speed

We assume that pedestrian behavior can be divided into
two factors, that are goal-directed (GD) behavior and risk-
oriented (RO) behavior. GD behavior reflects the fact that
pedestrians basically attempt to minimize the time required
to reach their goals and RO behavior reflects the fact that
pedestrians hate physical contacts with other pedestrians or
walls. To represent such behavior, we define the utility of
pedestriani in a simple form as

U(si(t+ 1)) =αvi(t) cos(θi(t)− θdi (t)) (1)

+ βf(|si(t+ 1)− sj(t+ 1)|)
+ γf(dist(si(t+ 1),wall)),

wheresi(t) denotes pedestriani’s position at stept.

In the first term of the equation (1) which represents GD
behavior, a pedestrian chooses his direction and speed so as
to maximize the distance traveled into his desired direction
in anticipatory period. For the functionf in the second and
the third term, we specify it as

f(x) = −e−ax. (2)

Applying thisf in our utility function, we can ignore inter-
action between a pedestrian and other pedestrians or walls
when their distance is large enough. On the other hand, as
the distance becomes smaller, RO behavior to avoid colli-
sion becomes dominant and the corresponding value of util-
ity decreases. Also the parametera should be tuned so that
the value of utility be close enough to zero at any distance
where pedestrians do not perceive to be uncomfortable due
to the existence of other pedestrians or walls.

3 Transition of pedestrians

After every scan interval, pedestriani moves to another
state following the algorithms described below.

1) Given the current statesi(t), pedestriani calculates the
utility for every admissible states′i(t+1) after anticipatory
period.

2) Pedestriani calculate the probability of moving to an-

other statesi(t+ 1) from si(t) as

p(si(t+ 1)|si(t)) =
exp(λ′U(si(t+ 1)))∑

s′i(t+1) exp(λ
′U(s′i(t+ 1)))

.

3) Pedestriani moves according to the probability distribu-
tion calculated above.

To determine probability of choosing strategies from the
value of utility, three forms, exponential (logit), power and
normal (probit) have been used in previous researches in
decision making. Among these, exponential form which
we adopt is considered to be the most preferable experi-
mentally. The parameterλ′ controls how likely pedestrian
i deviates from the rational choice for unexplained rea-
sons. Also it is known that there is positive correlation be-
tween the value ofλ′ and pedestrian’s rationality. We put
λ = λ′/100 in what follows.

4 Theory of mind

Theory of mind, namely attribution of mental states,
was originally studied in chimpanzees [7] and is now
broadly used in researches that investigate our psycholog-
ical concepts for imputing mental states to others and our-
selves. Also there are some recent mathematical models of
theory of mind, [8] and [9], from which we gained inspira-
tion for this research.

The concept of theory of mind is considered in pedes-
trian behavior such that, in a certain environment, a pedes-
trian makes belief about other pedestrians’ future move-
ments and decides his action based on that belief. The util-
ity we mentioned in the last section is calculated with this
formed belief.

We model the first- and the second-order type of theory
in pedestrian behavior denoted as L1 and L2, respectively
as the same manner as in [9]. We assume that pedestri-
ans with type L1 do not represent other pedestrians’ behav-
ior, thus do not anticipate others’ actions. In contrast, L2
pedestrians are assumed to model other pedestrians’ plan-
ning processes to predict their future behavior. In practical,
a pedestrian with type L1 always chooses his desired direc-
tion and speed. Also the utility of a pedestrian with type L2
is calculated assuming that all other pedestrians in his eye
sight are having type L1. These L1 and L2 types refer to
“going” and “giving way” behavior mentioned in [6].

While we can consider pedestrian types with higher-
order contents such as L3, L4,· · · , we only adopt two types
L1 and L2 in this paper. We discuss this topic in detail
later in concluding remarks. Also for simplicity, we assume
that a pedestrian is type L1 with probabilityp and type L2
with probability1 − p. This assumption is natural in con-
gested situations such as intersections, stations or buildings
where intermittent changes of environment hinders pedes-
trians’ rational decision makings while it would not apply
in cases when interference between only two pedestrians, in
other words low density situations, are concerned.
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III Simulation

In this section, we present various simulation results for
algorithms shown in Section II.

1 Parameter configuration

First of all, let us explain general parameter configura-
tion in our model. Note that we get the parameter values
presented below after conducting various simulations.

α and β represent how each pedestrian balances be-
tween one’s weights on GD and RO behavior. Here the
proportion ofβ to α andγ to β are important, thus we put
α = 1, β = 2.7 ± 0.2 andγ = 1.5. Someone who is in
haste has low value ofβ and more inclined to GD behavior
than to RO behavior, and vice versa.a determines the steep-
ness of the functionf in (2) and reflects the distance where
a pedestrian begins to feel uneasy due to the existence of
other pedestrians or walls and RO behavior starts to hinder
GD behavior. We puta = 2.0 anda = 10.0 in the case of
interaction with other pedestrians and walls, respectively.
λ reflects pedestrians’ rationality as we mentioned earlier
and pedestrians become more rational as the value of it in-
creases. Since our aim is to simulate the role of theory of
mind in settings that contain intermittent interaction where
changing environment makes it difficult for pedestrians to
make rational choices, we putλ = 1.0. Other parameters
are basically determined according to [6] and summarized
in Table 1.

Table 1: Parameter settings
Scanintervals 0.2 s

Radius of a pedestrian 0.2 m
Searching area Fan-shape with5 m radius

and±π/3 in range
Desired speed (vdi ) 1.35± 0.2 m/s

Set of directions (φ,n) π/3, 12 (every10◦)

Herewe present two typical examples in which interac-
tion with other pedestrians are not concerned (Figure 2) or
are concerned only within two pedestrians (Figure 3, with a
steady pedestrian at [4.0, 1.5] represented by a red circle),
only to confirm that above parameter settings work. In both
examples, the starting point and the goal are [0, 1,5] and
[8.0, 1.5], respectively and we plot trajectories of a hun-
dred pedestrians on the road. Since we defined transition
of pedestrians probabilistically and added fluctuation in the
value ofβ and desired speed, we are able to observe trajec-
tories peculiar to each pedestrian.

2 One directional flow

In this section we present simulation results to show
how the difference in the value ofp affects pedestrian be-
havior as a whole.

First let us explain the simulation settings. Fifty pedes-
trians are assigned to walk along the road whose width is

Figure2: One directional trajectories with no obstacles

Figure3: One directional trajectories with an obstacle

5m, starting at [0, 2.5] for fifty seconds. Other parameter
configuration is same as that of Table 1. One directional
flow simulation we adopt here are simple yet provide pro-
found data about fundamental behavior of pedestrians and
used in previous researches. All the data we employ for
plots below are averages of the results for five times.

Figure4: Velocities

We plot velocity of pedestrians after ten seconds in Fig-
ure 4 and frequency of collision which is the number of
collision divided by the number of nodes among pedestri-
ans in Figure 5 for some values ofp. From these figures we
see that the value ofp close to0 or 1 are unfavorable for
pedestrians. To examine this effect we obtain the average
of velocity and frequency of collision for all time steps and
plot them in Figure 6. It is implied that the best value ofp
lies betweenp = 0.2 andp = 0.5.
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Figure5: Frequency of collision

Figure6: Average of velocity and frequency of collision

IV Concluding remarks

We proposed a microscopic pedestrian simulation
model incorporating the concept of theory of mind which
we strongly believe is fundamental to pedestrian behavior.
We also presented numerical examples for simulated data
to show that our model exhibits different behavior due to
variation in pedestrians’ mental attribution represented by
types.

In this paper, we only adopted two types of theory in
pedestrians, the first-order and the second-order, although
we can consider higher order contents. Such higher-order
types would lead to infinite repetition of anticipatory be-
havior and become unrealistic, while it could be worth con-
sidering since we never surely know how pedestrians are
capable of using sophisticated strategies. If we take latest
perspectives from researches on cognitive hierarchy into ac-
count, L3 and probably L4 are worth adopting while con-
tents higher than L5 seem not to be required because such
contents are likely to be mapping from states to actions ac-
quired by experience rather than computation in the brain.

Also, although we assumed types in pedestrians are de-
termined probabilistically withp in this paper, exploring a
rule that regulates transition in types is valuable since we
know by our experience that we choose our types observing
the behavior of other pedestrians during a few steps before
we make decisions.

These two main interesting topics would be investigated
further in our future works.

Acknowledgements

This research is partially supported by the FIRST pro-
gram from JSPS.

References

[1] D. Helbing and P. Molnar (1995), “Social force model
for pedestrian dynamics”, Physical Review E, Vol. 51,
No. 4, pp. 4282–4286.

[2] V. J. Blue and J. L. Adler (2000), “Modeling four–
directional pedestrian flows”, Transportation Research
Record, No. 1710, pp. 20–27.

[3] A. Kirchner, H. Klupfel and K. Nishinari et al. (2004),
“Discretization effects and the influence of walking
speed in cellular automaton models for pedestrian dy-
namics”, Journal of Statistical Mechanics: Theory and
Experiment, P10011.

[4] Th. Robin, G. Antonini, M. Bierlaire et al. (2009),
“Specification, estimation and validation of a pedes-
trian walking behavior model”, Transportation Re-
search Part B, Vol. 43, No. 1, pp. 36–56.

[5] M. Asano, T. Iryo and M. Kuwahara (2009), “A pedes-
trian model considering anticipatory behavior for ca-
pacity evaluation”, in: Transportation and Traffic The-
ory 2009, Springer, New York, pp. 559–581.

[6] M. Asano, T. Iryo and M. Kuwahara (2010), “Micro-
scopic pedestrian simulation model combined with a
tactical model for route choice behavior”, Transporta-
tion Research Part C, Vol. 18, pp. 842–855.

[7] D. Premack and G. Woodruff (1978), “Does the chim-
panzee have theory of mind?”, Behavioral Brain Sci-
ence, Vol. 1, pp. 515–526.

[8] W. Yoshida, R. Dolan and K. Friston (2008), “Game
theory of mind”, PLoS Computational Biology, Vol. 4,
No. 12, pp. 1–14.

[9] C. Baker, N. Goodman and J. Tenenbaum (2008),
“Theory-based social goal inference”, Proceedings of
the thirtieth annual conference of the cognitive science
society, pp. 1447–1455.

The Sixteenth International Symposium on Artificial Life and Robotics 2011 (AROB 16th ’11), 
B-Con Plaza, Beppu,Oita, Japan, January 27-29, 2011

©ISAROB 2011 349



A Neural Network Model for Categorical Effects in Color Memory 
 

 Chihiro Imai
1
, Satohiro Tajima

2
, Kazuyuki Aihara

1
, Hideyuki Suzuki

1
 

1) The University of Tokyo, 4-6-1 Komaba, Meguro-ku, Tokyo 153-8505, Japan 

(Tel: 81-3-5452-6693; Fax: 81-3-5452-6694; Email: chihi@sat.t.u-tokyo.ac.jp) 

2) Japan Broadcasting Corporation, Nagano Station, 210-2 Inaba, Nagano-city, Nagano 380-8502, Japan 

(Tel: 81-26-291-5230; Fax: 81-26-291-5298; Email: tajima.s-iu@nhk.or.jp) 

 

Abstract: Human co lor perception is categorical. Prev ious experimental studies have shown that the color category has 

profound effects on cortical neural responses, perceptual color discrimination and color memory. However, existing 

theoretical studies are not enough to provide an inclusive model accounting for those categorical effects in color 

perception and memory. In  this study, we propose a computational model for categorical co lor processing, where the 

color memory is represented by a population of color selective neurons in cortex. Our model reproduces  the 

characteristics of color memory reported in the previous experimental studies. Furthermore, it exp lains the properties of 

neurons in IT cortex, which change the activity depending on whether the task demands is color categorizat ion or 

discrimination. Th is study suggests that perceptual biases found in color processing and task-dependent modulations of 

neural responses may be explained as a natural consequence of statistically optimal estimat ion. 

 

Keywords: color memory, categorical co lor, population coding 

 

I. INTRODUCTION 

We perceive millions of colors based on the 

spectrum of incident light  flowing into our eyes. 

Previous studies show that there are two different ways 

in how we see colors in spectral space: to look closely 

or to look as groups. Recognizing very slight 

differences between colors is called co lor d iscrimination. 

On the other hand, organizing colors with in a certain 

color region into one group is called categorical color 

perception. Discrimination and categorizat ion are 

considered as two different functions in color perception. 

Psychophysical studies have shown the categorical 

effects on color discrimination. Harnad (1987) reported 

that discrimination was better for colors straddling the 

category boundary than for colors within the same 

category. Furthermore , considering time factor, color 

memory is also involved. Perez-Carp inell et al. (1998) 

showed the mean difference between test color and 

recalled color increases with the delay t ime. According 

to Heider(1972), focal co lors (colors at  categorical 

center) are remembered more accurately than non-focal 

colors.  

fMRI and electrophysiological studies  suggest that 

the visual cortical areas subsequent to area V4 p lay 

important roles in higher order functions of color vision 

including categorization and discrimination. Koida et al. 

(2007) investigated the responses of color-selective 

neurons in the inferior temporal (IT) cortex of monkeys 

during making a categorical judgment or a fine 

discrimination of colors. They found the activity of 

many IT color-select ive neurons differed depending 

upon the task. Some IT neurons showed stronger 

activity in the categorization task or in the 

discrimination task in response to the same color 

stimulus. 

In spite of these clear ev idences that color 

discrimination, color categorization and color memory 

are related to each other, there is no inclusive model that 

account for how our brains fulfill each of these 

functions depending on the situation. In the present 

study, we propose a computational model that takes into 

account the categorical effects in color perception and 

memory, assuming that color selective neurons in cortex 

express colors in memory. In part icular, our model 

reproduces neural activit ies of color-selective neurons in 

the IT cortex during categorical judgment and 

discrimination, and the categorical effects in color 

memory. 

 

II. COLOR PERCEPTION MODEL 

 

Fig.1. A schematic diagram of the proposed model 
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Our model exp lains categorical effects in color 

perception through the interactions between hue-

selective neurons and category-selective neurons. We 

assume a hue space of one dimension as a color space. 

The model is summarized in Fig.1.  

We assume two groups of color-coding neurons: 

the first group („hue-selective neurons‟) in which the 

neuronal preferred hue is homogeneously distributed, 

and the second group („category-selective neurons‟) in 

which the distribution of hue preference is concentrated 

around some points, which we call „category center‟ in 

this study. 

Each hue-selective neuron receives the input signal 

from earlier processing stages. The strength of the input 

signal is expressed as a function of the difference 

between presented hue θ and ith neuron‟s preferred hue 

θi: 
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where we used the von-Mises (circu lar Gaussian) 

function for the hue selectivity; g is a parameter to 

control the response gain,. When there is no other input 

to those neurons, we assume that the neuronal spikes are 

generated with the following Poisson process: 
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where ri is the firing rate in one trial; T is the 

observation duration. The categorical decoding θ
c
k  is the 

hue of k th category center 
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where we used the fact that the summation Σif(θ-θi) is 

independent of θ when the neuronal preferred  hues are 

homogeneously distributed. Equation (3) means that the 

log likelihood of hue category can be calculated as a 

weighted sum of the hue-selective neurons‟ activities 

(the first term) (Jazayeri et al., 2006). In the present 

model, we hypothesize that the category-selective 

neurons receive the read-out signals from the hue-

selective neurons as follows: 
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By comparing a
c
k for various hue category θ

c
k, we can 

estimate which category is the most likely to generate 

the color of visual input. This means that the maximum 

likelihood estimat ion of input hue category can be 

implemented by a winner-take-all p rocess among the 

category-selective neurons. 

Now we consider estimat ing the hue presented at 

time t+1 based on the knowledge of hue at time t. Given 

the assumption that the hue presented in future is  likely 

to be generated from the same category as the present 

one, the posterior probability is expressed with the 

Bayes' formula as follows: 
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We propose that the information of the prior probability 

distribution P(θi
 t+1

) is given by the top-down signal 

from k-th category-selective neuron to ith hue-selective 

neuron: f(θ
c
k - θi). For Po isson-like spike statistics, 

combin ing process of two probability distributions is 

achieved by a simple linear summation of two 

population activities (Ma et al., 2006). In the present 

study, we propose that the likelihood and the prio r is 

iteratively recombined through following recurrence 

formula: 
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where α and β control the combining  ratio. In 

discrimination task, the parameter β is set to a s maller 

value than in categorization task. In color memory task, 

the iteration of Eq. (6) is continued for the length of 

memory duration. For all of the simulations, g = 1, k = 1, 

T = 1, α  = 1, β  = 1, number of category = 2 and 

number of hue-selective neurons = 2000. 

 

III. RESULTS 

1. Categorical  effect on Color Memory 
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Fig.2. Temporal evolution of the cortical hue 

representation during the color memory task. We p lotted 

the preferred  hue of the neuron that showed the peak 

activity in the population. The horizontal axis indicates 

the memory duration. The results for four example 

init ial hues are shown. 

 

Figure 2 shows the temporal evolution of hue 

values in color memory task.  Here, the preferred hue 
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of hue-selective neuron that showed the maximum 

magnitudes at each time is plotted. Values at time 0 

indicates the input hue presented at the initial point of 

memory task; Each hue-selective neuron is activated 

responding to the hue input at first. After t ime 0, hue 

selective neurons received only the top-down signals 

from category-selective neurons, and the input signals 

were set to zero. When the memory duration evolved, 

the represented hues approached to the nearest category 

center. 

Fig.3 Temporal act ivity change of hue selective neurons 

in the color memory task. Horizontal axis denotes the 

preferred hue of each neuron. Each solid line shows a 

snapshot of the activit ies of hue-selective neurons, and 

dashed line indicates the activity induced by an input 

signal. 

 

Figure 3 shows the snapshots of the activities of 

hue-selective neurons, which evolved during the 

memory task. The peak of the activities distribution of 

the hue-selective neurons shifts toward the nearest 

category center. The maximum value of firing rate 

increases with time. 

As it can be considered that the hue centers in the 

model correspond to the focal co lors, these results agree 

with the characteristics of the results reported by Heider 

(1972). When input hue is away from each hue center, 

the model also reproduces the temporal increase in  the 

difference between memory color and init ially presented 

color (Perez-Carpinell et al., 1998). 

2. Color categorization and color discrimination 

We next  investigated how the present model can be 

related to the response properties of visual neurons in 

the different task demands of color categorization and 

discrimination. We simulated the neuronal responses to 

11 sample colors (the horizontal axis in Fig.4) which 

spread on the axis from red to green. Figure 4 shows the 

activities of a greenish-preferred neuron. The horizontal 

axis indicates 11 sample colors. In Fig.4, the activity of 

a hue-selective neuron is shown. Our model reproduces 

neural activit ies of color-selective neurons in the IT 

cortex during categorical judgment and d iscrimination 

(Koida et al. 2007). 

Fig.4 Responses of a hue-selective neuron during ca

tegorizat ion (solid line) and discrimination (dashed l

ine). 

 

IV. DISCUSSION 

Our model reproduces the characteristics found in 

the previous experimental studies and provides  an 

inclusive exp lanation for some of the phenomenon 

concerning categorical color perception, color 

discrimination and color memory. From Bayesian 

viewpoint, the neural response properties in IT cortex 

can be exp lained as a natural consequence of 

statistically optimal estimat ion. This theoretical 

framework is possibly applied to similar phenomena 

found in other cortical area involved in d ifferent sensory 

or feature modalit ies, such as audition, visual motion or 

face expression. 

We assumed that the main categorical effects are 

elicited by top-down signals from category selective 

neurons in the response to the input from hue-selective 

neurons. In the combin ing process of input and top-

down signals, we applied a simple static linear 

summation for a purpose of conciseness. Further studies 

may cover a saturation and adaptation of neuronal 

responses or weight varying with time. 
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The present model considers only one-dimensional 

hue shift with the duration between memory and recall, 

though shifts of color saturation and lightness are also 

reported in psychophysical studies of color memory. 

These factors should be considered in an extension of 

the current model.  

Another topic to be considered is the 

neurobiological substrate of categorical computation. 

Although Fig. 4 only depicts the activities of hue-

selective neuron, we found that the corresponding 

category-selective neuron also showed the similar 

pattern. It can be supposed that the category-preferred 

neurons in Koida et al. (2007) correspond 

approximately to the hue-selective neurons in this 

model, category-preferred neurons also alike. 

 

V. CONCLUSION 

We proposed a computational model for h igher 

order mechanisms of color perception. Our model 

reproduces the characteristics of categorical effects 

including color memory reported in the prev ious 

experimental studies. From the perspective of 

statistically  optimal estimation, this study provides one 

possible explanation of the relation among categorical 

color perception, color discrimination and color 

memory in the higher visual cortex in the brain. 
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Abstract
In order to improve the computing performance of

Genetic Algorithms (GAs), it is important to study the
effects of crossover and mutation. In this study, we ex-
amine the relations of first hitting time T of optimum
solution in population, success probability S, muta-
tion rate pm and crossover rate pc by GA experiments,
which are carried out on the 3-satisfiability (3-SAT)
problem. Here, S is defined as that there is at least
one optimum solution in a population at the station-
ary distribution. We found that, when mutation rate
is small, the effects of crossover on T and S are large.
S with crossover is larger than that without crossover,
and T is smaller than that without crossover. We also
observed the relation between T and a/S when mu-
tation rate becomes large, and found that T = a/S.
When pm = 0.02, T ≈ 1/S.

1 Introduction

The satisfiability (SAT) problem is a core of a large
family of computationally intractable NP-complete
problems [1] with relevant practical applications such
as automated reasoning, computer-aided design, ma-
chine vision, database, robotics, computer network de-
sign and so on. Methods to solve the SAT problem
play an important role in the fields of efficient com-
puting systems [2].

During the last two decades, several improved algo-
rithms have been developed, and important progress
has been achieved. These algorithms have consider-
ably enlarged our capacity of solving large SAT in-
stances. It can be divided into two main classes:
complete and incomplete algorithms. The first cate-
gory includes approaches based on the Davis-Putnam-
algorithm [3]. Most incomplete algorithms include ap-
proaches based on local search [4] and evolutionary
algorithms (EAs) [5, 6]. De Jong and Spears (1989)
proposed a classical GA for SAT problem, and ob-
served that the GA may not outperform highly tuned

and problem-specific algorithms. Their result was con-
firmed experimentally by Fleurent and Ferland (1996),
who reported poor performance of classical GAs when
compared to local search methods. Marchiori designed
a rather successful GA-based algorithm for hard 3-
SAT problems by combing a native GA with a local
search algorithm [7]. GA for SAT employ heuristic in-
formation into the fitness function or into the GA op-
erations (selection, crossover, and mutation) [2, 8]. In
this paper, we study the computational performance
of genetic algorithm on a 3-SAT problem. GA can
solve SAT problems. However it usually needs high
performance computing. To overcome this problem,
we study the mean first hitting time of optimum solu-
tion T , success probability S, the mean survival time
a and their relations.

2 3-Satisfiablity problem

The SAT problem is a task to determine whether
there exists an assignment of truth values to a set
of Boolean variables that make a conjunctive nor-
mal form (CNF) formula to be true [2]. The SAT
problem can be formulated as follows: given a set
of clauses C1, C2, . . . , Cm on the Boolean variables
x1, x2, . . . , xn, determine if there is an assignment for
the variables such that the formula C1 ∧C2 ∧ · · · ∧Cm

evaluates to true, where ∧ is a logical connector and.
A clause is a disjunction of literals, e.g., x1 ∨ x2 ∨ x3,
where a literal is a Boolean variable x or its negation
x̄, and ∨ is a logical connector or. If each Ci contains
exactly z distinct literals, then the problem belongs to
the z-SAT class [7]. In this paper we consider formu-
las in conjunctive normal form, and each clause has
exactly 3 literals.

We use the following notations, let:
• F be a CNF Boolean formula,
• m be the number of clauses in F ,
• n be the number of variables in F ,
• xk be the kth variable in F (1 ≤ k ≤ n),
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• Ci be the ith clause in F (1 ≤ i ≤ m),
• l be the clause length in Ci,
• Qi,j be the jth literal in the ith clause in Ci (1 ≤

j ≤ l).
We use bit variable xk = 1 or 0, corresponding to

true or false, respectively. We count the number of
clauses that are fulfilled by the variable assignment. A
chromosome is a candidate solution, which is a string
of bits having length equal to n.

A common formulation for CNF formulas exists [9].
The fitness function of F is expressed by

f(F ) =
m∑

i=1

Ci, (1)

where Ci is denoted as
Ci = Qi,1∨Qi,2∨Qi,3, Qi,j = xk or xk(j = 1, 2, 3).

If all clauses are satisfied, then f(F ) = m.
In this study a set of benchmark instance was used.

Problems in this benchmark are downloaded from the
SATLIB-benchmark Problems [10]. The instance pro-
vided here is cnf formulae encoded in DIMACS cnf
format. We use a uniform random-3-SAT problem,
uf20-91, with 20 variables and 91 clauses. Each of
clauses is constructed from 3 literals. The input of our
program is data file format with 91 rows, 3 columns.
We evolve a population of variable assignments until
we find an assignment that makes the formula true.

In the following we define some variables for eval-
uating the GA computing performance. The success
probability S(t) is defined as the probability that there
is at least one optimum solution at generation t in sta-
tionary distribution [11]. S is the time average of S(t)
defined by

S =
3000∑

t=1000

St. (2)

T is defined as the mean first hitting time of the op-
timum solution in a population. The mean survival
time a is the average consecutive generations contain-
ing optimum solution in the stationary distribution.

3 Numerical experiments

In this paper, we study the relation between the
success probability S and the mean first hitting time
T by experiments. We performed numerical calcula-
tions of GA with roulette wheel selection on the 3-SAT
problem. We carried out the experiments with string
length L = n = 20, number of clause m = 91 and
clause length l = 3. Crossover was done with the
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Figure 1: Dependence of average fitness on N . The
horizontal axis represents generation.

uniform crossover. The calculations were performed
repeatedly, and results were averaged over 10000 runs.

Figure 1 shows the dependence of average fitness on
N with pc = 1 and pm = 0.002. By comparing results
with N = 20, 50, 100, 200, we observe the strong N
dependence of average fitness.

Figure 2 shows the dependence of average fitness on
pm with pc = 1 and N = 200. By comparing results
with pm = 0.05, 0.005, 0.0005, we find strong pm de-
pendence of average fitness. When mutation becomes
strong, the average fitness is low, and converges into a
smaller value.

Figure 3 shows N -dependence of success probability
S with pm = 0.02. As show in this figure, the success
probability shows little difference between calculations
of pc = 0 and pc = 1. The effect of crossover on success
probability is small in this case.

Figure 4 shows pm-dependence of success probabil-
ity S with population size N = 50. The solid line
is success probability with crossover rate pc = 1, and
the dotted line is success probability with crossover
rate pc = 0. We find that the success probability with
crossover is larger than that without crossover when
mutation rate is small. However, when mutation rate
becomes large, the effect of crossover goes to small,
and the success probabilities are almost equal.

Figure 5 shows pm-dependence of the mean first hit-
ting time of optimum solution T with population size
N = 50. The value of T without crossover is larger
than that of with crossover, which means crossover
accelerates the speed of evolution in GA. When muta-
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and 0.002. The horizontal axis represents population
size N .

tion rate is large, the effect of crossover on T is small.
Figure 6 shows the relation between T and a/S

when pm is 0.02. a is the mean survival time. From
this figure we observe the relation of T = a/S. There
is strong N dependence of first hitting time of opti-
mum solution T .

Figure 7 shows the dependence of a on N with pm =
0.02 and 0.002. When pm = 0.02, a ≈ 1, while pm =
0.002, a is large. Therefore, the conclusion of T ≈ 1/S
is established if pm = 0.02.

4 Summary

The GA parameters, for example, population size
N , string length L, crossover rate pc and mutation
rate pm, influence the GA performance. In this study
of GA on 3-SAT problem, the effects of crossover and
mutation are investigated. The results show that :
when mutation rate is small,
1) The effects of crossover on S and T are large.
2) The success probability S with crossover is larger

than that without crossover, which means crossover
plays an important role on S.

3) The value of T with crossover is smaller than that
without crossover, which means crossover acceler-
ates the speed of evolution in GA.
We also observed the relation between T and a/S

when mutation rate becomes large, and that T ≈ a/S.
When pm = 0.02, a ≈ 1 and T ≈ 1/S.
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Abstract: Which is better to be used in Genetic Algorithms (GAs) binary or floating point coding schemes? In 

this paper, we try to answer this controversial question by proposing a novel algorithm that shares the 

computational power between two cooperated versions of GAs, a binary coded GA (bGA) and a real coded GA 

(rGA). The evolutionary search is primarily led by bGA, which is used to identify promising regions in the 

search space. While, the rGA is used to increase the quality of the obtained solutions by conduct a detailed 

search through these regions. The interactions between two versions are organized by a resolution factor that it 

is increasingly adapted during the evolutionary search. Comparison experiments were conducted over a typica

l function to proof the feasibility of the algorithm under critical scenarios of increasing problem dimensi

ons and decreasing precision power.  

 

Keywords: Binary coded GA, Real coded GA and Hybriding.  

 

I. INTRODUCTION 

The intersection between Genetic Algorithms (GAs) 

and artificial intelligence has a long history. From one 

side, GAs play a central role in many artificial life 

models. They are currently the most prominent and 

widely used models of evolution in artificial life 

systems.  In artificial intelligence, GAs have been used 

both as a tools for solving practical problems and as a 

scientific models of evolutionary processes.  On the 

other hand, GAs have been successfully applied to solve 

difficult real world problems related to robotics like 

path planning, navigation controller optimization and 

line balancing problem.  

In this paper, we try to approach again this long and 

controversial debate over the real coded and binary 

coded GAs. For theoretician, binary coded GA is an 

attractive solution. The theoretical finding of schemata 

theory supports that enhanced schemata processing is 

obtained by using alphabet of low cardinality. Binary 

coded GAs are efficient and the latest developments in 

the field of GAs research adds much to the robustness, 

speed and accuracy of such algorithms.  However, it is 

possible to argue that binary coded GAs suffer from 

several disadvantages when applied to real-world 

problems involving a large number of real design 

variables. The direct relationship between the desired 

precision and the increased binary string length, and the 

discrepancy between the binary representation space 

and the actual problem space are good examples of such 

disadvantages.  

On other hand, real coded GAs are preferred by 

many practitioners. They are on rising usage since the 

floating point representation is conceptually closest to 

the real design space, and moreover, the string length 

reduces to the number of design variables. Real coded 

GAs are robust, accurate, and efficient. However, it is 

possible to argue that real coded GAs are still 

susceptible to premature convergence especially for 

complex real world problems with a large number of 

design variables. It is also possible to say that theory of 

real coded GAs is still far from providing plausible 

understanding of internal real coded GAs mechanisms, 

which is a true hinder before the development of 

advanced techniques in this field. 

Therefore, in this paper we propose the adaptive 

resolution binary-real coded GA (brGA) that combines 

the advantages of both versions. Under the proposed 

algorithm, two versions of the same population of 

solutions are kept, binary coded and real coded 

populations. They are updated by continuously mapping 

from one version to another during the evolutionary 

search. The search is primarily guided by binary coded 

GA part, which is used to identify promising regions in 

the search space. While, the real coded GA part is used 

to increase the quality of the obtained solutions by 

conduct a detailed search through these regions.  The 

interactions between two parts are organized by a 

resolution factor that it is increasingly adapted during 

the evolutionary search.  it has a small value at the 

begin of the search to allow the exploration of the 

search space by the binary coded GA part, while, its 

value increases gradually as the search progresses to 
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allow the exploitation of the search space by real coded 

GA part.  

The remaining part of this paper is organized as 

follows. Related literature is reviewed in Section II. The 

proposed algorithm framework and implementation is 

explained in Section III. Then, experimental results are 

reported and discussed in Section VI. Finally, we 

conclude the paper in Section V. 

II. LITERATURE REVIEW 

Dynamic coding is a sophisticated approach to alter 

the coarseness of search spaces. An example of such 

approach is the stochastic genetic algorithm as 

presented by Krishnakumar et al [1].  In stochastic 

GAs, the region represented by each point of a binary 

coded GA is adapted during the optimization process 

using Evolutionary Strategies (ES).  In our work, we 

adopted a similar concept. However, in contrast to 

stochastic GAs we employed a real coded GA instead of 

ES to adapt the region represented by the binary coded 

GA.  

Another example of dynamic coding is the Adaptive 

Range Genetic Algorithm (ARGAs) as presented by 

Arakawa and Hagiwara [2]. In ARGAs, mapping rules 

from binary to real strings is updated during the 

optimization process according to the population 

statistics to adapt the population toward promising 

design regions. However, in our work we depend on a 

real coded GA that sample from the regions determined 

by a binary coded GA to adapt the population toward 

promising region in the search space. 

Finally, a different approach is adopted by Barrios et 

al [3]. in their cooperative binary-real coded GA for 

designing and training feed-forward artificial neural 

networks. They employed two interconnected GAs that 

work parallelly to design and train better neural 

networks that solves the problem. In our work, we also 

employed two cooperative GAs, but they interact with 

each others in an interleaving manner.   

III. THE ALGORITHM 

The proposed algorithm flowchart is shown in Fig.1, 

which illustrates the typical optimization cycle. The 

main components of the algorithm can be described as 

follows.  

1. Coding schemes: floating point and binary 

coding schemes is used to represent two 

equivalent populations of solutions. These 

populations are kept updated by continuously 

mapping from one version to another during the 

evolutionary cycle.  

2. Binary coded GA: the evolutionary cycle is 

usually led by the binary coded GA. This part is 

implemented using a binary GA as described by 

Haupt and Haupt [4] . The main parts of this 

algorithm are single point crossover operator, one 

point crossover operator, rank weighting selection 

scheme. 

3. Population handover: the population of binary 

chromosomes that processed by the binary GA is 

transmitted to the real coded GA and vice versa at 

specific points of the evolutionary cycle. The 

process of population handover is controlled by 

the resolution factor that has an adaptive value 

that allows the real coded GA to increase the 

coarseness of the search space. During the 

process of handover, the best half from the 

current binary population is directly transmitted 

to the real coded population, while the other half 

comes by random sampling within the region 

determined by the binary population. 

4. Real coded GA; the role of this version is to 

adapt the population toward the promising 

regions of the search space. In this paper, we have 

implemented this part using Unimodal Normal 

Distribution (UNDX) as an advanced real 

crossover operator [5]. Minimal Generation Gap 

(MGG) is used as a generation-alteration model.      

IV. EXPERIMENTAL RESULTS 

The proposed algorithm was implemented using 

MATLAB. Griewangk’s function was used to testify the 

performance of the algorithm. The function is defined as 

follows.  

 

 
 

This function has complex structure of numerous 

local extremum. It has a value of 0 at global optimum.  

In the first set of experiments, the performance of 

the algorithm is testified against increasing problem 

dimensions. The performance is compared against an 

ordinary binary GA[4] and UNDX real coded GA[5].  

The value of resolution factor was chosen as 2 

increases in step of 2. The settings for real and binary 

coded GA were chosen as recommended in [4] and [5]. 
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Fig.1. The proposed algorithm flowchart 

 

The results were averaged over 50 experiments. Each 

run consisted of 990 iterations and a population of 6 

members was used. The function is minimized over the 

range of 5 ≤ x ≤ -5. Each parameter is represented by 8 

bits. 

Experimental results are shown in Table 1. 

Efficiency rates shown in the table is used to measure 

quality- computational effort relationship. 

It is defined according to Hillstrom [6] as follows.  

 

 
 

Where ,  and  are the best initial, best known a

nd best final fitness, while, T is the elapsed time i

n seconds.  

By comparing brGA to bGA, it is evident from the 

table that brGA outperforms in term of performance in 

all the cases. The difference in performance is clear at 

higher problem dimensions. In term of efficiency rate, 

bGA outperforms only in case of 10 dimensions in spite 

of lower solution quality.  

 

This is due to the fact the implementation of bGA is 

faster than brGA. However, its efficiency rates degrades 

drastically to 0 in other cases, while, brGA keeps 

reasonable efficiency rates. This is due to the fact that 

the bGA loses the ability to progress the population at 

higher problem dimensions, which is one of binary 

coding disadvantages. 

On the other hand, by comparing brGA to rGA it is 

evident that the performance is comparable at lower 

dimensions (10,50). But, the difference in performance 

increases at the higher dimensions (100, 120) for the 

benefit of brGA. So, the hybriding enhance the 

performance of rGA at complex situation of high 

problem dimension. In term of efficiency rates, the 

results are comparable.  

In the second set of experiments, the performance 

of the algorithm is testified against increasing 

chromosome length. The same settings as above were 

used. However, here the dimension is fixed to 2. In 

addition, only bGA and brGA were testified.  

The experimental results are shown in Fig. 2. As 

expected the performance of bGA is largely depend on 

chromosome length. By increasing the number of bits, 

coding precision increases. Which, translated into  
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Table 1. Performance against increasing problem dimension 

 

 

an enhanced performance. It is clear from Fig. 2 that 

brGA shows an independent performance against 

chromosome length. So, the hybriding is useful in 

decreasing the dependency of its binary part on 

chromosome length to achieve a better performance. 

That it is helpful in case of high precision that requires 

long chromosome representation.  

 

V. CONCLUSION 

An adaptive resolution binary-real coded GA is 

proposed in this paper. It is a framework that integrates 

the cooperation between rGA and bGA through an 

adaptive resolution factor to combine the advantages of 

both versions. Algorithm flowchart is presented, and 

explained. Then, experimental results over a typical 

benchmark problem is reported and discussed. It is 

evident from the results that the proposed algorithm 

greatly enhanced the performance of the binary GA part 

against increasing problem dimensions and decreasing 

chromosome length. On the other hand, the algorithm 

enhances the performance of rGA in case of higher 

problem dimension.  
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Fig.2. Solution quality versus chromosome length 

 

Problem 

Dimension 

Binary GA Real GA brGA 

Best mean Efficiency Best mean Efficiency Best mean Efficiency 

10 0.1391 0.317 4.6125 0.004932 0.011739 3.8532 0.004934 0.012536 3.5739 

50 1.0676 1.089 0 0.004305 0.024375 2.6723 0.004655 0.014299 2.2888 

100 1.1602 1.188 0 0.61367 0.85668 0.17888 0.28473 0.45065 0.37779 

120 1.1885 1.226 0 0.89541 0.98175 0.11178 0.57957 0.7713 0.16254 
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Abstract: Many people expect the third function of foods called as physiological activities that affect our health 

condition. However, measurement of a physiological activity is troublesome and measurements for all kinds of foods 

are not impractical. Therefore a system which can easily estimate physiological activities is required. We have proposed 

a method to estimate physiological activities of foods from protein expression levels using artificial neural networks 

(ANNs). Estimation of physiological activity using conventional ANN has a problem that physiological activities take 

positive real number more than 1.0, but dynamic range of ANN is limited from 0.0 to 1.0. So measured physiological 

activities has to be scaled by dividing the maximum one. But this normalization gives undesirable influence to 

acceptable error level which is a parameter to terminate training process. 

To solve this problem, we employ exponential function as the activation function in output neurons. By using 

exponential function in output neurons, ANN can directly handle physiological activities as the training signals those 

are more than 1.0. Experimental results show that our method improves accuracy than conventional ANN with scaled 

training samples for anti-oxidant activity, anti-inflammation activity and anti-angiogenic activity. 

 

Keywords: physiological activities, protein expression level, exponential activation function, artificial neural network. 

 

 

I. INTRODUCTION 

Foods have three functions; the first is nutrition, the 

second is taste and the third is biological regulation. The 

third function of foods attracts attention in recent years 

because many people expect that the third function of 

foods will be useful to keep their health and prevent 

diseases. The third function of foods is measured as 

physiological activities. However, measurement of 

physiological activity is troublesome because it needs 

many sophisticated manual operations, and 

measurements for all kinds of foods are impossible. 

Therefore a system which can easily reveal 

physiological activities is required. For this objective, 

we have proposed a method to estimate physiological 

activities from protein expression levels because protein 

expression levels closely relate to cell condition and 

some kinds of protein expression levels can be 

measured at once. 

Togo et al. [1] tried to estimate physiological 

activities by Bayesian classifier. Kamiguchi et al. [2] 

proposed to estimate physiological activities by multiple 

regression analysis. But these methods did not achieve 

enough estimation accuracy. Tsukuda et al. [3] showed 

that artificial neural network (ANN) could achieve good 

estimation accuracy of physiological activities. 

Estimation of physiological activities using 

conventional ANN has a problem. Physiological 

activities sometimes take positive real number more 

than 1.0, but dynamic range of a conventional ANN is 

limited from 0.0 to 1.0. So physiological activities have 

to be normalized for estimation by conventional ANN. 

But normalization leads undesirable influence for 

acceptable error level to terminate training process. To 

avoid this undesirable influence, we employ exponential 

function as the activation function in output neuron. By 

using exponential function in output neuron, ANN can 

directly handle physiological activities as the training 

signals those are more than 1.0. 

 

II. ESTIMATION OF PHYSIOLOGICAL  

ACTIVITIES BY CONVENTIONAL ANN 

We use artificial neural network (ANN) [4] for 

estimation of physiological activity. An ANN has an 
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input layer, a hidden layer and an output layer. An 

output of neuron j  is calculated by Equation (1), 

),(
k

jk

ii

j fo wx   (1) 

where  Iii ,,2,1,0 x  is the i-th input vector, 

 KkJjjk  ,2,1,0,,,2,1,0 w  is a weight 

vector between the neuron j  and the neuron k . 

 xf  is an activation function. Weight update 

algorithm of artificial neural network is usually back-

propagation algorithm. Back-propagation algorithm 

minimizes the error between the calculated output o  

and the desired output y  based on the steepest descent 

method. When the sum of the error define by Equation 

(2) becomes less than acceptable error level E , 

training process is terminated.  

  
I

i

ii yoE
2   (2) 

where 
io  and 

iy  is the output of ANN and the 

desired output for the i-th training sample,  

respectively. 

Estimation of physiological activity by conventional 

ANN has a problem. Physiological activities sometimes 

take positive real number more than 1.0, but dynamic 

range of ANN is limited from 0.0 to 1.0. So 

physiological activities have to be normalized for 

estimating by conventional ANN. Since dynamic range 

of physiological activities is usually from 0.0 to 3.0, 

previous works divide physiological activities by the 

maximum one. If the acceptable error level to terminate 

training process is decided based on the original 

physiological activity, the scaled acceptable error level 

will become too small to terminate training process. If 

the acceptable error level is decided based on the scaled 

physiological activities, and it is large enough to 

terminate training process, obtained error will become 

too large because it is multiplied by the maximum value 

of the physiological activity. Kuno et al. [5] proposed 

Amplitude Extended Neural Networks to solve this 

problem. Amplitude Extended Neural Network 

introduces two parameters k  and l  into sigmoid 

function as  lxeky  1 . The parameter k  adjusts 

amplitude of sigmoid function and the parameter l  

adjusts slope of sigmoid function. Dynamic range of 

Amplitude Extended Neural Network is extended from 

0.0 to k , but we have to decide two parameters for 

each physiological activity. 

 

III. ANN WITH EXPONENTIAL OUTPUT  

NEURON 

We employ exponential function   txexf   as the 

activation function in output neuron. Here we introduce 

a parameter t  into exponential function to adjust its 

slope. By using exponential function as the activation 

function in output neuron, ANN can directly handle the 

physiological activity as the training signals those are 

more than 1.0. Since normalization is unnecessary for 

proposed ANN, the error does not increase by rescaling. 

Exponential function is suitable for handling large 

physiological activities that is difficult to handle by 

sigmoid function. 

Fig. 1 shows a sample of three layer ANNs. The 

ANN has an input layer, a hidden layer, and an output 

layer. All neurons of an input layer connects all neurons 

in hidden layer, and a neuron of hidden layer connects 

all neurons in output layer. Constitution of our proposed 

neural network is three layer model and the activation 

function of the output neuron is exponential function, 

and that in other layers is sigmoid function. 

 
Fig. 1 Neural network with exponential output neuron 

 

We evaluate proposed ANN by preliminary 

exercises. An artificial data are generated by following 

equations data1~data4. An input consists of three 

dimensional vector  321 ,, aaa , and an output is a scalar 

y . The elements of input vector is decided at random. 

The range of the elements in a input vector is 0.0 to 3.0. 

The x  in the following equations is sum of the 

elements of input vector .321 aaax   All x  satisfy 

the condition .0.50.0  x  The output y  is 

normalized by dividing the maximum value for 

conventional ANN. Table 1 shows ANN parameters for 

preliminary exercise. We continue the training process 

until it arrives at the maximum epoch. 

 
 

 
 

 

 

 

1x

2x

ix

y

activation func. 

activation func. 
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 data1: 2xy   

 data2: 122  xxy  

 data3: 3xy   

 data4:  xey  15  

Table 2 shows mean square errors between the 

theoretical y and the output of ANN. 

 

Table 1 ANN parameter for preliminary exercises. 

Training rate 0.4

Momentum 0.7

Maximum epoch 20,000

The number of input neurons 3

The number of hidden neurons 2

The number of output neurons 1

Slope of exponential function 1/256

The number of training sample 400  
 

Table 2 Mean square error of preliminary exercises. 

data1 data2 data3 data4

convetional ANN 0.184 0.204 0.220 0.132

proposed ANN 0.163 0.193 0.134 0.123  
 

Proposed ANN could obtain more accurate 

approximation model than conventional ANN as shown 

in Table 2. Mean square error of conventional ANN 

becomes larger than proposed ANN because the error of 

conventional ANN becomes large by rescaling. Table 2 

also says that proposed ANN is suitable for the model 

equation approximation like as quadratic or cubic 

function. 

 

IV. PHYSIOLOGICAL ACTIVITIES  

ESTIMATION 

ANN needs appropriate training samples to make a 

suitable model. Measured physiological activities and 

protein expression levels include relatively large noise 

come from cell condition and measurement 

environment. We solve this problem by exception of 

outlier using Smirnov-Grubbs test. 

Physiological activities and protein expression levels 

are measured in multiple times for a constituent of the 

food, and these are not corresponded each other.  It 

means that we do not construct appropriate training 

samples consisting of a physiological activity as a 

training signal and protein expression levels as input 

signals. We use simple linear regression analysis to 

correspond a physiology activity and protein expression 

levels. We make all the available combination between 

the physiological activities and the protein levels for a 

constituent of the food, and apply simple linear 

regression analysis for these combinations. The 

combination that has the lowest residual is selected as 

the adequate training sample. 

We use thirty kinds of constituents for three 

concentrations as training samples. A part of the 

constituents as shown in Table 3. The constituent is 

given to HepG2 cells, then protein expression levels and 

physiological activities are measured, respectively. So a 

data-set involves 90(=30×3) measured values. We 

measure the expression levels of following proteins; 

Survivin, HSP70, XIAP, FADD, TXNRD1, HSP90, 

MxA, tNOX, NQO1, ERK2, p53 and Bcl2. 

We compared conventional ANN with proposed 

ANN for six kinds of physiological activities. These 

experiments run ten times with the same parameter. 

Table 4 shows training parameters, and Table 5 shows 

the number of samples. We evaluate each method by 

estimation accuracy defined by Equation (3). 

,100
samles ofnumber  Total

samples estimated ofNumber 
accuracy  (3) 

where the number of estimated samples means that the 

number of samples they satisfied the error less than 0.2. 

 

Table 3 Samples of constituents and 

their concentrations 

LipoicAcid 100 300 1000

EGCG 7 20 50

Genistein 10 20 60

Daizein 25 50 150

Glycitein 10 30 100

Qurcetin 5 15 60

concentrations(μM)

 
 

Table 4 ANN parameters for 

estimation experiments 

Training rate 0.4

Momentum 0.7

Maximum epoch 20,000

The number of input neurons 13

The number of hidden neurons 6

The number of output neurons 1

Slope of exponential function 1/256

Acceptable error level 0.2  
 

Table 5 The number of sample 

 

anti-oxidant 627 128

anti-proliferative 642 131

anti-inflammation 637 130

anti-angiogenic 642 131

 

The number of 
testing sample 

physiological 
activity 

The number of 
training sample 

t  

t  
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Fig. 2 Results of estimation accuracy 
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Fig. 3 Scatter diagram for anti-angiogenic activity 
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Fig. 4 Scatter diagram for anti-inflammation activity 

 

Fig. 2 shows estimation result of four physiological 

activities (anti-oxidant, anti-proliferative, anti-

inflammation, anti-angiogenic activity) using proposed 

ANN and conventional ANN. Proposed ANN is more 

accurate than conventional ANN with normalization for 

anti-oxidant activity, anti-inflammation activity and 

anti-angiogenic activity. Fig. 3 and Fig. 4 show 

estimation results for the anti-angiogenic activity and 

the anti-inflammation activity by scatter diagram where 

the x-axis is measured value and the y-axis is estimated 

value. In Fig.3 and Fig.4, the dotted-line shows boarder 

that satisfies ±0.2 of measured values. Proposed ANN 

can estimate relatively large physiological activity 

shown in circles in Fig. 3 and Fig.4. 

 

V. CONCLUSIONS 

In this paper, we proposed a neural network with 

exponential output neuron and applied it to estimate 

physiological activities from protein expression levels. 

Experimental results showed that our method achieved 

more accurate than conventional ANN with 

normalization for anti-oxidant activity, anti-

inflammation activity and anti-angiogenic activity. 

Furthermore it could realize to directly use measured 

physiological activities as training samples. However, 

proposed neural network couldn’t follow small 

physiological activity. It is future subject that estimation 

by multi-model ANNs to estimate both of large and 

small physiological activities. 
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Abstract: Island model is a typical implementation model of parallel distributed genetic algorithms, and it is also used 

in parallel genetic programming. Island model has migration process that exchanges individuals between sub-

populations to leave local optimum. However island model requires synchronous process to exchange individuals at the 

same generation, and synchronous process increases computation time. 

  This paper proposes a new parallel genetic programming model based on the island model with asynchronous 

migration. We implement island model using Massage Passing Interface (MPI). Fitness calculation which requires the 

longest computation time is processed in parallel by multi-threading. In addition, proposed method employs a 

communication thread for migration between computation nodes, and communication thread communicates with 

another communication thread to exchange individuals at appropriate intervals. The communication and genetic 

operations can be independently processed on each core. Experimental results show that proposed method with five 

computation nodes and forty threads can reduce computation time about 17% of serial GP. 

 

Keywords: Genetic programming, MPI, Multi-threading, Island model, Asynchronous migration 

 

 

I. INTRODUCTION 

Genetic Programming (GP) [1,2,3] is one of the 

evolutionary algorithms for optimization inspired from 

biological evolution. GP expresses a candidate of 

solution as a structural individual like a tree. Each 

individual is evolved by genetic operations such as 

crossover and mutation, and then only the individuals 

that have superior fitness remain for next generation. 

Through these evolutionary processes, GP can make a 

model automatically. Computation time of GP becomes 

longer as increasing of the number of individuals and 

the generations to obtain more accurate solution. So GP 

is usually implemented in computer cluster. Parallel GP 

implementation can be classified into two models; 

master-slave model and island model [2]. 

  This paper proposes a new parallel genetic 

programming model based on the island model with 

asynchronous migration. We implement island model 

using Massage Passing Interface (MPI) [3]. Fitness 

calculation which requires the longest computation time 

is processed in parallel by multi-threading [4]. In 

addition, proposed method employs a communication 

thread for migration between computation nodes to 

reduce synchronous overhead. We evaluated proposed 

method on computer cluster. 

II. PARALLEL GENETIC PROGRAMMING 

1. Island model 

Island model [2] is one of the implementation models 

for parallel distributed genetic algorithms and it is also 

used for parallel genetic programming. Island model 

divides a population consisting of individuals into sub-

populations, and it assigns a sub-population to a 

computation node. Individuals in each sub-population  

Serial GP

Island model 

GP

Computation

node 1

Computation

node 1

Sub-

population

1

Computation

node 2

Computation

node 3

Migration

Individuals

Sub-

population

2

Sub-

population

3

 
Fig. 1 An example of island model by three  

computation nodes. 
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are independently evolved in parallel. The number of 

individuals in sub-population is reduced, and genetic 

operations for individuals in each sub-population are 

processed in parallel, island model can reduce 

computation time. In usual, island model has migration 

process, that immigrates individuals from sub-

population to another sub-population, to leave local 

optimum. Figure 1 shows an example of island model 

by three computation nodes. 

 

2. Synchronous migration 

  Migration is a process to immigrate individuals from 

sub-population to another sub-population at every some 

generations. So the migration on computer cluster 

requires network communication to exchange 

individuals. Migrated individuals are chosen by various 

ways. For example, migrated individual is an elite that 

has the highest fitness in sub-population. In other way, 

some individuals are chosen at random. Before 

migration, computation nodes synchronize their 

generation because independent evolution leads the 

difference of computation time for each sub-population. 

So some sub-populations have to wait their migration 

until the slowest sub-population has finished their 

operations. 

 

III. ASYNCHRONOUS MIGRATION FOR 

 PARALLEL GENETIC PROGRAMMING 

1. Inter-nodes parallelization and  

intra-nodes parallelization 

  Proposed method implements island model using 

Massage Passing Interface (MPI) [3] for inter-nodes 

parallelization. MPI is a standard library for parallel  
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Fig. 2. Intra-nodes parallelization  

 using fitness calculation threads. 

programming. 

Recent processers equip some processing cores on a 

die, and they share a main memory. This architecture is 

suitable for multi-threading [4]. Our method creates 

threads for fitness calculation, and these threads work in 

parallel. Shared memory is used to exchange individuals 

between main thread and fitness calculation threads. 

Proposed method expects high speed processing by 

using both inter-nodes parallelization by MPI and intra-

nodes parallelization by multi-threading. Figure 2 shows 

intra-nodes parallelization using fitness calculation 

threads. 

 

2. Asynchronous migration 

Proposed method creates a communication thread to 

reduce waiting time by synchronization. At first main 

thread creates individuals at random, and calculates 

their fitness. Then the main thread of each computation 

node selects an elite individual and stores it into the 

transmission buffer. Here, synchronization is executed 

just for once for reliable migration. Next, the main 

thread creates a communication thread and it transfer 

the individual stored in the transmission buffer to the 

communication thread in the other computation node at 

appropriate interval. The elite individual is exchanged 

through the shared memory between the main thread 

and the communication thread. The communication 

thread also receives the transferred individual from the 

other communication thread and stores it into the 

receiving buffer. The main thread takes the migrated 

individual from the other sub-population into their own 

sub-population at appropriate interval when the genetic 

operations are finished. Figure 3 shows an example of 

individual exchanging between the main thread and the 

communication thread. Figure 4 illustrates an example 

Computation node
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Communication

thread

ProcesserShared memory

The transmission buffer

The receiving buffer
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communication 

thread

Communication

Main thread
Read
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Fig. 3. An example of individuals exchanging 

 between the main thread and  

the communication thread. 
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Fig. 4. An example of task allocation for 

 two computation nodes with  

four processing cores in a processor. 

 

of task allocation for two computation nodes with four 

processing cores in a processor. 

 

IV. EXPERIMENTAL RESULTS 

  We evaluate processing time and accuracy of 

obtained solution on computer cluster. Table 1 shows 

experimental environments. Computer cluster equips 

distributed memory, and a multi-core processer has four 

processing cores, and it equips hyper threading 

technologies®, so eight threads can work in parallel. We 

compare with three implementation models of parallel 

GP. Table 2 shows detail of each model. The iGP is 

parallel GP using basic island model. The tfGP is the 

modified iGP using fitness calculation threads. In the 

tfGP, eight fitness calculation threads are created. The 

amGP is also the modified iGP using fitness calculation 

thread and communication thread for asynchronous 

migration. In the amGP, seven fitness calculation 

threads and one communication thread are created. We 

can evaluate the effect of intra-nodes parallelization by 

 

Table. 1. Experimental environments. 

CPU 
Intel® Xeon E5530 

2.40GHz ×2 

Core/Thread 4 cores / 8 threads 

Memory 8 GB 

The number of 
computation node 

12 nodes 

Table. 2. Details of each model. 

 iGP tfGP amGP 

Island model ○ ○ ○ 

Threaded fitness 
calculation 

× ○ ○ 

Asynchronous migration × × ○ 

Table. 3. Parameters of GP. 

Parameters  

The number of  
generation 

1,000 

The number of 
Individual 

300 

Max depth for 
Individual 

8 

The number of 
Training samples 

600 

Operator +, -, *, /, sin, cos, tan, log 

Selection 
Elitist schemes 

Roulette selection 

Mutation rate 0.1 

Migrating individual Elite 

Migration interval Every 50 generation 
 

comparing the iGP with the tfGP. In addition, we can 

also evaluate the effect of asynchronous migration by 

comparing tfGP with amGP. Table 3 shows parameter of 

GP. Individuals are divided into sub-populations equally. 

In experimentation, training samples are taken from [5]. 

Figure 5 shows the computation time with respect to 

the number of computation nodes. Serial GP takes 

about 1,000 sec. for 1,000 generations. The iGP with 

five computation nodes can reduce computation time 

about 46% of serial GP. However, computation time is 

increased when more than six computation nodes are 

used. Figure 6 shows the average number of nodes in an 

individual for each number of computation nodes. In the 

iGP, the average number of nodes in an individual 

increases when the number of computation node is 

increased. Computation time of fitness calculation is 

increased by increasing of the number of nodes in an 

individual. As a result, the computation time for fitness 

calculation is different among sub-population, and it 

leads large overhead for synchronous migration. This is 

the reason of increasing of computation time when more 

than six computation nodes are used on the iGP and 

tfGP. 

  In Figure 5, the tfGP with five computation nodes and 

forty threads can reduce computation time about 21% of 

serial GP. Computation time is also increased when 

more than six processors are used as well as the iGP. It 

is because that synchronous migration takes large 

overhead as well as the iGP. 

In Figure 5, the amGP with five computation nodes 

and forty threads can reduce computation time about 

17% of seriasl GP.  

Figure 7 shows the average fitness for each number 

of computation nodes. Fitness of individual s  is 
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calculated by Equation (1). 
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In Equation (1), n  is the number of training 

samples, iŷ  and iy  are the desired value and the  
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Fig. 5. Computation time with respect to the 

 number of computation nodes. 

0

2

4

6

8

10

12

14

16

18

20

1 2 3 4 5 6 7 8

T
h

e 
n

u
m

b
er

 o
f 

n
o

d
e 

in
 i

n
d

iv
id

u
a
l

The number of computation node

iGP and tfGP

amGP

 
Fig. 6. Average number of nodes in individuals for

 each number of computation nodes. 
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Fig. 7. Average fitness for each number of 

computation nodes. 

output of the model for the i -th training sample, 

respectively. In Figure 7, the average fitness of amGP 

increases as well as the iGP and the tfGP when the 

number of computation node is increased. In Figure 5, 

computation time of amGP doesn’t increase even if 

more than six processors are used. So, proposed method 

is effective method when many computation nodes are 

used to obtain more accurate solution. 

 

V. CONCLUSION 

  This paper proposed a new parallel genetic 

programming model based on the island model using 

asynchronous communication between computation 

nodes. We implement island model using Massage 

Passing Interface (MPI). Our method creates threads for 

fitness calculation, and these threads work in parallel. In 

addition, proposed method employs a communication 

thread for asynchronous migration between computation 

nodes. Experimental results showed that fundamental 

parallel island model with five processors can reduce 

computation time about 46% of serial GP. Furthermore, 

our proposed method with five computation nodes and 

forty threads can reduce computation time about 17% of 

serial GP. In future, we will improve efficiency of 

parallelization by investigating the load of each 

computation node. 
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Abstract: Most analysis methods of base sequences are based on the idea of pattern matching, but feature patterns 

known until today are supposedly a part of all the patterns hidden in base sequences. We develop a novel analyzing 

method based on disorder of base sequences, for example variance of data, 1/f fluctuation, information entropy and 

self-information. We try to classify species based on self-information of base sequences. Relations between species are 

visualized by self-organizing map (SOM). It is probable that neighboring regions of the SOM corresponds to near 

species. We compare neighboring regions of the SOM with neighboring branches of an evolutionary tree produced by 

the Clustal-W system.  

 

Keywords: DNA, self-information, information entropy, self-organizing map 

 

 

I. INTRODUCTION 

Evolution degeneration of species must be remained 

in base sequences, because mutations have been 

accumulated in them for a long time. Various analysis 

methods on base sequences are investigated for 

revealing evolution of living creatures. 

Most analysis methods of base sequences are based 

on pattern matching, but feature patterns known until 

today are probably a part of iceberg i.e. enormous kinds 

of patterns are ought to exist. Rule based analysis 

cannot be applicable to genes of unknown species.  

We make up our mind to change the viewpoint of 

research from strict pattern matching to rough 

comparison. We propose a novel analyzing method 

using disorder of base sequences. Though disorder is 

somewhat vague, various features of species are 

reflected in disorder.  

There exist many candidate methods of analysis 

concerning to disorder, for example, data compression 

ratio[1], long range order used in statistical 

mechanics[2], 1/f fluctuation[3], variance of data[4][5], 

information entropy[6] etc . 

This article employs information entropy, especially 

self-information as an index of disorder. Self-

information is calculated from appearance rate of 

codons in sub-sequences cut out from whole the base 

sequence.  

We try to classify species based on self-information 

of base sequences without using pattern matching, and 

visualize relations of species by self-organizing map 

(SOM). One region represents one species.  

We validate the method of classification of species 

and to compare neighboring regions on the SOM with 

neighboring branches of evolutionary tree produced by 

the Clustal-W system[7]. 

  

 

 II. DISORDER ANALYISIS BY  

INFORMATION ENTROPY AND SOM 

1. Composition of base sequences 

Base sequences consist of four kinds of bases; 

A(Adenine), C (Cytosine), G (Guanine), and T 

(Thymine).  

A sequence of three adjacent bases is called codon. 

The number of codons is 64=4
3
, because codon is a 

triplet of 4 kinds of bases. 
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2. Information entropy 

Information entropy of species is assumed to be a 

measure of characteristic of species.  

The complete event system (X, P) is determined by 

the occurrence probability P(Xi), where Xi is one of 64 

codons. }{ iX  corresponds to AAA, AAG, AAC, 

… ,TTT. 

 

.)T(

TTT
,,

)G(

AAG

)AAA(

AAA


















TTPAAPPP

X


 

 

Self-information is defined by the probability P(Xi), 

Self-information has the same number as the codon. 
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Information entropy H(X) is an expected value of 

self-information I(X), i.e. ).(log)()( 2 XPXPXH    

)(XH
 

derives as follows, 
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3. Self-organizing map (SOM) 

Self-organizing map (SOM) proposed by Kohonen is 

an unsupervised-leaning neural network which is used 

for clustering and visualization [8]. 

The codon of self-information as vector of 64
th
 

dimension is used for input of SOM. SOM has two-

layer structure. Input layer has nodes the number of 

which is the same as the number of dimension of the 

input.  

 

 

Fig 1 Illustration of input and output layers of SOM 

 

 

 

The output layer of SOM is allocated on rectangle 

lattice(x,y). The size of output layer is arbitrarily 

decided.  

Weights connect input layer and output layer. Weight 

is strength of connection between input layer and output 

layer. Two layers unite completely by weight (Fig 1). 

The relation between the output(O) ,weight(W) and the 

input(I) is shown by the following expressions. 

 

.),(
64

1





i

ii IWyxO  

We use SOM to distinguish species by self-

information. 

 

4. Positional information entropy 

Sub-sequences are parts of a base sequence cut out 

with a given length of bases and are information entropy 

a positional function of the base sequence (Fig 2).  

 

 

Fig 2 Base representation of the whole base sequence 

 

Self-information of codons is calculated by the 

appearance probability of codons in sub-sequence (Fig 

3). 

 

 

Fig 3 Codon representation of sub-sequences 
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III. EXPERIMENTS 

1. Experimental condition 

We validate the proposed method by the following 

steps. 

[Step 1]. Calculation of self-information. 

[Step 2]. Visualization by SOM. 

[Step 3]. Comparison SOM with evolutionary tree. 

Experimental data of base sequences are ribosomal 

protein genes of 20 species in Table 1, which are taken 

from the Ribosomal Protein Gene (RPG) Database 

established by Frontier Science Research Center, 

University of Miyazaki[9]. 

The ribosomal proteins used are as follows; 

RPL3 RPL4 RPL5 RPL6 RPL7 RPL7A 

RPL8 RPL9 RPL10 RPL10A RPL17 RPLP23 

 

2. Pre-experiment 

First of all, we need to determine experimentally an 

appropriate length of sub-sequence. We conduct small 

scale experiments will give us nearly optimal 

parameters of SOM. 6 kinds of species are used; 

{ A(Hs), B(Mm), H(Ag), I(Ce), J(Mg), and O(Um) } in 

Table 1.  

We change the length of sub-sequence from 64 bases 

to 2048 bases. Sub-sequence cannot cut out more than 

2048 bases, because length of base sequence is different 

because of species. Parameters of experiments are as 

follows; map-size is      , and iteration of learning 

is 100.  

 

3. Results of pre-experiment 

Length of sub-sequence 2048 gives good figure of 

SOM(Fig 4). Species are separated in 6 regions. Length 

of sub-sequence is long, species of 6 kinds all separated.  

 

 

 

 

Fig 4 Result of pre-experiment (6 species) 

4. Experiment 

We validate the proposed method employing data of 

20 species. Length of sub-sequences is same for all 

species i.e.2048 bases. Parameters in experiments are as 

follows; map-size is      , and iteration of learning 

is 100. 

 

5. Results and discussions 

Fig 5 (A) is a map produced by SOM and Fig 5 (B) is 

an evolutionary tree produced by the Clustal-W system. 

We take a look of parts with same colored mask pattern.  

The map of SOM is separated in 21 regions. There 

are 2 regions of C(Rn). We confirmed to correspond 

between the neighboring regions of the SOM to the 

neighboring branches of the evolutionary tree. 

 

 

Table 1 Correspondence table for experiment 

symbol abbr species symbol abbr species symbol abbr species symbol abbr species 

A Hs H.sapiens F Dm D.melanogaster K Fg F.graminearum P Ro R.oryzae 

B Mm M.musculus G Am A mellifera L Yl Y.lipolytica Q Cn C.neoformans 

C Rn R.norvegicus H Ag A.gamiae M Sc S.cerevisiae R Dd D.discoideum 

D Fr F.rubripes I Ce C.elegans N Sp S.pombe S At A.thaliana 

E Ci C.intestinalis J Mg M.grisea O Um U.maydis T Cr C.reinhardtii 
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(A)                                           (B)                   

Fig 5 Comparison of SOM with evolutionary tree 

 

IV. CONCLUSION 

We proposed an analyzing method of base sequences 

employing disorder. The method is emposed of 

calculation of self information from base sequences of 

species and visualization by SOM. A rate of SOM is to 

separate all the species into different regions. We 

compare neighboring regions of SOM with neighboring 

branches of evolutionary tree produced by the Clustal-

W system.  

The neighboring regions of the SOM are 

corresponding to the neighboring branches on 

evolutionary tree. The experiments lead us to the 

conclusion that the analysis with disorder and SOM is 

useful for classifying species. 
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Abstract: As digital-signal frequency in PCBs (Printed Circuit Boards) increases, waveform-distortion, or the Signal 

Integrity (SI) problem is getting serious more and more. The reason why the SI becomes serious is that wires, or traces 

need to be regard as transmission lines, which are sensitive to electric noises. In order to overcome this problem, we 

have already proposed a novel methodology called STL (Segmental Transmission Line), and have also shown its 

effectiveness using computer-simulation and fundamental prototypes. In the STL design however, combinatorial 

explosion problem occurs as a big problem. To solve this problem, Genetic Algorithms (GA) is used to design STL. In 

this paper, we newly apply the STL to the bus system that includes inductances, which come from the VLSI packaging. 

We evaluated the STL on the simulation experiments and the actual experiments using prototypes, and obtained the 

maximum improvement ratio of 1.53 in the actual experiment. 

 

Keywords: Signal Integrity, Transmission Line, Genetic Algorithms, Inductance, Printed Circuit Board 

 

I. INTRODUCTION 

From hundreds of MHz or more, digital signals 

begin to behave as waves, so that the PCB (Printed 

Circuit Board) traces must be designed as transmission 

lines. The transmission line is characterized by the 

characteristic-impedance Z, which shows the easiness of 

the signal to transmit. And if some devices or electrical 

components, which are equivalent to capacitors or 

inductors, are connected to the transmission line, they 

become sources of impedance-mismatching, and cause 

waveform-distortion, or decrease SI (signal integrity) as 

shown in Fig. 1. 

Conventionally, some local-impedance-matching 

techniques such as SSTL[1] have been used to solve the 

impedance-mismatching problem. These techniques, 

however, have not been going well gradually as the 

frequency increases and approaches to the GHz-region. 

In order to overcome this difficulty in the 

conventional techniques, we have already proposed a 

novel technique called “Segmental Transmission Line 

(STL)”, and have shown its fundamental effectiveness 

on some simple transmission models [2][3], where only 

capacitors are connected. In the high-speed digital-

signal transfer, however, not only the capacitances but 

some inductances, which come from VLSI packages 

and connectors connected two PCB boards for example, 

also cause impedance-mismatch and affect the 

waveform.  

In this paper, we apply the STL to the bus system 

where inductances are also connected to the 

transmission line as well as the capacitances, and show 

its effectiveness quantitatively on computer-simulations 

Capacitors are equivalent
to devices 

Pulse 
Source

C C

Reflected or transmitted waves 

Terminal 
Resistor

Dumping 
Resistor

Noise superposes 
Digital Signal

Digital 
Signal

 

Fig.1 Decline of Signal Integrity 

and actual experiments. 

 

II. SEGMENTAL TRANSMISSION LINE 
In order to improve SI in PCB traces, we have already 

proposed a novel transmission called Segmental Transmission 

Line (STL) [2]. In the STL, a transmission line is divided into 

multiple segments of individual characteristic-impedance Zi 

and segment-length Li. In the strip-line structure, or micro-

strip line structure in the PCB traces, the characteristic 

impedance Z is a function of the segment-width W, i.e., 

Z=f(W). Each segment has thus its own width Wi and length Li 

individually as design parameters as shown in Fig.2 if the STL 

is applied to the PCB trace.  

Impedance mismatching
points

Observe
Point

L1、W1 L3、W3 L4、W4

L：Length
W:Width

L2、W2

)( ii WfZ 
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Fig.2 Configuration of Segmental Transmission Line 
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In the STL, each boundary between adjacent 

segments causes an impedance-mismatch-point as a 

matter of course, and reflection waves and transmitted 

waves occurs at each boundary as a result. In the STL, 

superposition of the multiple reflection-waves from all 

boundaries is used to improve the waveform distortion 

at target points in the transmission line by adjusting Wi 

and Li of each segment. 

III. GENETIC ALGORITHMS 

In the STL, however, there is a troublesome barrier 

in its design: finding the best combination of all 

parameters is next to impossible because combinatorial 

explosion occurs in its search process. Assuming that 

there are 10 segments, each of which consists of 10 

width-candidates and 100 length-candidates, the total 

number of combinations comes to . 

This astronomical number prevents us to evaluating all 

of them in real time. In order to overcome this problem, 

we apply the genetic algorithms (GA) [4], which is one 

of optimization algorithms mimicking the biological 

evolution, to the problem. And more positive reason we 

use GA is that the STL structure of one dimentional 

array will be well mapped onto the chromosome 

stroucure in GA as shown in Fig.3.  

Figure 4 shows the flowchart of the STL-design 

using GA. Genetic operations are executed repetitively 

until they reach the finish condition. Difference area 

between the target and the observed waveforms shown 

in the figure is used to evaluate the chromosome, that is, 

the reciprocal of the difference area is used as score, or 

fitness of the chromosome. 

IV. EXPERIMENTAL RESULTS 

We use a bus-system shown in Fig.5 to evaluate the 

STL. This bus-system models a transmission line with a 

Ball Grid Array (BGA) or a Land Grid Array (LGA) 

connected with it as shown in Fig. 6. There are bunches 

of boding wires inside the BGA or LGA package, and 

they need to be considered as inductances as the 

frequency increases. 

1. Simulation Experiments 

Figure 7 shows a waveform observed at the 

observing point in Fig. 5. As shown in Fig. 7, the logic-

margins degrease to critical ranges; high-level-logic-

margin is 0.3V and low-level-logic-margin is 0.32V. To 

recover the logic margins, STL is thus applied. 
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Fig.4 STL-Design Flowchart using GA 
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Fig.6 Cross sectional view of Ball Grid Array 
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Table 1 shows the condition of the STL-Designer 

using GA, and Fig.8 shows an STL design result for the 

bus-system including inductances. Figure 9 shows the 

waveform at the observing point in Fig. 8 in the STL. 

Both of the high-level-logic-margin and low-level-

logic-margin increase to 0.5Vs. Table 2 summarizes the 

experimental results. High improvement ratios of 1.67 

and 1.56 were achieved in high-level-logic-margin and 

low-level-logic-margin, respectively compared to a 

conventional transmission line. 

2. Prototype Experiments 

We fabricated some PCB prototypes to prove the 

correctness of the simulation results. Prototype PCB 

boards are shown in Fig. 10: the upper is a conventional 

transmission line and the lower is an STL. On the PCBs, 

chip inductors and chip capacitors are used and soldered 

as the inductors and capacitors in Figs. 5 and 8. 
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Fig.9 Waveforms of the STL on Simurations 

Table. 2 Summary of Simulation Results 

 High-level- 

logic-margin 

Low-level- 

logic-margin 

Normal 0.3[V] 0.32[V] 

STL 0.5[V] 0.5[V] 

Improvement 

rate 

1.67 1.56 
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Fig.10 Prototype PCB 
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Fig.7 Waveforms of Conventional Transmission Line 

on Simulations 

Table. 1 Conditions of GA 

Lengths 15cm,35cm,10cm 

(Total:60cm） 

Fraction of segments 6,7,3 

Finish condition 1500 generations 
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Fig.8 Design Results for STL 
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 Figure 11 shows the measurement environment for the 

prototype boards. Clock signals are supplied from the 

pulse generator into the PCBs, and the waveforms are 

observed using an active probe and a digital sampling 

oscilloscope. 

Pulse Generator
Agilent 81132A

Oscilloscope
LeCroy Wave Runner 204Xi

Band：2GHz
Sampling Rate：10GS/s

Active Probe
LeCroy HFP2500

SMA Cable

Prototype PCB
SMA Connecter

Observing Point
 

Fig.11 Measurement Environment 

Figures 12 and 13 show waveforms in the 

conventional trace and of the STL, respectively 

observed with the oscilloscope. Logical margins of 

0.34V in high-level and 0.36V in low-level are well 

improved to 0.52V and 0.5, respectively in the STL. 
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Fig.12 Waveforms observed in Conventional 

Transmission Line on the Prototype 
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Fig.13 Waveforms observed in STL on the Prototype 

 

 

 

Table. 3 Summary of Measurement Results Using 

Prototype 

 High-level- 

logic-margin 

Low-level- 

logic-margin 

Normal 0.34[V] 0.36[V] 

STL 0.52[V] 0.5[V] 

Improvement 

rate 

1.53 1.39 

 As the Table. 3 shows, the improvement ratio of 

high-level-logic-margin is 1.53, and low-level-logic-

margin is 1.39. The results indicate that STL is effective 

to the system which includes inductances directly before 

the devices. 

V. CONCLUSIONS 

We newly applied the STL to the bus-system 

including inductances. The maximum improvement 

ratio of 1.67 for the distorted waveform in the 

conventional transmission line was achieved on the 

computer simulation. We also evaluated the STL using 

the prototypes, and high improvement rations of 1.53 

and 1.39 were achieved in the high-level-logical-margin, 

and the low-level-logical-margin, respectively. Those 

results clearly show that the STL is also effective to the 

bus-system including inductances as well as 

capacitances. 

 Our future works is to make clear the differences 

between simulation and actual experiments. 

Furthermore, we will also try to make steeper 

rising/falling waves in the STL. 
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Abstract Recently, propagating digital signals with low distortion in PCB (printed circuit board) traces is getting 
difficult more and more as the frequency increases. In order to solve this problem, we have proposed “Segmental 
Transmission Line (STL)”. In the STL, a transmission line is divided into multiple segments of individual characteristic 
impedance. The multiple segments are designed to improve the waveform distortion on the transmission line by solving 
a combinatorial explosion using genetic algorithm. In this paper, we try to improve signal integrity at two points using 
the STL. In order to achieve the signal integrity improvement at two points, we use the multi-objective GA and 
pareto-optimal-solutions. We conducted experiments with simulation and an STL prototype using real PCBs. As a result, 
at two observation points on simulation, logical margins in the STL were improved 3.3 times and 3.0 times 
simultaneously in their maximum, respectively. And at two observation points in the STL prototype, logical margins 
were improved 1.7 times and 2.0 times simultaneously, respectively. The result thus indicates that the STL has high 
ability to improve digital-signal waveform at multiple points simultaneously. 

 

Keywords Signal Integrity, STL, Transmission Line, Genetic Algorithms, Pareto-optimal-solutions

I. Introduction 
Signals of GHz frequency, the wavelengths of which 

are less than 15cm and are shorter than sizes PCBs, are 
terribly distorted at the impedance mismatching points in 
the PCB traces. 

They have used conventional impedance-matching 
techniques [1][2] to improve the distorted waveforms 
usually. These techniques works well up to hundreds 
MHz, but will not work well at more than GHz. 

In order to solve this problem and to ensure the 
signal integrity we have proposed a novel transmission 
line called "Segmental Transmission Line (STL)" [3] . 

In the STL, a transmission line is divided into 
multiple segments of individual characteristic impedance. 
In this structure, noises are generated purposely at the 
segments boundaries to cancel the target noises, which 
occur due to the impedance mismatching between the 
transmission line and the devices connected to the 
transmission line. 

In our previous paper, we have already shown 
effectiveness to GHz-frequency signal at single point 
using computer simulation and on STL prototype 
fabricated in real PCBs[4][5]. These STL boards were 
designed in the MHz-frequency targeting to the 
GHz-frequency by lengthening the wire (trace) length in 
proportion to the ration between the MHz and GHz 
frequencies. 

In this paper, we try to improve signal integrity at 
multiple points using STL and to show its effectiveness 
using an STL prototype as well as computer simulaition. 
 

II. Segmental Transmission Line 
The idea of STL is completely different from the 

conventional methods such as [1],[2], which aim to 
decrease noise-emissions.  

In the STL, we use counter approach to the 
conventional ones. Figure 1 shows an overview of STL 
and its segment-model. And Fig. 2 shows a model of the 
STL. In the STL, we use noises that are generated 
purposely at impedance mismatching points to 
cancel the target noises. To generate these noises 
purposely, a transmission line is divided into 
multiple segments which have different impedances 
and lengths, respectively. Impedance of a segment 
is function of a segment-width.  

Wi: width of transmission line 

W1 W2 W3

L1 L2 L3

Impedance mismatching

Li: length of transmission line
Zi: impedance

Z1 Z2 Z3

L1 L2 L3

Noises

Overview of STL Segment model of STL  

Fig. 1 Outline of STL 
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V： Signal Source 
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Fig. 2 STL Model 
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III. STL design methodology using Genetic 
Algorithms 

In the STL, it is necessary to obtain the best, or 
semi-best impedance and length combination. In the case 
of complete search of combination, for example, 10 
widths and 100 lengths for each of 10 segments results in 
the combination of (10 * 100)

10
 = 1.0 * 10

30
 . It is clearly 

impossible to calculate all of them, and this difficulty is 
called combinatorial explosion. In order to overcome this 
difficulty, we use Genetic Algorithms (GA) [6] to the 
STL design.  
   In the GA for the STL design, two kinds of genes are 
used. One is for the segment-width and the other is for 
the segment-length. Figure 3 shows the STL design 
system named STL-Designer, which is composed of a 
newly developed GA calculation-loop specialized for the 
STL and the circuit simulator SPICE. Figure 4 shows the 
gene and chromosome configuration of GA applied to 
the STL. As shown in the figure, a characteristic 
impedance and its corresponding length forms a pair of 
genes in a chromosome. 
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Fig. 3 STL-Designer 
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Fig. 4 Gene and Chromosome Constitution 

 

IV. Multi-objective GA and Pareto solutions 

   To achieve the signal integrity improvement at 
multiple points, the waveforms at the observation points 
must be optimized simultaneously. We thus use the 
multi-objective GA and pareto-optimal-solution [8] to 
meet the design requirement. Figure 4 shows a chart of 
the pareto-optimal-solution. Pareto-optimal-solutions is a 
set of the solutions which cannot be put above the others. 

Pareto Solutions
（There is no solution in the dotted area）

Not Pareto Solutions
（There are solutions in the dotted area）

Different Area of Point 0

In Family, there are six solutions

Point 0 Point 1

D
ifferent A

rea of Point 

1

Solution

Chromosome

=

 

Fig. 5 Pareto optimization solution 

 

V. Signal-Integrity improvement at multiple 
points on the computer simulation 

 
In the STL design, or in the simulation, we used the 

circuit simulator ngspice [7] as the SPICE shown in Fig. 
3. Figure 6 shows the circuit-diagram of the scale-up 
STL prototype for 150MHz clock-signal targeted to 
1GHz. This model assumes the bus line connecting a 
CPU with 3 memory modules. The transmission line of 
1-m long is divided into 12 segments. Three capacitors 
of 24pF each represent three device-inputs, e.g., memory 
modules connected to the transmission line. Point 0 and 
Point 1 in Fig. 6 are the target or observation points in 
the STL design. And the solution obtained in the STL is 
shown in Fig. 7. 

24pF 24pF Rt
3.3V
150MHz

30cm 55cm 10cm 5cm

24pF

Point 0 Point 1

CPU Rt

Rd

Rd

DIMM

 

Fig. 6 Circuit-diagram of STL applied to bus system 
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Fig. 7 Solution of GA applied to STL 

In Fig. 8, distorted waveforms of red waves in the 
left column were observed in the conventional 
transmission line of homogeneous characteristic 
impedance of 50 ohm at Point 0 and Point1, respectively. 
The distorted waveforms were well improved in the STL 
as shown in the red waves in the right column. Blue 
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waveforms in the figure, which are all the same, are the 
waveforms observed at Point 0 and Point 1 if no 
capacitors are connected in the transmission line. The 
blue waveform was thus used as the target or teacher 
waveform in the design. 

The results shown in Fig. 8 are summarized in Tab. 1. 
Improvement ratios are also shown in the parenthesis. 
High improvement ratios are obtained except the 
fall-delay time in Point 1. 
 

0.35V0.66ns

0.3V

0.34ns

0

0.5

1.0

1.5

2.0
[V]

Vth
(0.825V)

2.0ns

0.86V
0.22ns

0

0.5

1.0

1.5

2.0
[V]

2.0ns

Vth
(0.825V)

0.91V

～0ns

0.94V

0.55ns

Vth
(0.825V)

0

0.5

1.0

1.5

2.0
[V]

1.15V0.22ns

2.0ns

0.41V

0.58ns

0.32V

0.48ns

0

0.5

1.0

1.5

2.0
[V]

2.0ns

Vth
(0.825V)

Point 0
Conventional Transmission Line STL

Point 0

Point 1 Point 1

 

Fig. 8 Comparison of waveforms designed at Point 0 

 

Table. 1 Summary of simulation results 
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VI. Signal  Integrity improvement at multiple 

points in the STL prototype 

 
Figure 9 shows photographs of the prototypes of 

conventional transmission line and of STL. Figure 10 
shows the measurement-environment schematically. 
Signals from the pulse generator are put into the FPGA, 
which is used to reshape the waveform, and the outputs 
from the FPGA are input to the prototype board. The 
waveforms are observed by the digital storage 
oscilloscope of 2GHz bandwidth through an active prove. 

The waveforms observed by the oscilloscope are 
shown in Fig. 11, which are corresponding to Fig. 8 (no 
teacher waveforms in Fig. 8 are shown in Fig. 11). Delay 

times are not measured in Fig. 11 due to some restriction 
in the measurement environment. 

Declines in amplitudes in the conventional 
transmission line, which come from the waveform 
distortions, are well improved in the STL. The 
improvement ratios however are not so high as in the 
design, or simulation in Fig. 8. The results shown in Fig. 
11 are also summarized in Tab. 2 as Tab.1. 

Prototype of Conventional Transmission Line

Prototype of STL  

Fig. 9 Photographs of prototypes 

 

Fig. 10 Measurement environment 
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Fig. 11 Comparison of Waveforms measured at Point0 in prototypes) 

                                                              

Table. 2 Summary of measurement results 
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VII. Conclusions and further works 

 
In the simulation experiments, STL showed the 

maximum improvement ratios of 3.0 and 3.3 at Point 0 
and Point 1, respectively in terms of the logical margin. 
And it also decreased the rise-time delay to less than 15%  
at Point 0 and the fall-time delay to 38% at Point 1 at 
Point 1, while the fall-time delay at Point 1 increased 
10%. 

In the prototype experiments, the STL showed the 
maximum improvement ratios of 1.7 and 2,0 at Point 0 
and Point 1, respectively in terms of the logical margin. 

The results clearly indicate that the STL has high 
ability to improve digital-signal waveform improvement 
at multiple points simultaneously.  

Followings are further works: the fall-delay-time at 
Point 1 needs to be improved and accuracy of the signal 

integrity at two points needs to be improved and 
increased.  
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Basic Position/Force Control of Single-Axis Arm
Designed with an Ultrasonic Motor

K. Ogiwara and F. Nagata K. Watanabe
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Sanyo-Onoda, Japan Okayama, Japan

Abstract

Recently, many studies on assist robots are being
conducted, in which the development of a unique sys-
tem is required to support aged persons, physically
handicapped persons and/or caretakers. One of the
representative systems is called the assist suit and is
partly practiced. The assist suit is a mechatronics de-
vice which can assist physical human actions. How-
ever, the current assist suit has a few problems with
respect to cost, size, weight, long-time run and so
on. In this article, a fundamental study concerning
a compact assist device is conducted. Where the as-
sist device supports is one spot on the body such as a
knee, an elbow and a shoulder. First of all, a simple
single-axis arm is designed by using an ultrasonic mo-
tor which can generate high torque from a low velocity
range. Then, a servo system, a torque control system
and a passive torque control system are applied and
their characteristics are evaluated. Here, the passive
torque control includes a stiffness control and a com-
pliance control.

1 Introduction

Recently, many studies on assist robots are being
conducted, in which the development of a unique sys-
tem is required to support aged persons, physically
handicapped persons and/or caretakers [1]. One of
the representative systems is called the assist suit and
is partly practiced. The assist suit is a mechatronics
device which can assist physical human actions. How-
ever, the current assist suit has a few problems with
respect to cost, size, weight, long-time run and so on.

In this article, a fundamental study concerning a
compact assist device is conducted [2]. Where the as-
sist device supports is one spot on the body such as
a knee, an elbow and a shoulder. First of all, a sim-
ple single-axis arm is designed by using an ultrasonic
motor which can generate high torque from a low ve-
locity range. Figure 1 shows the experimental setup.
Then, a servo system, a joint torque control system
and a passive torque control system are applied and
their characteristics are evaluated. The passive torque
control includes a stiffness control and a compliance
control. Finally, a promising application as an assist
device is considered. It is assumed that the single-axis

Driver device

DC power of 24V

DC power of 5V

Single-axis arm by using
an ultrasonic motor A small force sensor

Figure 1: Single-axis arm designed with an ultrasonic
motor.

arm is equipped to a damaged joint of a human. The
operator can adjust the desired torque, e.g. more stiff
or more compliant, while feeling the behavior and the
effectiveness of the assist device.

2 A Single-Axis Arm Designed with an
Ultrasonic Motor

The ultrasonic motor has two features. One is
that it can generate high torque from the low ve-
locity range. The other is that it has a large hold-
ing torque when no voltage is given. That is the
reason why no brake system is needed and conse-
quently the weight reduction can be realized. Also,
the responsiveness of the ultrasonic motor is gener-
ally superior to the one of conventional electromag-
netic motors, so that the energy consumption can be
suppressed. Considering the above points, the simple
arm is designed based on an ultrasonic motor. Fig-
ure 2 shows the hardware block diagram. The ul-
trasonic motor used in experiments is the model of
USR60-E3T provided by Shinsei Corporation. A DA
board(CONTEC DA12-8) is used to control the mo-
tor velocity. A digital IO board(CONTEC PIO-48D)
is also used to switch the direction of motor rota-
tion, i.e., clockwise or counterclockwise. Further, a
counter board(CONTEC CNT32-8M) is incorporated
to sense the rotation angle. These cards are connected
to the ultrasonic motor via a driver device(Shinsei
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Figure 2: Hardware block diagram of the experimental
system.
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Figure 3: Relation between joint driving torque and
rotational speed in steady state.

Corp. D6060 24V). A small force sensor is fixed at the
tip of the single-axis arm to estimate the joint torque.

3 Control System

Basic functions were first developed on Microsoft
Visual C++ to give the commands such as the di-
rection of rotation and the rotational velocity and to
obtain the rotational angle from the encoder. Then, it
was measured on how the relation between the voltage
and its given time influenced the dynamic response of
the motor. Figure 3 shows the characteristics, in which
it is confirmed that the velocity tends to be constant
under 0.6 V. The dynamic characteristics were used to
design a position feedforward controller.

3.1 Basic servo system

The servo system of an ultrasonic motor is easily
constructed due to the high holding torque and the
responsiveness. Here, a simple proportional control
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Figure 4: Step responses obtained by using Eq. (1),
in which 500 pulses mean π rad.
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has only to be applied as

τ(k) = Kp {θd − θ(k)} (1)

where τ(k) is the joint driving voltage at the discrete
time k, Kp is the p-gain; θ(k) and θd are the joint an-
gle and desired one, respectively. In order to conduct
high accuracy positioning, when θd = θ(k) is detected
in the sampling loop, the excitation power to the mo-
tor has only to be off at the same time. Figure 4 shows
examples of step response with several Kp, in which
500 pulses mean π rad. Note that a linear character-
istic suddenly appears from a point, for example, in
case of Kp=0.006. To examine the matter a bit more
detail, the relation between the time and the torque
obtained by Eq. (1) is measured as shown in Fig. 5.
It is observed from Figs. 3, 4 and 5 that the joint ve-
locity tends to show a constant value about 8.5 rpm
under the point of 0.6 V. So, in order to cope with the
characteristic, Eq. (1) is improved as

τ(k) = Kp {θd − θ(k)}+ 0.6 (2)

Figure 6 shows the step response when Eq. (2) is em-
ployed. As can be seen, a desirable response without
an overshoot and delay is observed only by using a
p-action. This is the attractive characteristics of the
ultrasonic motor used in the experiment.

The Sixteenth International Symposium on Artificial Life and Robotics 2011 (AROB 16th ’11), 
B-Con Plaza, Beppu,Oita, Japan, January 27-29, 2011

©ISAROB 2011 384



600

500

400

300

Jo
in

t a
ng

le
  p

ul
se

Kp = 0.006

200

100

0
0 1                 2 3 4 5

Time  s

Reference
ResponseJo

in
t a

ng
le

  p
ul

se

Figure 6: Step responses obtained by using Eq. (2).

2.4

2.0

1.6

1.2

0.8Jo
in

t t
or

qu
e 

 N
m

 

0.8

0.4

0
0                  2                 4                  6                  8                 10             

Time s

Jo
in

t 

Reference
Response

Figure 7: Joint torque control reslut in using Eq. (3).

3.2 Joint torque control

In the joint torque control mode, the torque acting
at the joint is actively controlled by a PI controller
written by

τ(k) = Kfp {τd − τs(k)}

+Kfi

k∑
n=0

{τd − τs(n)}+ 0.6 (3)

where Kfp and Kfi are the p-gain and i-gain, respec-
tively. τd is the desired joint torque, τs(k) is the
estimated joint torque which is calculated from the
force value sensed by a small force sensor attached to
the arm tip. Figure 7 shows a torque control result,
in which the response desirably follows the reference
2 Nm by setting Kfp, Kfi to 3 and 0.001, respectively.

3.3 Passive joint torque control

In the passive joint torque control mode, an exter-
nal force given to the arm can be absorbed smoothly.
Here, a stiffness control and a compliance control are
considered. The stiffness control law is given by

τs(k) = Kd {θ(k)− θd} (4)

where Kd is the desired stiffness [Nm/rad]. Note that
in the stiffness control mode, the initial position is set
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Figure 8: Stiffness control result in using Eq. (4).
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Figure 9: Compliance control result in using Eq. (5).

to the desired position θd, and also θ(k) obtained from
Eq. (4) is given to θd in Eq. (2). Figure 8 shows an
example of the stiffness control result.

Next, the compliance control law is written as

τs(k) = Bd

{
θ̇(k)− θ̇d

}
+Kd {θ(k)− θd} (5)

where Bd is the desired viscosity [Nm·s/rad]. In the
compliance control mode, the transient behavior to an
equilibrium position can be controlled. Of course, the
equilibrium position depends on Kd. If it is assumed
that both θ̇d and θd are 0, and τs(k) = τstep(constant),
then θ(k) is obtained by

θ(k) =
τstep

Kd
(1− e−

Kd
Bd

∆tk) (6)

where ∆t is the sampling width. Compliance control
can be easily realized by giving θ(k) obtained from
Eq. (6) into θd in Eq. (2). Figure 9 shows an example
of compliance control result, in which the transient
behaviors are changed with Bd. In the experiment,
Kd and τstep(k) are set to 1 and 2, respectively.

4 Example of Application

In this section, a promising application called an as-
sist device is considered. It is assumed that the single-
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Figure 10: Block diagram of an application called the
assist device for assisting a damaged or weakened joint.

axis arm is equipped to a damaged joint of a human.
A small and light weight force sensor is used so that
the desired torque can be directly given by the fingers
of the operator. The operator can adjust the desired
torque, e.g. more stiff or more compliant, while feeling
the behavior and the effectiveness of the assist device,
i.e., the single-axis arm.

The block diagram of the controller is shown in
Fig. 10, in which the desired torque τd(k) is manu-
ally given by an operator. The control law is derived
from Eq. (3) by varying the desired joint torque as

τ(k) = Kfp {τd(k)− τs(k)} 　

+Kfi

k∑
n=0

{τd(k)− τs(n)}+ 0.6 (7)

τd(k) = αf(k) (8)
τs(k) = LF (k) (9)

where f(k) is the small force generated by an opera-
tor’s fingers, α is the gain which transmits the force
to the time-varying desired joint torque. F (k) is the
force acting between the arm tip and the object, L is
the length of the single-axis arm. In the experiment,
τs(k) is regarded as the joint torque.

Figure 11 shows the experimental scene assumed
to be the assist device. The control result of τs(k)
is shown in Fig. 12, in which the response τs(k) is
desirably amplified according to f(k) by giving 1 and
0.15 to α and L, respectively.

5 Conclusions

In this article, a fundamental study concerning a
compact assist device is conducted. Where the as-
sist device supports is one spot on the body such as a
knee, an elbow and a shoulder. First of all, a simple
single-axis arm has been designed by using an ultra-
sonic motor which can generate high torque from a low
velocity range. Then, a servo system, a joint torque
control system and a passive torque control system
have been applied and their characteristics are eval-
uated. The passive torque control includes a stiffness

Single-axis arm

f (k)

F(k)

Small force sensors

f (k)

Figure 11: Experimental scene assumed to be the as-
sist device.
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Figure 12: Joint torque manually controlled by an op-
erator. Force is given by the operator’s fingers.

control and a compliance control. Finally, a promising
application as an assist device has been considered. It
is assumed that the single-axis arm is equipped to a
damaged joint of a human. The operator can adjust
the desired torque, e.g. more stiff or more compliant,
while feeling the behavior and the effectiveness of the
assist device.
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Abstract

Recently, many studies on swarm robotics are being
conducted, in which the aim seems to be the realiza-
tion of complex task ability by cooperating with each
other. Future progression and concrete applications
are being expected. The objective of this study is to
construct an attractive system by using multiple mo-
bile robots. First of all, multiple mobile robots with
six PSD (Position Sensitive Detector) sensors are de-
signed. The PSD sensor is a kind of photo sensors. A
control system is considered to realize such a swarm
behavior as Ligia exotica by using only information of
PSD sensors. Experimental results show interesting
behaviors of multiple mobile robots such as following,
avoidance and schooling. The proposed system was
intriguingly demonstrated to high school students in
OPEN CAMPUS 2010 held in Tokyo University of Sci-
ence, Yamaguchi.

1 Introduction

Recently, many studies on swarm robotics are be-
ing conducted, in which the aim seems to be the re-
alization of complex task ability by cooperating with
each other. It also seems that the research of swarm
robotics includes the design of robots, their physical
body and their behavior as a controller. Future pro-
gression and concrete applications are being expected.

In this study, multiple mobile robots with six PSD
(Position Sensitive Detector) sensors are designed [1].
The PSD sensor is a kind of photo sensors. A control
system is considered to realize such a swarm behavior
as Ligia exotica as shown in Fig. 1 by using only infor-
mation of PSD sensors. A lot of organisms who behave
with making a group live in everywhere on the earth.
Ligia exotica is one of such an organism that swarms
at the seashore. Experimental results show interesting
behaviors of multiple mobile robots. They are the fol-
lowing behavior, avoidance behavior and schooling be-
havior. The collective behaviors such as the following,
avoidance and schooling emerges from the local inter-
actions among the robots and/or between the robots
and the environment.

Figure 1: Ligia exotica swarming at seashore.

2 Mobile Robots with PSD Sensors

In experiments, a mobile robot is used as shown
in Fig. 2, which is developed based on three wheeled
omni-directional mobile robot provided by Tosa Den-
shi. In order to real-timely measure the distances to
objects, the robot is improved with six PSD sensors.
The PSD sensor is mainly composed of an LED, elec-
trical resistance and photodiode, and can calculate the
distance through the triangulation technique. In order
to cope with the problem of narrow directivity of the
PSD sensor, the number of the PSD sensor is increased
to six. If possible, PSD sensors more than six are de-
sirable to further reduce the dead angle. Also, each
robot has a Bluetooth wireless device to communicate
with a PC server.

As for control scheme, self-control mode and server-
controlled mode are proposed for the mobile robots.
The PC server gives either mode to each robot. When
the self-control mode is given, the robots behave based
on their own decisions. This will be applied to a simu-
lation of Ligia exotica swarming at seaside where they
escape around because of the surprise to a sudden sur-
rounding change. In this case, the swarm itself be-
haves as controlled, however, each individual seems to
have only very simple action pattern. That is the rea-
son why several easy action patterns are given to the
robots in the self-control mode. However, the software
development environment of the mobile robot using a
free C language has two restrictions. The one is that
the flush ROM of the mobile robot is only 8 kB. The
other is that mathematical standard library such as
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“exp ( )” cannot be compiled. Thus, for example, it is
impossible to directly apply the potential field method
for path planning.

The server-controlled mode is considered to cope
with the poor development environment. In the
server-controlled mode, the robots behave according
to commands transmitted from the server. All infor-
mation measured by PSD sensors of each robot are
transmitted to the server once, the server can send ac-
tion commands to the robots totally considering the
behavior of the swarm. Of course, the potential field
method is available on the server side where the Win-
dows Visual Studio runs. This will be also applied
to a simulation experiment of complex swarm intel-
ligence where software developments with compara-
tively large-scale are required.

Figure 3 shows the coordinate system of this type
of mobile robot. ωi (i = 1, 2, 3) is the angular velocity
of each wheel. Also, vi (i = 1, 2, 3) is the velocity of
each wheel given by

vi = rωi (i = 1, 2, 3) (1)

where, r is the radius of the wheel. If the position
and orientation vector of the robot, i.e., the origin in
the robot coordinate system ΣR, is given by [x y ϕ]T ,
then the velocity is represented by [ẋ ẏ ϕ̇]T . First of
all, following equations are obtained from Fig. 3 [2, 3].

ẋr = −1
2
v1 −

1
2
v2 + v3 (2)

ẏr =
√

3
2
v1 −

√
3

2
v2 (3)

ϕ̇r =
1
L
v1 +

1
L
v2 +

1
L
v3 (4)

where L is the distance between the center of the robot
and the center of each wheel. Eqs.(2), (3) and (4) lead
to  ω1

ω2

ω3

 =
1
r

 −
1
3

1√
3

L
3

−1
3 − 1√

3
L
3

2
3 0 L

3


 ẋr

ẏr

ϕ̇r

 (5)

By using the relation given by Eq. (5), the robot can
be controlled kinematically.

Figure 4 shows the static measurement result of a
PSD sensor, which is the relation between the actual
distance and the digital value obtained from the PSD
sensor. It can be seen that the sensible distance is
within the range from 10 cm to 90 cm.

3 Self-Control Mode

In self-control mode, each robot behaves by using
only information obtained from six PSD sensors shown
in Fig. 5. The robots have three types of self-control
modes, which are a following mode, an avoidance mode
and a schooling mode. All mobile robots can commu-
nicate with a PC server. The PC server switches the
mode of each robot individually by sending broadcast
commands.

PSD sensor 1PSD sensor 2

PSD sensor 3

RY

RX

PSD sensor 5

PSD sensor 4 PSD sensor 6

Figure 2: Mobile robot with six PSD sensors.
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3.1 Following mode

If the following mode is given, mobile robots try to
follow a moving object including other mobile robots
in the sensitive region. Six PSD sensors can indepen-
dently detect distances di(k) (i = 1, ..., 6) at the dis-
crete time k. di(k) is the value measured by i-th PSD
sensor. If the distance to the nearest object is larger
than a desired value dd, the robot tries to shorten the
distance by generating the velocity given by

ẋr = −v ẋri

∥ẋri∥
{dd −min

i
di(k)} (∀di(k) > dd) (6)

where ẋr = [ẋr ẏr]T is the translational velocity in
Eq. (5), v is the scalar signifying the magnitude of the
robot’s velocity, ẋri = [ẋri ẏri]T is the vector signify-
ing the direction as shown in Table 1. dd is the desired
distance to the nearest object.

Table 1: Velocity components to move to the direction
of each PSD sensor.

i 1 2 3 4 5 6
ẋri

√
3 0 −

√
3 −

√
3 0

√
3

ẏri 1 2 1 −1 −2 −1

3.2 Avoidance mode

If the avoidance mode is given, each mobile robot
tries to move away from moving objects including
other mobile robots in the sensitive region. When six
PSD sensors simultaneously detect shorter distances
compared to the restriction dd, the robot preferentially
leaves the nearest object. If the distance to the near-
est object is smaller than dd, the robot tries to expand
the space to be dd by generating the velocity given by

ẋr = −v ẋri

∥ẋri∥
{dd −min

i
di(k)} (∃di(k) < dd) (7)

3.3 Schooling mode

If the schooling mode is set to all mobile robots,
they try to regularly move along the inner of a circular
fence keeping the distance to both the fence and other
mobile robots. This mode allows the robots to behave
like carps in a Japanese artificial circular pond. For
example, when a robot moves counterclockwise along
a circular fence, the following control law is basically
applied.

ẋr = v
ẋr2

∥ẋr2∥
(8)

In this case, the orientation is simultaneously con-
trolled by

ϕ̇r = Kϕ{d6(k)− d1(k)} (9)

where Kϕ is the gain which can control the orientation
of the robot to be parallel to the inner of the circular
fence.

3.4 Experiment and discussion

In order to evaluate each behavior, three experi-
ments were conducted.

3.4.1 Following mode

In the following mode, each robot basically stood
still and looks around. When an object was detected
in the sensing area, the robot tried to follow the object.
In order to overcome the problem of blind spot and to
skillfully sense a moving object, PSD sensors 1, 2 and
3 shown in Fig. 5 were used. The front of the robot is
the direction of sensor 2. The following was conducted
to the direction of sensor 2. Note that the sensors 1
and 3 were assistantly used in order not to lose sight
of the object. It was observed from the experiments
that a robot in following mode could run after other
robots.

3.4.2 Avoidance mode

In the avoidance mode, each robot moves around
randomly when no object is detected. If a robot de-
tects an object in sensing area, it moves to the reverse
direction to the object. Also, when plural objects are
detected at a time, the nearest one is regarded as an
object and the others are ignored. Desirable and in-
teresting avoidance behaviors were observed from the
experiments. Figure 6 shows an experimental scene.

3.4.3 Schooling mode

In the schooling mode, each robot first moved to
the front direction to detect a circular fence. After
detecting a circular fence, the robots moved around to
the counterclockwise direction. Seven mobile robots
in schooling mode could move around the fence like
carps. In this case, the robots could keep a distance to
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Figure 6: Experimental scene of avoidance mode.

Figure 7: Experimental scene of schooling mode.

the fence by using the two PSD sensors, nos. 1 and 6.
Figure 7 shows the experimental scene of the schooling
mode, in which nine mobile robots are schooling along
the inner of fence.

It has been confirmed from the simple experiments
that the actual simulations for following, avoidance
and schooling behaviors can be conducted for multiple
mobile robots.

4 Conclusions

The objective of this study is to construct an attrac-
tive system by using multiple mobile robots. First of
all, multiple mobile robots with six PSD (Position Sen-
sitive Detector) sensors have been designed. The PSD
sensor is a kind of photo sensors. A control system
has been considered to realize such a swarm behavior
as Ligia exotica by using only the information of PSD
sensors. Experimental results have shown interesting
behaviors of multiple mobile robots such as following,
avoidance and schooling. The proposed system was
intriguingly demonstrated to high school students in
OPEN CAMPUS 2010 held in Tokyo University of Sci-
ence, Yamaguchi and was very instructive to the stu-
dents.

PC server Server-controlled mode

Self-control mode
Bluetooth

1

5

13

Figure 8: Example of server supervisory mode, in
which robots 1, 2 and 3 are set to server-controlled
mode, also the others are set to self-control mode by
a PC server.

When many multiple mobile robots are used to sim-
ulate a swarm or a school, the cost with the increase
of the number of robots becomes a serious problem.
Therefore, there is an essential demand to construct
the system at as low cost as possible. In future work,
we plan to consider a server supervisory mode in or-
der that a high level software architecture can be con-
structed even under the condition of technically and
costly poor hardware platform of each mobile robot.
In server supervisory mode, all mobile robots can
be broadcastly switched self-control mode or server-
controlled mode as shown in Fig. 8.
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Abstract: An autonomous cleaning robot is proposed so as to move on all floors including stairs in a building. In
human living environments, it is often the case that the cleaning area is a three-dimensional space such as a high-rise
building. However, many of cleaning robots cannot clean and move on stairs, because they are not considered to move
on places between floors. The proposed cleaning robot possesses L-shaped legs on the both sides of the body frame
of a rectangular solid. The robot climbs down stairs by rotating the body so that the top and bottom sides of it may
be reversed using L-shaped legs. In this paper, the mechanism and its control method are described for translational
movement on stairs.

Keywords: Cleaning robot, Stairs, Translational movement.

I. INTRODUCTION

Recently, various robots that support and act for the
work have been developed to be utilized in various fields.
One of such robots is the autonomous cleaning robot [1],
[2]. The automation of cleaning by robots reduces labors
and saves energy for a cleaning task, so that there is an
increasing need for it in large areas such as stations and
airports.

In human living environments, it is often the case that
the cleaning area is a three-dimensional space such as
a high-rise building. However, many of cleaning robots
are not considered to move on places between floors.
Tajima et al. [3], [4] have developed a robotic system in
which the cleaning robot cooperated with the elevator to
clean floors in a high-rise building. The cleaning robot
was equipped with an optical transmitter to communicate
with the elevator. The elevator accepted requests from
the robot, opened the door and moved to the designated
floor carrying the robot. However, this system did not
consider the cleaning of stairs. Also, the several types of
vehicle using crawlers, wheels and legs were proposed
to move on stairs [5], [6]. However, those vehicles were
not assumed to turn and keep posture level on the tread
board of stairs during moving on stairs.

The objective of this study is to automate of cleaning
in a three-dimensional space to develop a cleaning robot
which can move on stairs. A cleaning robot has been
already proposed, where its structure was divided into
two mechanisms for climbing down stairs and trans-
lational movement [7]. The proposed cleaning robot
climbed down stairs by rotating the body so that the
top and bottom sides of body may be reversed using L-
shaped legs which are attached on the both sides of the
body frame of a rectangular solid. It was also confirmed
that the robot was able to climb down stairs keeping a
stable posture through a simulation. In this paper, the
mechanism and a control method are further described

Fig. 1. Outline of stair cleaning by robot

for translational movement on stairs in detail.

II. CONCEPT OF CLEANING ROBOT
FOR STAIRS

In this study, stair movement is assumed to climb
down stairs. As shown in Fig. 1, whenever the robot
moves on step of stairs, it needs to move in the per-
pendicular direction to a direction of movement. In the
followings, several items are considered to design a
cleaning robot for stairs:

• The cleaning from the upper floor to the lower floor
is efficient for the stairs cleaning.

• The size and shape of the robot are based on the
form of stairs for cleaning each step of stairs.

• The simple mechanism of a cleaning robot for stairs
is desirable because of control design and weight
saving.

• A cleaning area is a flat surface in indoor environ-
ment.
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Fig. 2. Mechanism for climbing down stairs

(1) → (2) : Move to an dege of stairs.
(2) → (3) : Rotate legs by 180 degrees.
(3) → (5) : Move the CG of the robot to the support polygon.
(5) → (7) : Rotate the body keeping the CG of the robot in

the support polygon.
(7) → (8) : Bend legs for translational movement.

Fig. 3. Algorithm of climbing down stairs using L-shaped legs

Fig. 4. Mechanism for translational movement

1. Mechanism for Climbing Down Stairs

Fig. 2 shows the proposed robot for climbing down
stairs. The robot consists of the body frame of a rect-
angular solid and four L-shaped legs, where the leg has
two degrees-of-freedom. The center of gravity (CG) of
the robot is set to the center of the body. The posture of
the robot remains in stable, if the CG of the robot is kept
within the support polygon. Also it is assumed that this
robot does not cause the displacement in y-axis direction
for climbing down stairs, because the motion in a pair
of L-shaped legs fixed in a shaft is synchronous. Fig. 3
shows the algorithm of stair climbing down stairs. The
following is the relation between climbing motions and
the number in the figure.

First, the robot moves to the edge of stairs in Fig. 3(1)
to Fig. 3(2). The robot is located in the thickness of leg
forward from the edge of stairs in Fig. 3(2). Secondly,
rotate legs by 180 degrees in Fig. 3(2) to Fig. 3(3). Third,
move the CG of the robot within the support polygon
using the legs for stability in Fig. 3(3) to Fig. 3(5). The
support polygon is to be a convex region surrounded by
the sole of leg contacting with floor. Fourth, rotate the
body keeping the CG of the robot within the support
polygon in Fig. 3(5) to Fig. 3(7). Finally, bend the
legs not so as to contact with the floor on the way of
translational movement in Fig. 3(7) to Fig. 3(8).

2. Mechanism for Translational Movement

It is assumed that a cleaning robot is used in the indoor
environment that is flat such as wooden floor or tile
floor. The robot performs translational movement using
wheels. The corner of the robot may collide with the wall
and the riser of stairs when turning around, because the
robot shape is a rectangular solid. Therefore an omni-
directional mobility is adopted to move and turn around
keeping a posture.

For some of omni-directional mobile mechanisms
with wheels, there are mechanisms with omni-wheel,
mecanum wheels, etc. Since the robot climbs down stairs
by rotating the body so that the upper and lower sides
of body may be reversed, two mechanisms for moving
are attached to the top and bottom of the robot. To
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Fig. 5. Kinematic model of two-wheel-drive mechanism

reduce the robot weight, it is desirable to use the fewest
possible actuators. Fig. 4 shows the proposed mechanism
for translating on stair treads. The mechanism consists of
four ball-casters and two driving wheels that are attached
on a circular plate with a free joint. This locomotive
mechanism is attached to the top and the bottom of the
robot body. Also the robot bends legs not so as to contact
with the floor during translational movement.

Fig. 5 shows the kinematic model of the mechanism
for translational movement. The velocity V and the
angular velocity ω of the robot are given by

[
V
ω

]
=

⎡
⎢⎣

r

2

r

2
r

2d
− r

2d

⎤
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[
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]
(1)

where θR and θL are the rotational angles for the left
and right wheels, r is the wheel radius, 2d is the distance
between wheels. The kinematic model is given by
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ẏ

θ̇

⎤
⎦ =

⎡
⎢⎢⎢⎢⎢⎣

r

2
sin θ

r

2
sin θ

r

2
cos θ

r

2
cos θ

r

2d
− r

2d

⎤
⎥⎥⎥⎥⎥⎦

[
θ̇R

θ̇L

]
(2)

where x and y are the position of the robot, and θ is the
turning angle of a circular plate.

III. LOCOMOTION CONTROL

1. Locomotion Process

The locomotion of commonly-marketed cleaning
robots is classified into four basic motions [8], [9] as
shown in Fig. 6. Parallel motion is a repeated motion
combining advance and 90-degree turns. Spiral motion
is of moving toward outside on a spiral path. Wall-
reflection motion is of changing the direction at random
when having an obstacle collision and going straight

Fig. 6. Basic motion for cleaning robot

ahead. Wall-following motion is of moving along an
obstacle when having an obstacle collision.

Spiral motion and wall-reflection motion are unsuit-
able for the stair cleaning, because one step of stairs is
narrow and it takes time to complete the cleaning. On the
contrary, parallel motion and wall-following motion are
suitable for the stair cleaning, because the shape of step
is a rectangular form. In this study, the parallel motion
will be adopted.

2. Range sensor

The range sensor is used for the robot to recognize and
face stairs. A position sensitive detector (PSD) SHAPE
GP2D120 is used as the range sensor. Table 1 shows the
electro-optical characteristics of the PSD.

Table 1. Electro-optical characteristics of the PSD

Parameter Symbol Value Unit
Operation supply voltage Vcc 4.5 ∼ 5.5 [V]

Average dussupation current Icc 33 [mA]
Distance measuring range L 40 ∼ 300 [mm]

Measurement period T 38.3 [ms]
Output terminal voltage Vo 0.25 ∼ 0.55 [V]

The PSD outputs the value that converts a one-way
distance to an object into DC voltage. Also, the PSD has
less influence on the color of reflective objects and the
reflectivity, because it is an optical sensor by applying
a triangulation method. In addition, the PSD has less
influence on the outside light, because the operational
environment is assumed to be indoor in this study.

IV. OPERETIONAL CHECK
An operational check of the robot was conducted with

stopping and turning actions in the edge of a step for
recognizing stairs.

1. Mobile Robot

Fig. 7 shows the topview of the mobile robot used
in experiment. Table 2 shows its specification, where
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Fig. 7. Topview of mobile tobot

Table 2. Specification of mobile robot

Prameter Value Unit
Width 400 [mm]
Length 250 [mm]

Vehicle height 20 [mm]
Mobile velocity 15 [cm/s]

the robot consists of two driving wheels and four boll-
casters. Three PSDs were attached to the downward. The
robot is located in the thickness of leg forward from the
edge of stairs with two PSDs attached on both sides of
the robot. The thickness of leg is assumed to be 40 mm.
The DC voltage is converted from the analog information
to the digital information by using an A/D converter of
H8/3664 microcomputer, where the resolution of the A/D
converter is 10 bits with 5 V. The motor can be controlled
in normal and reverse rotation, stop and braking by using
a motor driver.

2. Condition

The size of stairs is assumed as follows: the width
is 1200 mm, the tread is 270 mm, and the rise is 180
mm. A threshold was defined to recognize stairs with
300 in A/D converted value as shown in Fig. 8. The
robot recognized stairs when the threshold was less than
or equal to 300.

In stop actions using all PSDs, the robot stops if
any one of PSDs reacts. In turning actions using PSDs
attached on both sides, if one of PSDs reacts, then the
robot turns in the direction so that the other PSDs react.

3. Result and Consideration

As a result, it is confirmed that the robot stopped
and turned to recognize stairs using PSDs. However,
there was a case that the ball-caster had fallen from
stairs before stopping the motor. This problem will be
overcome by changing the layout and attached angel of
PSDs for securing the distance enough to brake. Also,
the robot will be controlled to slow down near the edge
of stairs.

Fig. 8. Relationship between distance to a reflective object and A/D
converted value of output voltage

V. CONCLUSION
A cleaning robot to climb down stairs has been devel-

oped for cleaning three-dimension space. In particular,
a mechanism and a locomotion control method were
proposed for the robot to clean and climb down stairs.
The operational check of the robot was conducted for
recognizing stairs. In the result, it was confirmed that it
needs to change the layout of PSDs and control to slow
down near the edge of stairs.

As future work, a stair cleaning robot will be devel-
oped to solve the above problem, together with making
a real robot.
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Abstract: Three features of a legged robot are listed as the discrete disposition of supported legs, the flexible posture without
changing disposition of supported legs, and the obstacle avoidance with a three dimensional behavior. The maximum
height of an avoidable obstacle is defined by the leg mechanism of a robot. The capability of obstacle avoidance is
improved by a jumping motion. In this paper, we discuss the rhythmic jumping of a multi-legged robot using the central
pattern generator (CPG). Authors propose the construction method of CPG for six legged robot, in which each leg has a
compressed spring. The effectiveness of the present method is illustrated by some simulations.

Keywords: Legged robot, Jumping robot, Central pattern generator, Robot simulator

I. Introduction

In recent years, working places of robots are expand-
ing from factories to outdoors and homes, etc. Required
tasks of mobile robots are rescue operations in dangerous
places such as a disaster area and the scene of an acci-
dent, and assistance of human at a home. Mobilities on
a rough terrain of a robot are demanded to be high. Mo-
bile mechanisms which have high energy efficiency are
a wheel type and a crawler type. Those mechanisms are
able to travel on the terrain which is secured a continuous
contacting surface, however, the mobility of those mech-
anisms is almost low on the rough terrain which has big
bumps. The legged mechanism has a high capability of
movement on a rough terrain because of some features
which are a discrete disposition of supported legs, the
flexible posture without changing the disposition of sup-
ported legs, high degree of freedom, etc. Many legged
type robots have been developed with several concepts
which are biomimetic machines, and improvements of
mobile capability and adaptation capability against for
any ground conditions.

Moreover, it is listed to one of the features of a legged
robot ranging over an obstacle that three-dimensional
obstacle avoidance behavior of getting over and mov-

ing is possible. However, the point that the obstacle of
the height exceeding the excursion of a leg cannot be
overcome as a subject of this feature can be considered.
Movement by a jump or flight can be considered to this
subject.

It is shown clearly that a living thing controls periodic
movement which was autonomously adapted to environ-
ment by making feeling feed back to the central pattern
generator (CPG) of the neural circuit which exists in a
spine. CPG is applied to a legged robot and research
which controls an autonomous periodic motion by feed-
ing back the information acquired from the sensor at-
tached to the robot to the mathematical model of CPG
to environment like walk behavior is done[1], [2].

In this paper, a jump is adopted as a method of easing
restriction of the avoidance operation by the mechanism
in the obstacle avoidance of a legged robot, and it thinks
of the mobile robot of six leg types which has a jump
mechanism. Moreover, CPG generates the desired value
for a jump mechanism, and a periodic jump is enabled.
The effectiveness of the proposal approach is examined
from the result of the simulation using OpenHRP3 which
is the distributed component type robot simulator.
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Fig. 1: Jumping six-legged robot

II. Jumping Six-Legged Robot

Although it is in the number of legs of a legged robot
variously, in this paper, we adopt a six-legged robot, be-
cause this robot can always keep static stability. In or-
der to perform posture maintenance and walk movement,
there are three joints in each leg of a robot. It has a mech-
anism of the direct acting furthermore slid to each leg api-
cal portion as a jump mechanism for leg them. Therefore,
as for the jumping-of-flow-control-valve legged robot to
examine, since it is an existing six-legged robot, 4 degree
of freedom is a robot which has 24 degree of freedom in
total at each leg. The target six jumping-of-flow-control-
valve robot models, each link length, and the leg number
which were used by the kinetics simulator are shown in
Fig. 1. The line extended on a robot in Fig. 1 expresses
perpendicular above, makes this a z axis, and makes an
x-axis the line extended in the direction of this side of a
robot. Further Axis, Direction which makes an axis and a
right-hand system It is considered as an axis. Moreover,
let the field which is in sight to the front with Fig. 1 be
a front face of a robot. Saw from the robot, and become
an odd number on left-hand side, it is made to turn into
even numbers on right-hand side, and the leg number of
each leg set the leg number of the front left-hand side leg
to Leg1.

The total mass of a robot is 12 kg. The maximum
height of the axial direction of the robot in the posture
of Fig. 1 is set to 0.35 m. The sliding mechanism for
a jump of the leg point is shown in Fig. 2. The sliding
mechanism for a jump is slid in +0.05 m and -0.05 m on
the basis of the leg point. In addition, the leg used each
leg as the same mechanism.

III. Jumping Rhythm Generator

CPG is a kind of a neuron model and generates the pe-
riodic signal it is supposed that it is deeply related to the
periodical activity of a living thing of the periodic signal.

h

])m[05.0max( =h

Fig. 2: Slide mechanisms for jump
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Fig. 3: Network for CPG

When two or more CPG neurons exist, it is known that
the phenomenon called drawing in with the passage of
time will generate the output cycle signal of each neu-
ron by defining the coupling coefficient between neu-
rons. Although there were some mathematical models
proposed so far in CPG, in this paper, Matsuoka oscilla-
tor with a comparatively simple relation of a parameter
was used[3]. Matsuoka model was following formula.

Tr
dui

dt
+ ui = −

n∑
j=1

ai jy j + si − b fi

yi = g(ui) (g(ui)
△
= max(0, ui))

Ta
d fi
dt
+ fi = yi

(1)

Where, t is time variable, i, j is number of neuron. Tr

is rise time constant, ui is membrane potential of neuron
body, ai j (= 0 for i , j and = 0 for i = j) is a weight
of inhibitory synaptic connection from j-th neuron to the
i-th neuron. yi is a firing rate or output of the neuron, s
is an impulse rate of input. b is the parameter that deter-
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Fig. 4: The vertical posision of the robot

mines the steady-state firing rate for a constant input. f
is adaptation variable, Ta is adaptation time constant.

The composition of the CPG network by inhibition
binding of six neurons used in this paper is shown in
Fig. 3. The output value y from each neuron of the consti-
tuted CPG network is carried out as a next desired value
of the sliding mechanism for a jump of the leg number i
as shown in following equation.

hoi = −yi (2)

However, it is less than a value with x of the robot center
of gravity, and the acceleration of y axial direction, When
the acceleration of an axial direction approaches gravita-
tional acceleration enough, it thinks that the shake of a
robot was fully settled, and it limits to when the shake
of a robot is fully settled, and a CPG output is used as a
desired value. The output of the sliding mechanism for
a jump is calculated by the following formula using the
desired value acquired from CPG.

τi = P(hoi − hi) + D(voi − ḣi) (3)

Where, i is number of the leg, hi is the displacement of the
slide joint, voi is objective velocity (Now, voi = 0). P is
the proportional gain, D is the differential gain. Thus, the
force for a jump is generated with the generated period.

IV. Simulation

1. Setting up of parameters

It is referred to as Tr = 0.3, si = 0.25, b = 10.5,Ta =

0.2 and each parameter given to the Matsuoka oscillator
of CPG used for the simulation is an initial value of the
membrane potential u of each neuron. It carried out and
the initial value of u1 = u4 = u5 = 0, u2 = u3 = u6 =

0.05 and a fatigue state f was set to f1 = f4 = f5 = 0,
f2 = f3 = f6 = 0.05. Coupling load of the CPG network
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Fig. 5: Driving forces of soles

was set to a12 = a13 = 2.5,a21 = a24 = 2.5, a31 = a34 =

a35 = 2.5, a42 = a43 = a46 = 2.5, a53 = a56 = 2.5 and
a64 = a65 = 2.5. The control gain used for the force
calculation in the case of a jump was set to P = 4500 and
D = 1.

2. Results

The force outputted to each sliding mechanism is
shown in Fig. 5. The orbit of the body of a robot is shown
in Fig. 4.

The output of each CPG neuron is shown in Fig. 6.
Fig. 6 is put in order by neuron numerical order from the
top. By the constituted CPG network, Phases of the first,
the fourth and the fifth neurons is same each other. Sim-
ilarly, outputs of the second, the third and sixth neurons
have same phase. Moreover, a phase shift from which the
phase angle of such combination obtains the maximum
by turns is seen.

The number of times of a jump is because the shake
of a robot was not fully settled, so few things are not
outputting force compared with the number of times of
an output of CPG. Conversely, the force currently out-
putted calculates the output of CPG when conditions are
fulfilled. When the output of Fig. 5 and the orbit of Fig. 4
are measured, it turns out that it has jumped immedi-
ately after outputting force. However, it turns out that
the height proportional to the output of force has not nec-
essarily come out.

This is because slope of the force outputted since force
is outputted when slope of the CPG output of the phase
angle of another side is negative when one of the two is
0 among the outputs by two kinds of phase angles also
becomes negative. On the contrary, the height to which
one output is proportional to force since slope of the force
outputted when slope of the CPG output of the phase an-
gle of another side is positive also just becomes by 0 is
obtained. When a CPG output is larger, it turns out that
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the jump to which it is higher to output force is carried
out. Moreover, in order that the direction whose slope of
the output of CPG the CPG output of two kinds of phase
angles is both positive at the time or more of zero at the
time of the output of force may work strongly, it turns out
that the height proportional to force is obtained.

V. Conclusions

It is checked that a robot jumps periodically by using
the network composed of CPG neurons which are model-
ing with Matsuoka osillator. The robot has six legs which
are equipped jump mechanism. In the CPG network of
this paper, the height of the jump at each time changed
unintentionally. This feeds back the force sensor of a
robot, and the information on a gyro sensor to CPG, and
is expected that a suitable CPG output to which the height
of a jump becomes fixed is obtained by presuming time
until a posture is stabilized from the flight duration and
landing of a robot.
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Abstract: The unscented Kalman filter (UKF) has become an alternative in nonlinear estimation problems to overcome
the limitation of Taylor series linearization used by the extended Kalman filter (EKF). It uses a deterministic sampling
approach known as sigma points to propagate nonlinear systems and has been discussed in many literature. However,
a nonlinear smoothing problem has received less attention than the filtering problem. Therefore, in this article we
examine an unscented smoother based on Rauch-Tung-Striebel form for discrete-time dynamic systems. This smoother
has advantages available in unscented transformation over approximation by Taylor expansion as well as its benefit
in derivative free. This smoothing technique has been implemented and evaluated through a bearing-only localization
problem.

Keywords: Unscented transformation, Rauch-Tung-Striebel smoother, Bearing-only localization problem.

I. INTRODUCTION

The nonlinear filtering problem has been deeply
studied and various methods are provided in litera-
ture. Among them, the most useful ones are the ex-
tended Kalman Filter (EKF), the ensemble Kalman Filter
(EnKF), the unscented Kalman Filter (UKF), and the
Particle Filter (PF). Historically, the EKF is still the
most widely adopted approach to solve the nonlinear
estimation problem. It is based on the assumption that
nonlinear system dynamics can be accurately modeled
by a first-order Taylor series expansion as proved by van
der Merwe [1]. The EnKF introduced by Evensen [2] is
a reduced rank filter which propagates the states through
nonlinearity and updates a relatively small ensemble of
samples from which an assumed Gaussian distribution
captures the main characteristics in the uncertainty. The
PF also uses a sampling approach to estimate the higher-
order moments of the posterior probability distribution
by propagating and updating a number of particles, but
without assuming Gaussian statistics as explained by
Arulampalam et al. [3].

The UKF, which is a derivative free alternative to
EKF, overcomes the differentiation problem by using a
deterministic sampling approach demonstrated by Julier
and Uhlmann [4] and Wan and van der Merwe [5]. The
state distribution is represented using a minimal set of
carefully chosen sample points, called sigma points. This
technique is used to linearize a nonlinear function of a
random variable through a linear regression betweenn

points drawn from the prior distribution of the random
variable. Since we are considering the spread of the
random variable during linearization, the technique tends
to be more accurate than the Taylor series linearization
used in the EKF, particularly in the presence of strong
nonlinearities as proved by van der Merwe [1]. The 2n+1
sigma points, are chosen based on a square-root decom-

position of the prior covariance, wheren is the state
dimension. These sigma points are propagated through
the true nonlinear function, without approximation, and
then a weighted mean and covariance is taken. This
approach results in approximations that are accurate to
the third order Taylor series expansion for Gaussian
inputs in all nonlinearities.

However, the nonlinear smoothing problem has re-
ceived less attention than the filtering problem in the
literature. Therefore, in this article we investigate the
unscented smoother based on Rauch-Tung-Striebel form
[6], [7] for discrete-time dynamic systems studied by
Särkkä [8] and Saifudin et al. [9], [10]. This smoother
takes a benefit over unscented transformation to the lim-
itation of Taylor approximation as well as its derivative
free advantages. To evaluate the performance of this
smoother, the algorithm is applied for a bearing-only
localization problem. In what follows, note that we will
use the abbreviations URTSS for the unscented Rauch-
Tung-Striebel smoother.

The structure of this paper is as follows: In section 2
we briefly describe the derivation of unscented Rauch-
Tung-Striebel smoother and its summary of an imple-
mented algorithm. A bearing-only localization problem
is presented in section 3 as an application example of
this algorithm, as well as discussions on the simulation
results. The paper is concluded in section 4.

II. UNSCENTED
RAUCH-TUNG-STRIEBEL

SMOOTHER

Consider a state space model of the form,

xk = Fk−1(xk−1, uk−1, wk−1)

yk = Hk(xk, vk) (1)
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where xk ∈ Rn is the state,yk ∈ Rm is the
measurement at timetk, uk−1 is the control action,
wk−1 ∼ N (0, Qk−1) is the Gaussian process noise,
vk ∼ N (0, Rk) is the Gaussian measurement noise,
Fk−1(·) is the process model function andHk(·) is the
measurement model function. The time stepk runs from
0 to T and at time step 0 there is no measurement, only
the prior distributionx0 ∼ N (m0, P0).

The purpose of the smoothing algorithm is to find ap-
proximations to the smoothing distributionsp (xk | y1:T )
for all k = 1, 2, . . . , T . The approximations are chosen
to be Gaussian:

p (xk | y1:T ) ∼ N (xk |ms
k, P

s
k ) . (2)

The optimal smoothing equations of the model can
be written in two options as mentioned by Klaas et
al. [11], named as two filter smoother and forward-
backward smoother. For the purpose of deriving the
Rauch-Tung-Striebel form of smoother, the forward-
backward smoothing will be used and it can be written
as follows:

p (xk | y1:T ) = p (xk | y1:k)

×
∫

p (xk+1 |xk) p (xk+1 | y1:T )
p (xk+1 | y1:k)

dxk+1

(3)

wherep (xk | y1:k) is the filtering distribution of the time
step k and p (xk+1 | y1:k) is the predicted distribution
of the time stepk + 1, which can be computed by the
prediction step of the optimal filtering. The smoothing
recursion is started from last time stepk = T and
proceeded backwards in time.

From Eq. (3), the Rauch-Tung-Striebel smoother can
be derived as shown by Särkkä [8]. Assumed that the
(approximate) mean and covariance of the filtering dis-
tributions

p (xk | y1:k) ≈ N (xk |mk, Pk)

for the model in Eq. (1) have been computed by the
unscented Kalman filter or a similar method.

Further assume that the smoothing distribution of time
stepk + 1 is known and Gaussian

p (xk+1 | y1:T ) ≈ N
(
xk+1 |ms

k+1, P
s
k+1

)
.

This smoothing algorithm can be summaried as follow-
ing steps:

1) Form the matrix of sigma points of the augmented
random variablẽxk =

(
xT
k wT

k

)T
such that

X̃k = [m̃k · · · m̃k] +
√
c

[
0

√
P̃k −

√
P̃k

]

wherem̃k =

[
mk

0

]
and P̃k =

[
Pk 0
0 Qk

]
.

2) Propagate the sigma points through the dynamic
model

X̃−

k+1,i = Fk

(
X̃x

k,i, X̃
w
k,i

)
, i = 1, . . . , 2n+ 1

where X̃x
k,i and X̃w

k,i denote the parts of the
augmented sigma pointi, which correspond toxk

andwk, respectively.
3) Compute the predicted meanm−

k+1, the predicted
covarianceP−

k+1 and the cross-covarianceCk+1:

m−

k+1 =
∑

i

W
(m)
i−1 X̃

−

k+1,i

P−

k+1 =
∑

i

W
(c)
i−1

(
X̃−

k+1,i −m−

k+1

)

×
(
X̃−

k+1,i −m−

k+1

)T

Ck+1 =
∑

i

W
(c)
i−1

(
X̃x

k,i −mk

)

×
(
X̃−

k+1,i −m−

k+1

)T

where the definitions of the weightsW (m)
i−1 and

W
(c)
i−1 are the same as in [5].

4) Compute the smoother gainDk, the smoothed
meanms

k and the covarianceP s
k :

Dk = Ck+1

[
P−

k+1

]
−1

ms
k = mk +Dk

(
ms

k+1 −m−

k+1

)

P s
k = Pk +Dk

[
P s
k+1 − P−

k+1

]
DT

k

The above procedure is a recursion, which can be used
for computing the smoothing distribution of stepk from
the smoothing distribution of time stepk+1. Because the
smoothing distribution and filtering distribution of the
last time stepT are the same, we havems

T = mT , P s
T =

PT , and thus the recursion can be used for computing
the smoothing distributions of all time steps by starting
from the last stepk = T and proceeding backwards to
the initial stepk = 0.

III. AN EXAMPLE APPLICATION
In this section we consider the problem of bearing

only localization as used by Bailey [12].

1. Process and measurement state

The discrete time vehicle state is given by:

xk = f (xk−1,uk−1, wk−1) (4)

wherexk = [xk yk φk]
T are the vehicle position coor-

dinates and its orientation in time stepk , respectively.
uk−1 = [V G]

T is control action in whichV is the ve-
hicle velocity, andG is the vehicle steering angle.wk−1

is a zero-mean Gaussian process noise with covariance
Q.

This vehicle is equipped with a range and bearing
sensor. It can sense an object bounding in±30 degree
semi-circle with the maximum range of30 meter. Only
bearing measurement data will be used in this example.
The measurement equation is as follows:

zk = h (xk,f i) + vk

=

[
tan−1(

fi,y − yk

fi,x − xk

)− φk

]
+ vk (5)
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Fig. 1. True trajectory and landmark.

wherexk, yk andφk are the vehicle position coordinates
and its orientation in time stepk, respectively.f i is a
landmark feature available at time when the sensor takes
a measurement. This landmark feature is assumed to be
static and represented as a Cartesian coordinate system
as (fi,x,fi,y). vk is assumed as zero-mean Gaussian white
measurement noise with covarianceR.

2. Simulation setup

Fig. 1 shows the landmark and true vehicle trajectory
setup for this simulation. The vehicle starts at a known
location (20 m, 20 m, −0.8 rad) and travels with a
nominal speed and a steering angle of3 m/s and0.05 rad,
respectively. The nominal control values are corrupted
with Gaussian noise with standard deviations0.3 m/s and
0.05 radian, respectively for each0.5 s sampling interval.
The sensor takes bearing measurement and its value
is assumed to be corrupted with Gaussian noise with
standard deviation0.09 radian. All simulation parameters
and their values are shown in Table 1.

The initial conditions for the filter are set to

x̂0 = x0

=




20
20

−0.8




and

P0 =




10−10 0 0
0 10−10 0
0 0 10−10




which basically means that the vehicle initial position
and its orientation are known.

3. Result and discussion

Fig. 2 shows the result of both UKF and URTSS. For
more reliable result, we calculated the root mean square
(rms) error ofx-axis, y-axis,φ and also its position for
every iteration step and they are shown in Figs. 3, 4, 5
and 6 respectively. Figs. 3 and 4 show that the rms errors
of the URTSS are always comparable to or lower than

Table 1. Simulation setup

Parameter Description Value Unit

V Velocity 3 m/s

G Steering angle 0.05 radian

WB Wheel-base 4 m

σV Standard deviation ofV 0.3 m/s

σG Standard deviation ofG 0.05 radian

σB Standard deviation of bearing 0.09 radian
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Fig. 2. Estimates by UKF and URTSS.

the error values produced by the UKF. This situation also
can been seen in rms vehicle position errors as shown
in Fig 6. However, the vehicle orientation rms errors
for both methods did not show a significant difference.
Futhermore, we took root mean square values for 1000
Monte Carlo runs. The results of filtering and smoothing
estimation inx-axis,y-axis, andφ are shown in Table 2
and it is proved that the URTSS has a better performance
over the UKF.

IV. CONCLUSION
In this paper, an unscented Rauch-Tung-Striebel

smoother (URTSS) has been applied to a bearing-only
localization problem and its performance has been also
evaluated in simulations. It was assumed that the vehicle
was equipped with a range and bearing sensor. To
compare the performance of both UKF and URTSS, the
rms errors were calculated. It was then found the URTSS
has a better performance over the UKF.

Table 2. RMS errors

Method xRMSE yRMSE φRMSE

UKF 0.8730 0.8361 0.0941

URTSS 0.7438 0.7367 0.0771

The Sixteenth International Symposium on Artificial Life and Robotics 2011 (AROB 16th ’11), 
B-Con Plaza, Beppu,Oita, Japan, January 27-29, 2011

©ISAROB 2011 401



0 50 100 150 200 250 300 350 400 450 500
0

0.5

1

1.5

2

2.5

3

3.5

4

k [step]

R
M
S
 e
rr
o
r 
[m
]

 

 

UKF

URTSS

Fig. 3. RMS error ofx-axis.

0 50 100 150 200 250 300 350 400 450 500
0

0.5

1

1.5

2

2.5

3

3.5

k [step]

R
M
S
 e
rr
o
r 
[m
]

 

 

UKF

URTSS

Fig. 4. RMS error ofy-axis.

0 50 100 150 200 250 300 350 400 450 500
0

1

2

3

4

5

6

7

k [step]

R
M
S
 e
rr
o
r 
[r
a
d
]

 

 

UKF

URTSS

Fig. 5. RMS error ofφ-axis.
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Fig. 6. RMS vehicle position error estimates by UKF and URTSS.
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Abstract:
The vision-based control that uses cameras for observing a robot environment has been researched widely. Especially,
a method called image-based control has high robust properties, because it can control a target on an image plane
coordinate without using a robot position. Kurashiki et al. have already studied on an image-based control method
that can realize a robust trajectory tracking. Although their objective was to control a nonholonomic mobile robot, the
problem setting used there was to be little affected from the nonholonomic constraint. Further more, there were unclear
points in deriving a control law. In this paper, such unclear points are explained from an geometric relation and other
problem settings, which are clearly affected by a nonholonomic constraint, are proposed.

Keywords: Vision-based control, Image-based control, Trajectory tracking, nonholonomic mobile robot.

I. INTRODUCTION

Unmanned vehicles such as automated driving cars re-
quire high robustness against any disturbances for safety.
On the other hand, with the popularization of inexpensive
cameras, vision-based control has been researched in
the domain of robot control. Vision-based control is
classified roughly into two methods that are called a
“position-based” method and an “image-based” method
[1], [2], [3], [4]. In the position-based method, the con-
trol errors are calculated from the position and the pose
of the camera estimated from captured images. Although
the method can control these states directly, the camera
calibration is very important to the state estimation. The
image-based method does not consider the position of
the camera. The control errors are calculated on the
coordinate which is attached directly to the captured
2D image. The control input is determined according
to the control errors such as the amount of features, the
location of the target on the image coordinate and so
on. In general, the image-based method is known to be
robust not only camera but also robot calibration errors.

The purpose of our research is controlling mobile
robots with the image-based method, because it has
higher robustness than the position-based method. As
the earlier study of the image-based method, Kurashiki
[5] developed a system consisting of a nonholonomic
robot and a camera so that the robot can track the line
drawn on the floor, with controlling the gradient and
the intercept of the line on the captured image to their
desired values. However, a nonholonomic constraint does
not affect its problem setting. Additionally, there is a
mistake of the derivation of a control low. In this paper,
these two problems are explained and the control low
is checked with a simulation experiment. Then, a new
problem setting which is influenced by a nonholonomic

Fig. 1. Definition of coordinates

constraint is described.

II. PROBLEM SETTING
Fig. 1 shows the environment of the trajectory tracking

system. A camera is attached on the robot to observe the
target line drawn on the floor. The objective of the con-
trol is that the robot tracks the target line autonomously
based on the captured image.

1. Coordinates

The world coordinate is set such that x-axis is along
the target line and y-axis is perpendicular to the x-
axis shown in Fig. 1. The v-u coordinate, whose origin
corresponds to the center of the captured image plane,
is attached on the image plane as shown in Fig. 2. For
simplification, the camera is assumed to be equipped
at the center of the robot with its downward direction.
Thus, the origin of v-u coordinate corresponds to the
position of the robot (x, y) on the world coordinate.
An anticlockwise rotation is to be positive for the angle
between target line and u-axis θ (i. e., θ has a negative
value in Fig. 2).
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Fig. 2. Coordinate of the image plane

In general, the equation of a straight line on v-u
coordinate is denoted as follows:

a1u+ a2v + a3 = 0 (1)

Assuming that this strait line is not parallel to v-axis, a2

is not 0. Thus, Eq. (1) can be divided by a2 to obtain
Eq. (2),

c1u+ v + c3 = 0,
(
c1 =

a1

a2
, c3 =

a3

a2

)
(2)

where c1 is a factor related to the gradient of the line
and c3 is the reversal sign of v-coordinate value at the
intersection of the line and v-axis. Thus, the parameters
of the target line are c1 and c3. The relationship between
c1 and θ is written as follows:

c1 = − tan θ,
(
−π

2
< θ <

π

2

)
(3)

On the other hand, the distance y between the target line
and the robot should converge to 0, to track the target
line. On the world coordinate, it is just as the y value
of the robot position (x, y). The relationship between c3
and y is obtained geometrically such as

y = −c3 cos θ · h
f

(4)

where f is a focal length of a camera and h is an
altitude of a camera position. Then the above equation
is rewritten as follows:

c3 = − 1
cos θ

· yf
h

(5)

Thus, controlling c1 and c3 to zero on the image plane
is equivalent to tracking the target line on the world
coordinate. The observing equation to obtain c1 and c3
from the captured image is written as follows:[

c1
c3

]
=

1
u2 − u1

[
v1 − v2

−u2v1 + u1v2

]
(6)

where the points of (v1, u1) and (v2, u2) are arbitrary
points on the target line on the captured image. As-
suming that the target line is not parallel with v-axis,
it follows that u2 − u1 �= 0.

Fig. 3. Robot model

2. Question of Earlier Research

Kurashiki et al. derived the relationship between y and
c3 as follows:

y =
√
u2

3 + v2
3 · sign(c3c1) · h

f
(7)

where the point of (v3, u3) is the nearest point to the
origin of v-u coordinate on the target line. These v3 and
u3 are calculated by the following equations:

v3 = − c3
c21 + 1

(8)

u3 = − c1c3
c21 + 1

(9)

Although Kurashiki et al. said that Eq. (5) was able to be
derived with Eqs. (7), (8) and (9), the signum function
still remains. Thus, it is necessary to split the case where
c3c1 is positive or negative, but there is no explanation
about it. Additionally, when c1 > 0 and c3 < 0 as shown
in Fig. 2, Eq. (7) gives a negative value, though y is
positive. Thus, Eq. (7) seems to be a wrong relationship
equation. However, note that somehow they derived a
right relationship given in Eq. (5).

III. ROBOT MODEL
In this paper, a robot is to be a two-wheel independent

driven type shown in Fig. 3. The position of the robot is
(x, y) on the world coordinate. The pose of the robot is
the angle θ between the direction of forward movement
and x-axis. The kinematic model of this robot is denoted
by

d

dt

⎡
⎣xy
θ

⎤
⎦ =

⎡
⎣cos θ 0

sin θ 0
0 1

⎤
⎦ [

s
ω

]
(10)

where s =
√
ẋ2 + ẏ2 is the translational velocity and

ω = θ̇ is the angular velocity.

IV. CONTROLLER
In this section, a controller is designed based on

Liapunov’s theory. Since an image-based method is
proposed, a control target is not a robot but coefficients
of the target line, i. e., parameters c1 and c3 on the image
plane. The goal of the control is to be the convergence
of these values to 0.
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To derive a control low, Eqs. (3) and (5) are differ-
entiated with respect to time and they are rearranged to
obtain

d

dt

[
c1
c3

]
=
fs

h

[
0
c1

]
−

[
c21 + 1
c1c3

]
ω (11)

The next equation is one candidate of a Liapunov func-
tion:

V =
K1

2
c21 +

K3

2
c23 (12)

where K1 and K3 are positive gains. Differentiating it
with respect to time gives

dV

dt
=
fs

h
K3c1c3 − c1{K1(c22 + 1) +K3c

2
3}ω (13)

Assume that the input value ω is taken as follows:

ω = {K1(c21 + 1) +K3c
2
3}−1

(
fs

h
K3c3 +K2c1

)
(14)

where K2 is a positive gain. Then, substituting Eq. (14)
into Eq. (13) yields

dV

dt
= −K2c

2
1 ≤ 0 (15)

Using the Barbalat’s lemma [6], it is proved that V̇ → 0
and c1 → 0. Also, note that

lim
t→∞ ċ1 = − lim

t→∞(K1 +K3c
2
3)

−1 fs

h
K3c3 = 0 (16)

Thus, assuming that s �= 0, it is seen that c3 → 0, so
that the convergence to a desired state is ensured.

V. SIMULATION
A simulation experiment is conducted to test the

designed controller. The initial state of a robot is set
to (x, y, θ) = (0 [m], −0.71 [m], −0.78 [rad]) so as
to obtain (c1, c3) = (1, 1). The function of a target line
is to be y = 0 [m]. The focal length of a camera is f
= 1 [m] and its altitude from the floor is h = 1 [m].
The translational velocity is fixed as s = 0.5 [m/s]. The
control gains are set as (K1, K2, K3) = (0.1, 3, 10).

Fig. 4 shows the experimental result. It is confirmed
that controlling c1 and c3 to 0 was able to be accom-
plished by tracking the target line.

VI. CONSIDERATION
Although the mobile robot has nonholonomic char-

acteristics, the problem setting is not affected by such
features. In the problem setting explained previously,
the robot tracks its target line by controlling only y
and θ, without controlling x. Since the states to be
controlled are only two, it need not use any crosscut of
steering. Therefore, it is necessary to set other problems
in which there exist influences due to nonholonomic
characteristics.

VII. OTHER PROBLEM SETTINGS
In what follows, two problem settings affected by

nonholonomic characteristics are proposed.

Fig. 4. Simulation result

Fig. 5. Situation when the y-axis is given the upper and lower limits

1. Problem Setting 1: Specifying Direction

The target line is to be two colored to specify the
robot direction as shown in Fig. 5. Since the problem
setting explained previously assumes that the pose of
the robot is within −π/2 < θ < π/2, the robot cannot
turn around. When applying any controllers to real
robots, specifying the direction of the robot movement
is useful for widespread purposes. Additionally, since
the controller designed in this paper shows an overshoot
shown in Fig. 5, the robot needs to use any crosscut
motion by limiting y-axis value.

2. Problem Setting 2: Specifying Endpoint

The controller explained previously makes the robot
with nonholonomic features track a target line by ignor-
ing the value of x. This problem setting is given the
end point of a target line. The goal of this control is
to position the end point to the center of image plane.
The forementioned controller cannot accomplish such an
objective because the controller ignores x value and the
translational velocity is set to be constant. Thus, it needs
to set the translational velocity as a variable, instead of
setting it as a constant.

VIII. CONCLUSION
In this paper, the paper given in Kurashiki et al. [5]

has been questioned and a designed controller has been
checked on a simulation experiment. It was confirmed
from the simulation experiment that the robot can trace
a target line with the designed controller. Two problem
settings affected by nonholonomic characteristics were
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Fig. 6. Situation when the target line has an end point

also proposed to demonstrate the ability of the cur-
rent image-based control method. In the future, suitable
controllers will be designed and checked for the two
proposed problems.
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Abstract: A nonholonomic control method is considered for stabilizing all attitudes and positions (x, y or z) of an
X4-AUV with four thrusters and six degrees-of-freedom (DOF), in which the positions were stabilized according to
the Lyapunov stability theory. The derived model is dynamically unstable, so a sequential nonlinear control strategy is
implemented for the X4-AUV, composed of translational and rotational subsystems. A controller for the translational
subsystem stabilizes one position out of x-, y-, and z-coordinates, whereas controllers for the rotational subsystems
generate the desired roll, pitch and yaw angles. Thus, the rotational controllers stabilize all the attitudes of the X4-AUV
at a desired (x-, y- or z-) position of the vehicle.

Keywords: AUV, Underactuated control system, Nonholonomic systems.

I. INTRODUCTION

Nowadays control problems of underactuated vehicles
motivate the development of new design methodolo-
gies in nonlinear control. The control system for such
vehicles has fewer number of control inputs than the
number of generalized state variables to be controlled.
Hence, the dynamical equations of the vehicle exhibit so-
called second-order nonholonomic constraints, i.e. non-
integrable conditions imposed on the acceleration in one
or more DOFs, because the vehicle lacks capability to
command instantaneous accelerations in these directions
of the configuration space [1]. As pointed in a celebrated
paper of Brockett in1983, such nonholonomic systems
cannot be stabilized by usual smooth, time-invariant,
and state feedback control algorithms. For the control
of underactuated underwater systems, many researches
proposed nonlinear feedback control [2], among many
others. Nonholonomic property of a mechanical systems
can be seen in underactuated systems, even though the
connection between nonholonomic control systems and
underactuated systems is not completely understood. To
control nonholonomic systems, many control approaches
have been studied. Kolmanovsky and Clamroch present
a vast literature and overview on nonholonomic control
in their work [1].

In this paper, we present a model of an underactu-
ated X4-AUV with 6-DOF and four control inputs and
propose a control scheme based on Lyapunov approach
to stabilize all attitudes and positions of the vehicle.
A sequential nonlinear control strategy is implemented
for the derived 6-DOF vehicle model, constituted of

translational and rotational subsystems. The controller
for the translational subsystem stabilizes the position and
the controllers for the rotational subsystems generate the
desired roll, pitch and yaw angles.

II. DYNAMICAL MODEL
1. Coordinate System of AUV

In order to describe the underwater vehicle’s motion, a
special reference frame must be established. There have
two coordinate systems: i.e., inertial coordinate system
(or fixed coordinate system) and motion coordinate sys-
tem (or body-fixed coordinate system). The coordinate
frame {E} is composed of the orthogonal axes {Ex Ey

Ez} and is called as an inertial frame. This frame is
commonly placed at a fixed place on Earth. The axes
Ex and Ey form a horizontal plane and Ez has the
direction of the gravity field. The body fixed frame {B}
is composed of the orthonormal axes {X, Y, Z} and
attached to the vehicle. The body axes, two of which
coincide with principle axes of inertia of the vehicles,
are defined in Fossen [3] as follows:

X is the longitudinal axis (directed from aft to fore)
Y is the transverse axis (directed to starboard)
Z is the normal axis (directed from top to bottom)

Fig. 1 shows the coordinate systems of AUV, which
consist of a right-hand inertial frame {E} in which the
downward vertical direction is to be positive and right-
hand body frame {B}.

Letting ξ = [x y z]T denote the mass center of the
body in the inertial frame, defining the rotational angles
of X-, Y- and Z-axis as η = [φ θ ψ]T , the rotational
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Fig. 1. Coordinate systems of AUV

matrix R from the body frame {B} to the inertial frame
{E} can be reduced to:

R =

⎡
⎣ cθcψ sφsθcψ − cφsψ cφsθcψ + sφsψ
cθsψ sφsθsψ + cφcψ cφsθsψ − sφcψ
−sθ sφcθ cφcθ

⎤
⎦
(1)

where cα denotes cosα and sα is sinα.

2. Derivation of a Dynamical Model
Following a Lagrangian method, this section describes

the dynamic model of the X4-AUV with the assumption
of balance between buoyancy and gravity. The kinetic
energy formula is

T = Ttrans + Trot (2)

where Ttrans and Trot are the translational kinetic energy
and the rotational kinetic energy, which are given by

Ttrans =
1
2
ξ̇

T
M ξ̇ (3)

Trot =
1
2
η̇TJ η̇ (4)

in which M is the total mass matrix of the body, and
J is the total inertia matrix of the body. From the
characteristics of added mass, they can be written as

M = diag (m1,m2,m3) = mbI +Mf (5)

J = diag (Ix, Iy, Iz) = Jb + Jf (6)

Here, mb is a mass of the vehicle, Jb is an inertia matrix
of the vehicle and I is a 3× 3 identity matrix. Letting ρ
denote a density of the fluid and using the formulation
of the added mass and inertia [4] under the assumption
of r1 = 5r and r2 = r3 = r where r1, r2 and r3 are the
lengths of the semi axes of the ellipsoidal vehicle, the
added mass matrix Mf and the added inertia matrix Jf

are obtained by

Mf = diag (0.394ρπr3, 5.96ρπr3, 5.96ρπr3) (7)

Jf = diag (0, 24.2648ρπr5, 24.2648ρπr5) (8)

From the assumption of the balance between the buoy-
ancy and the gravity, i.e., the potential energy U = 0,
the Lagrangian can be written as

L = T − U (9)
= Ttrans + Trot (10)

The resultant dynamical model for the X4-AUV is sum-
marized by [5]

m1ẍ = cos θ cosψu1

m2ÿ = cos θ sinψu1

m3z̈ = − sin θu1 (11)

Ixφ̈ = θ̇ψ̇(Iy − Iz) + u2

Iy θ̈ = φ̇ψ̇(Iz − Ix) − Jtψ̇Ω + lu3

Izψ̈ = φ̇θ̇(Ix − Iy) + Jtθ̇Ω + lu4

Here, the values of m1, m2, m3, Ix, Iy , and Iz are
defined as in (5) and (6). u1, u2, u3, u4 are the control
inputs for the translational (x, y and z-axis) motion, the
roll (φ-axis) motion, the pitch (θ-axis) motion, and yaw
(ψ-axis) motion, respectively. Defining that b is a thrust
factor, d is a drag factor, taken from τMi = dω2

i , Ω, u1,
u2, u3 and u4 are given by

Ω = (ω2 + ω4 − ω1 − ω3)
u1 = f1 + f2 + f3 + f4

= b
(
ω2

1 + ω2
2 + ω2

3 + ω2
4

)
u2 = d

(−ω2
2 − ω2

4 + ω2
1 + ω3

3

)
(12)

u3 = f1 − f3 = b
(
ω2

1 − ω2
3

)
u4 = f2 − f4 = b

(
ω2

2 − ω2
4

)

III. STABILIZATION CONTROL FOR
X4-AUV

The model (11), developed in the previous section,
can be rewritten in a state-space form Ẋ = f(X,U) by
introducing X = (x1 . . . x12)T ∈ �12 as state vector of
the system as follows:

x1 = x

x2 = ẋ1 = ẋ

x3 = y

x4 = ẋ3 = ẏ

x5 = z

x6 = ẋ5 = ż

x7 = φ (13)

x8 = ẋ7 = φ̇

x9 = θ

x10 = ẋ9 = θ̇

x11 = ψ

x12 = ẋ11 = ψ̇

where the inputs U = (u1 . . . u4)T ∈ �4.
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Fig. 2. Connections of rotational and translational subsystems

From (11) and (13) we obtain:

f(X,U) =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

x2

(cos θ cosψ) 1
m1
u1

x4

(cos θ sinψ) 1
m2
u1

x6

(− sin θ) 1
m3
u1

x8

x10x12(
Iy−Iz

Ix
) + 1

Ix
u2

x10

x8x12( Iz−Ix

Iy
) − Jt

Iy
x12Ω + l

Iy
u3

x12

x8x10(
Ix−Iy

Iz
) + Jt

Iz
x10Ω + l

Iz
u4

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(14)

It is interesting to note that in the dynamics of the
latter system how the angles and their time derivatives
do not depend on the translational components, whereas
the translations only depend on the angle. It can ideally
imagine the overall system described by (14) as con-
structed by two subsystems: i.e., the angular rotations
and the linear translations (see Fig. 2). The subsystem
of the angular rotations has the restriction Xα of X to
the last 6 components as state, which is regarded as the
roll, pitch, yaw and their time derivatives. The dynamics
related to these variables are described by fα(X,U)
corresponding to the last 6 components of the mapping
(14). Observe that the mapping fα(X,U) is a function
only of Xα and of (u2, u3, u4)T , and does not depend
on the translational components. On the other hand, the
translational subsystem (with state XΔ) consists of the
first 6 elements of the state X , which are the x, y, z and
their time derivatives, where the dynamics are described
by the first 6 rows fΔ(X,U) of the mapping (14).
The translational subsystem mapping fΔ(X,U) is not
independent of the angular variables but depends only on
the roll, pitch and yaw and not on their time derivatives.
Note that these discussions are the same as those for a
Quadrotor studied in [6].

1. Rotation Control
Consider first the control for the subsystem of the

angular rotations because of its complete independence

from the other subsystem. A stabilization of the X4-AUV
angles is considered for Xd

α = (xd
7 , 0, x

d
9, 0, x

d
11, 0)T .

Let us consider the Lyapunov function V (Xα) that is
positive definite around the desired position Xd

α:

V (Xα) =
1
2
(x7 − xd

7)
2 +

1
2
x2

8 +
1
2
(x9 − xd

9)
2

+
1
2
x2

10 +
1
2
(x11 − xd

11)
2 +

1
2
x2

12 (15)

The time derivative of (15), V̇ = (∇V )T fα, in the case
of X4-AUV (Iy = Iz) is drastically reduced to:

V̇ = x8(x7 − xd
7) + x10(x9 − xd

9) + x12(x11 − xd
11)

+
1
Ix
x8u2 +

l

Iy
x10u3 +

l

Iz
x12u4 (16)

By simply choosing:

u2 = −Ix(x7 − xd
7) − k1x8

u3 = −Iy
l

(x9 − xd
9) − k2x10 (17)

u4 = −Iz
l

(x11 − xd
11) − k3x12

with k1, k2 and k3 of positive constants, we obtain for
(16):

V̇ = − 1
Ix
k1x

2
8 −

l

Iy
k2x

2
10 −

l

Iz
k3x

2
12 (18)

which is only negative semi-definite. By Lyapunov theo-
rem the simple stability for equilibrium is now ensured.
By Lasalle invariance theorem we can ensure also that
starting from a level curve of the Lyapunov function
defined in (15) where V (Xα) is constant, the state
evolution is constrained inside the region bounded by
the level curve [6]. This is very useful when trying
to avoid particular configuration. It is simply necessary
to start with a level curve not containing these points
and apply the previous defined control. We can also
ensure the asymptotic stability by applying the Lasalle
theorem because the maximum invariance set of (angular
rotations) subsystem under control (17) contained in the
set S = {XS

α ∈ �6 : V̇
∣∣
XS

α =0
} is restricted only to the

equilibrium point [6].
If V (Xα) > 0 when (Xα �= Xd

α) and V̇ (Xα) ≤
0 (Xα �= Xd

α), the system is asymptotically stable. In
the case V̇ (Xα) ≡ 0, the solution of state equation is
given by only Xα = Xd

α.
By the latter consideration we can ensure an asymp-

totical stability starting from a point in a set around the
equilibrium. To ensure the global stability, it is sufficient
that lim‖Xα‖→∞ V (Xα) = ∞, which is our case.

2. Translation Controller

Let us consider the simple task for the X4-AUV to
be translated to a particular position x = xd, y = yd

and z = zd. The dynamics of the x, y and z-position
are described by lines 1 and 2, 3 and 4, and 5 and 6 in
system (14), i.e.,
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x-position:(
ẋ1

ẋ2

)
=

(
x2

(cos x9 cosx11) u1
m1

)
(19)

y-position:(
ẋ3

ẋ4

)
=

(
x4

(cosx9 sinx11) u1
m2

)
(20)

z-position: (
ẋ5

ẋ6

)
=

(
x6

(− sinx9) u1
m3

)
(21)

By the previous considerations in the control for the
subsystem of the angular rotations, we ensure that start-
ing from an initial condition where V (Xα) < π/2,
the angles and their velocities are constrained in this
hypersphere of �6. In this case cosx9 cosx11 �= 0,
cosx9 sinx11 �= 0 and − sinx9 �= 0 for all the tra-
jectories of the system under the previous control law.
Systems (19), (20) and (21) can be linearized by simply
compensating the weighted force by

x-position:

u1 =
m1û1

cosx9 cosx11
(22)

y-position:

u1 =
m2û2

cosx9 sinx11
(23)

z-position:

u1 =
−m3û3

sinx9
(24)

where û1, û2 and û3 are additional terms. By this partial
feedback linearization [7], (19), (20) and (21) become

x-position: (
ẋ1

ẋ2

)
=

(
x2

û1

)
(25)

or (
ė1
ė2

)
=

(
e2
−û1

)
(26)

y-position: (
ẋ3

ẋ4

)
=

(
x4

û2

)
(27)

or (
ė3
ė4

)
=

(
e4
−û2

)
(28)

z-position: (
ẋ5

ẋ6

)
=

(
x6

û3

)
(29)

or (
ė5
ė6

)
=

(
e6
−û3

)
(30)

where ei � xd
i − xi, i = 1, . . . , 6. Adopting a simple

linear state feedback stabilization law û1 = k4e1 +k5e2,
û2 = k6e3+k7e4 and û3 = k8e5+k9e6 we can stabilize
the position by placing the poles of the subsystem in any
position in the complex left half plane.

IV. DISCUSSIONS
A nonlinear control strategy is implemented to stabi-

lize the X4-AUV. The position and angles of the X4-
AUV are stabilized by using control input u1, u2, u3

and u4 respectively. PD controllers were introduced for
controlling each orientation angle such that

ui+1 = kpie2i+5 + kdiė2i+5, i = 1, 2, 3 (31)

where kp1 ≡ Ix, kp2 ≡ Iy/l, kp3 = Ix/l, kd1 = k1,
kd2 = k2, and kd3 = k3.

The angles and their time derivatives of rotational
subsystem do not depend on translation components,
whereas the translations depend on the angles. Ideally,
it can be imagined as two subsystems: the angular
rotations and the linear translations. Due to its complete
independence from the other subsystem, the angular
rotation-related subsystem is tuned first. The rotational
control keeps a 3D orientation of the X4-AUV to the
desired state and the translational control moves the
vehicle to the desired position. The controllers have been
implemented on MATLAB and the simulation results for
stabilizing the X4-AUV can be found in [8] and [9].

V. CONCLUSION
In this paper, a nonholonomic control method for

stabilizing all attitudes and positions (x, y or z) of an
underactuated X4-AUV, with four thrusters and 6-DOF
has been presented. The controller design was separated
into two parts: the rotational and translational dynamics-
related controller designs. The stabilization strategy is
based on the Lyapunov stability theory. For the future
work, an underactuated controller will be constructed by
combining such three types of controllers to realize an
underactuated control system.
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Abstract: Living beings meta-stable between unstable and neutral-stable conditions use only five types of nitrogenous 
bases and twenty amino acids selected naturally. The unified momentum theory derived at the triple point of the 
deterministic Boltzmann equation, the stochastic Langevin equation, and the indeterminacy principle [K. naitoh, 
Artificial Life Robotics, 2010] reveals the reason why the molecular weights of the twenty types of amino acids show a 
threefold variation between 240 of cysteine as the maximum and 75 of glycine as the minimum, whereas that of purines 
and pyrimidines among nitrogenous bases varies by only about 1.5 times, although the variation principle for the 
energy conservation law cannot do so. Let us take a higher order of the Taylor series for the unified momentum 
equation describing the deformation motions of biological molecules. Even-numbered terms such as the second and 
fourth ones show no other quasi-stable size ratios. However, odd-numbered terms result in other quasi-stable ratios. 
The threefold variation of amino acids will come from the third term of the Taylor series. 

 
 
Keywords: Asymmetry, Cyto-fluid dynamics 

 
 

I. INTRODUCTION 
Many types of amino acids and bases are possible in 

the artificial pools of molecules, but living beings meta-
stable between unstable and neutral-stable conditions 
use only five types of nitrogenous bases and twenty 
amino acids selected naturally. [1-6] 

Life can exist only when fully surrounded by water 
molecules. Thus, the meta-stability of biological 
molecules such as nitrogenous bases, nucleic acids, 
amino acids, and proteins in living beings should be 
analyzed by considering the flows of water molecules.  

Our previous model based on traditional fluid 
dynamics [7-9] has qualitatively revealed the reason 
why living beings employ only five nitrogenous bases, 
i.e., two purines of A and G and three pyrimidines of T, 
C, and U, and also why purines and pyrimidines have a 
size ratio of about 1.5. However, the model was with 
some gratuitous assumptions and also analyzed by the 
first order of accuracy, which led only to qualitative 
results. Consequently, a qualitative analysis did not 
reveal the reason why the molecular weights of the 
twenty types of amino acids show a threefold variation 
between 240 of cysteine as the maximum and 75 of 
glycine as the minimum and also why proteins are more 
various. 

In this report, a unified momentum theory is extended 
from our previous model as a result of statistical 
mechanics [9] and the theory of adding mass [10]. A 
higher order of analysis based on the momentum 
conservation law reveals the size varieties of the five 
bases and twenty amino acids. The present report 
reveals several mysteries underlying the bio-molecular 
systems. 

 

II. CYTO-FLUID DYNAMICS THE
ORYBASED ON the γ-ε EQUATION 
First, we define a parcel as a flexible spheroid having 

two long and short radii of )( and)( tbta dependent 
on time t and constructed of a bio-molecule such as a 
base or an amino acid that is surrounded by water 
molecules. (A parcel consists of a bio-molecule such as 
nitrogenous base or amino acid, water molecules 
hydrated with the bio-molecule, and the immerse mass 
due to adding mass effect while impulsive start and stop 
of deformations occur [8, 9].)  

The parcel size is proportional to that of biological 
molecules such as nitrogenous base or amino acid. 

The parcel becomes a sphere of the radius 
)][( 3/12abrd =  under an equilibrium condition. The 

deformation rate )(tγ  is defined as )(/)( tbta , while 
a sphere without deformation corresponds to 1=γ .  

We assume that the flow field inside the parcel is the 
potential flow. 
We derive a theory for describing the deformation and 
motions of two connected spheroid parcels having two 
equilibrium radii of 21 and dd rr  and two deformation 

rates of ]2,1[ =kkγ , while the size ratio of the two 

parcels is defined by 21 / dd rr=ε . We model the one-
dimensional relative motion between the two parcels, 
nonlinear convections inside the parcels, the interfacial 
force at the parcel surface due to forces interacting 
between molecules, and collisions with water molecules 
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outside the parcels. The interfacial force is evaluated in 
the form of mr/σ  where m and σ are constants and r 
is the curvature of parcel surface. [7] Several types of 
forces such as van der Waals force, coulomb force, and 
surface tension can be explained by varying m. Here, 
the relation m = 1 implies the surface tension of liquid. 
The mean density of the parcels is Lρ . 

Moreover, the scale for averaging, i.e., the minimum 
scale representing the phenomenon, will be smaller than 
that in continuum mechanics and will be between the 
atomic scale and the size of the bio-molecule. Thus, this 
small averaging window applied to the Boltzmann 
equation [9] leads to a weak indeterminacy of physical 
quantities such as deformation and density because of 
molecular discontinuity. 

Next, we derive the momentum equation describing 
the relation between a dimensionless deformation rate 

])2,1[/( =≡ kba kkkγ  of each parcel dependent on 

dimensionless time ]2,1[8
2 == + kt

r
t m

dkL
k ρ

σ  and 

the size ratio of the two parcels of 21 / dd rr=ε . The 
stochastic governing equation having indeterminacy can 
be described as 
 
 
 
 
 
 
 
 
 

     
            (1) 
 
with 
 
 
 
 
 
 
 
where the parameter stδ denotes random fluctuation. 

The long derivation of Eq. (1) is in Ref. 6 confirmed 
by the referees, although only the stochastic term stδ  is 
not in Ref. 6. 

 
 
 
 
 
 

 
 
 
 
 
 
 
 
 

 
 
 
 
Fig.1. Two parcels connecting 
 

III. FIRST ORDER OF ANALYSIS [6] 

We then define the deviation from a sphere as iy , 

which is equal to 1−iγ . Taking the first order of 
approximation in the Taylor series leads to 
 
 
 
 
 
     
          (2) 
 
where the parameter st

'δ denotes random fluctuation. 
A symmetric ratio of 1.0 (ε =1) makes the first term on 
the right-hand side of the equation zero, while an 

asymmetric ratio of 3 3  around 1.5 ( 3ε =3) makes the 
second term zero. The size ratios of 1.00 and 
approximately 1.50 can be described by the unified 
number of the n-th root of n. 

We define a system as being quasi-stable when only 
one term on the right-hand side of the differential 
equation system governing the phenomenon (Eq. (2)) is 
zero. Life is relatively quasi-stable because d2yi/dt2 
becomes smaller when the size ratio of connected 
parcels takes the values of ε =1 or 3ε =3. An important 
clue for clarifying the inevitability and variety of 
biological molecules is the concept of quasi-stability 
(meta-stability) weaker than neutral stability. This is 
because biological systems are essentially neither 
neutrally stable nor absolutely stable owing to the 
potential for a brush with death and also since people 
can live over 50 years while maintaining the mysterious 
shape of the body. Thus, a new stability concept 
between the neutrally stable and unstable conditions is 
necessary for a meta-stable system of life, i.e., quasi-
stability. [6-9] 
Free nitrogenous bases in water often seem to be a 
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column of two identical bases such as adenine-adenine, 
which are not in a two-dimensional plane. There are 
multimeric complexes such as that of guanines. Then, it 
is well known that identical base pairs of ε =1 are often 
in RNA, while asymmetric base pairs such as the 
Watson-Crick type of about 3ε =3 are used in DNA. 
(Fig. 1) 
As Eqs. (1) and (2) show a slightly vague solution for 
the phenomenon, this indeterminacy also implies that 
variations of molecular sizes are possible in a limited 
range. This indeterminacy will permit the possibility of 

sizes around 1: 3 3 , i.e., two types of base pairs such 
as A-T and G-C. 

 

IV. HIGHER-ORDER OF ANALYSIS 
Higher order of the Taylor series  
 

(3) 
 

Can be applied to Eq. (1). 
 

The third order of the Taylor series brings  
 
 
 
 

(4) 
 

 
 
 
with 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

V. QUASI-STABILITY EXTENDED 
We can consider only the disturbance for parcel1, 

because the system of two parcels is mathematically 
symmetric. Then, we get  
 
 
 
                                          (5) 

as the third order of approximation. 
The three terms of              come from the 

surface tension, whereas the later terms of          
come from convection. 

Here, we define 
 
 
 
 

as the quasistable condition, while  
 
 
 
 
is semi-quasistable. 

 
 

Table 1 shows the size ratios of parcels, which bring 
quasistable and semi-quasistable conditions. 

The semi-quasistable ratio of about 1: 3.6 will 
correspond to a threefold variation between 240 of 
cysteine as the maximum and 75 of glycine as the 
minimum, while the other semi-quasistable ones of 
about 1: 1.27 and 1:1.35 lead to some variations of base 
pairs such as A-T and G-C. 
 

Table 1.Size ratios of parcels (The third order of 
approximation type) 

Stability 
surface 

tension term 
convecti

ve term 

Quasistable 3:2 1:1 

Semi-
quasistable 

3:2 1.27:1 

Semi-
quasistable 

3:2 
3.6:1 

1.35:1 

 
 

VII. CONCLUSION 

Higher-order of analysis for the cyto-fluid dynamic 
theory reveals the size ratios of 1:1 and about 2:3 for 
nitrogenous bases and also the ratios over 2:3 for amino 
acids.. 
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Abstract: Observations of the development of the human brain show the bones of the skull become increasingly larger 

over the neck, and a lot of soup like fluid for generating brain cells enters the skull from the body. This process is 

essentially similar to the intake process of an internal combustion engine and also that the soup for generating flexible 

brain cells can be essentially modeled by using the Navier-Stokes equation. The flow of air during the intake process of 

a piston engine and fluid flow in the brain, including water as the main component, can be approximated as being 

incompressible. In this report, we will examine the spatial patterns of convexoconcave of brain and blood vessels in 

details. 

 

Keywords: Brain shape, Blood vessels, Morphogenesis, Engine, Fluid dynamics 

 

 

I. CEREBRAL DEVELOPMENT [1] 

Observations of the development of the human brain 

with a high-speed camera reveal that the bones of the 

skull become increasingly larger over the neck, and a lot 

of soup-like fluid for generating flexible cells, including 

nerves and synapses, enters the skull from the body.  

 

(a) Brain volume increasing 

 
(b) Volume increasing during the intake process of a 

piston engine 

 
Fig.1 Topological similarity of the brain and an 

engine[1] 

 

This process is essentially similar to the intake 

process of an internal combustion engine, because the 

volume of an engine cylinder, which increases 

according to the descent of the piston, corresponds 

geometrically to the development of the skull, and also 

because the human neck looks like the intake port that 

functions as the throat of an engine (Fig.1). 

The soup for generating flexible brain cells can be 

essentially modeled by using the fluid dynamics for 

flow in an engine. The flow of air during the intake 

process of a piston engine and fluid flow in the brain, 

including water as the main component, can be 

approximated as being incompressible. (The intake 

process of an engine at low engine speeds is 

incompressible, although the compression process is 

strongly compressible with time using the zero-Mach 

number regime.) [2,3] 

 

II. NAVIER-STOKES EQUATION [1] 

We employ the incompressible Navier-Stokes 

equation [ 4 ]  as the basic governing equation that 

describes the flexible dynamic motion of a lot of soup-

like fluid for generating brain cells. [1-3] The equation 

can be written as 
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∂
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u    
where ui，ρ，p，and ν denote the fluid velocity, 

fluid density, pressure, and kinetic viscosity coefficient, 

respectively, while xi（ i=1,2,3） denotes Cartesian 

coordinates in three dimensional space. Equation 1 is 

computed by the finite difference method using a higher 

order of accuracy. [ 1 , 2 , 3 ]  The details of the 

computational method are given in the references. 

 

（１） 
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III. COMPUTATIONAL RESULTS 

Figure 2a shows an image of the human brain 

obtained with magnetic resonance imaging (MRI) at a 

horizontal cross section including the two eyes, while 

Fig.2b is the result of the corresponding computation 

performed with the Navier-Stokes equation. Red lines in 

Fig. 2 show that the convexoconcave shapes inside the 

brain are similar to the flow structure in engine. 

 
(a)                     (b) 

 
 

Fig.2 Comparison of brain MRI and engine flow 

(j-k cross section) 

(a) Magnetic resonance imaging (MRI) of brain [5] 

(b) Computational result at an engine speed of 1400 rpm 

 

(a)                    (b) 

 
Fig.3 Comparison of brain MRI and engine flow 

(i-k cross section)  

(a) Magnetic resonance imaging (MRI) of brain [5]  

(b) Computational result at an engine speed of 1400 rpm 

 

Figure 3a shows an image of the human brain 

obtained with magnetic resonance imaging (MRI) at a 

center cross section, while Fig.3b is the result of the 

corresponding computation performed with the Navier-

Stokes equation for engine. Figure 3b is inclined in 

order to compare with the MRI image and engine flow 

field. The convexoconcave shapes inside the brain in 

Fig.3a are similar to those in Fig.3b. 

 

Figure 4a shows an image of the human brain 

obtained with magnetic resonance imaging (MRI) at the 

cross section different from those of Figs. 2 and 3, while 

Fig.4b shows the vorticity surface computed in the 

engine. In this figure we can see two spheres 

representing the eyeballs and a cylinder representing the 

nose. 

 
(a)                     (b) 

 
Fig.4 Comparison of brain MRI and vorticity in engine 

( i-j cross section) 

(a) Magnetic resonance imaging (MRI) of brain [5] 

(b) Computational result at an engine speed of 1400 rpm 

 

 

Figure 5 shows the instantaneous stream lines 

computed at a very low engine speed of 1.4 r.p.m. A 

comparison with Fig.2 indicates that the flow pattern is 

independent of the engine speed. 

 

Fig.5 Instantaneous stream lines at a low engine speed 

of 1.4 r.p.m 
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Those computations were made at a crank angle

 of 72°after top dead center (ATDC) in the intake

 process, because at that point the cylinder volume

 of the piston engine considered here is about the 

same as that of the skull. (Fig.3) 

 

Figure 6 shows the categorization of blood vessels 

in brain. In this figure, red line indicates external carotid 

artery, green line indicates middle cerebral artery, blue 

line indicates internal carotid artery, and yellow line 

indicates vertebral artery. We’ll examine these four 

main blood vessels. 

 

Vertebral artery

Internal carotid artery

Middle cerebral artery

External carotid artery

 
 

Fig.6 Categorization of blood vessels in brain [6] 

 

 

 

Figure 7 shows the blood vessels in brain and the 

corresponding path lines in engine observed from three 

different directions. Each blood vessel can be also 

observed in the path lines for in engine at close 

positions, while the direction of flows are correct both 

for blood vessels and path lines in engine. 

 

IV. CONCLUSION 

In this paper, we can see the similarity between the 

convexoconcave forms inside the human brain and the 

flow structure of engine stream lines. In addition, the 

vorticity surface represents the eyeballs and nose that 

corresponds to those in the MRI imaging. Finally, we 

can conclude there is a similarity between blood vessels 

in human brain and engine path lines. 
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(a) Blood vessels in brain [6]                   (b) Computational result at an engine speed of 1.4r.p.m 

Fig.7 Comparison of blood vessels in brain and engine path lines observed from the i direction 
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Abstract: We computed the correlations of the ambient noise correlation of 66 stations of F-NET 

(Broadband Seismic Network JAPAN) that were apart from tens to hundreds kilometers. By stacking 

cross-correlation functions of ambient noise, we can extract the coherent part of each two stations. 

Through quantitative analysis of the magnitude of these extracted pluses of ambient noise correlation 

from any two stations, we construct a network that may reflect the main surface wave spread characters in 

spatial field. 

Keywords: seismic noise, complex network, tomography, correlation function. 

 

 

I. INTRODUCTION 

 

Campillo and paul Campillo [1] found in 2003 that the 

stacking cross-correlations function of codas is similar 

the Green function tensor. Then many researches about 

the cross-correlations function of seismic waves and 

network method were carried Bensen et al [3], Shapiro et 

al [4], Zheng et al [5], Shiraishi et al [6] and Weaver[7]. 

Recently, some research indicated that these ambient 

noise correlations may concern with big earthquakes 

Xu[2]. In our research we analyzed the big area in space 

and time scale, found that the cross-correlations based on 

ambient noise may effect by big earthquakes. The big 

earthquakes have a effect that destroy the stability of 

cross-correlation in a wide area.  

 

II. DATA AND METHOD 

 

We used the 2003 66 stations of F-net data in 1HZ. 

First, the “one-bit” method (3) was used to remove 

earthquakes and other contaminants from seismic 

waveform data. We divide the wave of each day of a 

station into 1440-s-long segments with overlap of 300 s.  

 

Fig. 1. The F-NET stations that was used in this 

research. (66 stations) 
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Then we computed the cross-correlations between 

these truncated signals, next each pairs’ 

cross-correlations function were stacked to give the 

signals. The samples were show in Fig. 2. When SNR > 

30, we may define a link between this two stations. All 

links construct a network as Fig. 3, her we call this 

networks is “seismic ambient noise network”. 

 

III. RESULTS and DISCUSSION 

 

From Fig. 2 we can found that the correlation function 

peaks are changed in different day. Tough we don’t know 

the reason of these dynamical changes, in our research 

we could show that the big earthquake may give some 

influence to these links. In order to quantitatively show 

this influence, we sum the links number of “seismic 

ambient noise network” of each day in 2003, the links 

numbers graph was show in Fig.4 , from this graph we 

can found that when each big earthquake (except 

aftershock) is occurred the links number will go down 

sharply. The second earthquake in September is an 

aftershock. 

 

VI. CONCLUSION 

In our research, we show the Ambient Noise 

correlations in the big spatial scale as a network. The 

network show a very dynamics characters. We checked 

the total links number in each day of the network.  

The result shows that the number would down 

precisely when the big earthquake occurred. It 

indicate one possibility for the earthquake forecast. 

 

 

 

 

Fig. 2. The sample correlation functions of FUK 

and NAA stations. Each one indicate one days 

correlation, this graph shows 3 continues days 

correlations. The blue vertical lines show the 

predict maximum and the minimum group arrival 

times. 
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Fig. 3. The example network maps of 6 days in January 2003. The links are changed dynamics.  
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Fig. 4. The total links numbers in each day of 2003. 

The red vertical lines indicate the main earthquakes 

bigger than magnitude 6.5 in Japan.   
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Abstract: The Ecological Footprint (EF) indictor which had been presented by Wackernagel and Rees in 1990's has 

attracted larger attention as a numerical assessment value for sustainable development on Earth. In this paper, we 

analyze the effect of hot summer  against environment which was induced by extra demand via Japanese EF based on 

47 prefecture's Input-Output table. The electricity sector and the gas & heat supply sector are affected by high 

temperature within 48 industry sectors in this Input-Output table. The extra demand of the electricity sector increases in 

the EF through the increase of CO2 emission in the same prefecture and the same sector. The effect of the extra 

demand loss of the gas & heat supply sector is not strong but is affected opposite direction. The extra demand(demand 

loss) does not affect other prefectures and other sectors so much.  

 

Keywords: Ecological Footprint, Input-Output table, Induced analysis,  

 

 

I. INTRODUCTION 

We have to pay some money to buy food , clothes and 

electricity etc. for daily life. Although, the air for 

breathing is free and we live without being aware of the 

environmental services such as "regulation of CO2/O2 

balance", "greenhouse gas regulation" and "flood 

control". R. Costanza and his team calculated the main 

17 ecosystem services we received in 1997. These 

values (most of which is outside the market) is 

estimated US$33 trillion per year and it's comparable to 

global world economy of US$38 trillion per year on 

purchasing price basis. For sustainable life market price 

is not enough as the metric and we need more effective 

numerical value. One of the candidate is EF. The 

essential part is to convert nation's basic consumption to 

the nation's virtual area which is necessary to produce it. 

For example, we consume agricultural products to keep 

our life, and the consumption is converted to cropland 

area, and finally our total consumption is compared to 

bio capacity of the globe.  

II. INDUCED ANALYSIS OF EF 

EF is represented by total area of six land types, 

"Cropland", "Forest", "Grazing land", "Fishing ground" , 

"Carbon uptake land" and "Built-up land". Each area is 

calculated to reproduce our final consumption as 

necessity area for "the supplies of crop", "the supplies 

of wood", "the supplies of livestock feed" , "the supplies 

of fish", "absorption of CO2 emission" and "house, 

factory, road etc.". And it is compared to the real area 

(bio capacity) on the globe. Actually Japan needs 2.5 

times area of Japan to keep our lifestyle, and whole 

world people need more area than whole area of the 

globe. 

EF is calculated for an area on the basis of consumption 

in the area. That is EF of the imported product does not 

belong to the nation where the product is produced but 

belongs to the nation where the product is consumed. 

 
  

( ) , ( )

,

1
....l N l i ij k

N

EF C
y

  



         (1) 

 

Here C  is the weight of the consumed product   of 

which we want to know the effect, ij  is the weight of 

the product i to produce unit weight of product j, 

( )l  is the equivalence factor of land type ( )l   for the 

product α *, , ( )N l   is yield factor of nation N and land 

type ( )l  , ,Ny   is the average weight of the product 

from unit area in the nation N. And the sums are 

executed in all paths from product   to product α 

through intermediate products i, j... Using the matrix 

representation,  
-1

   ｛１＋ ＋ ＋ ＋　　｝=１－ , and 

   C-1
EF = λ[1- χ]                         (2) 

here λ  is diagonal matrix of ( ) , ( ) ,/l N l Ny    . 

But usually it is difficult to know ij  of all products' 

pairs [i, j] without double counting. Sometimes we want 

to measure the effect of consumption toward other 

sectors or toward other regions, not only on economic 

effect but also on environmental effect. Input-Output 

table enables to calculate such influences by induced 

analysis.  

 
*The equivalence factors and the yield factors are defined by GFN 

and represent the differences of productivity between different land 

types and between different nations. 
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   f u e lC C-1
EF = λ[1- χ] λ                (3) 

In eq.(3), C  is a demand vector of  sectors expressed 

by amount of money, χ is the coefficient matrix and 
-1

[1- χ]  is the Leontief Inverse Matrix of the Input-

Output table. λ  is a kind of  induced value added 

matrix in Input-Output table analysis. 

Additional term fuelCλ  represents CO2 emission from 

the direct fuel use of final consumption.  

For example, in case of agriculture sector, ,Ny   is the 

total amount of agricultural product divided by the total 

area of the Cropland of the considering region N. 

( )l  is the equivalence factor of Cropland, , ( )N l   is 

yield factor of the region N and Cropland **.   

 

There is another method to calculate the matrix λ .  

GFN calculates nation's lEF  of each land type l  every 

year and these lEF s represent the area after considering 

the productivity. If lEF s were distributed to each sector  

α(They are called direct EFs), λ  is able to replace by 

them.  The merit of this method is induced EFs are 

able to compare to other nations' EFs through EFs 

calculated by GFN. 

III. THE EFFECT OF HOT SUMMER 

1. We use "Multi-regional Input-Output table for 47 

Prefectures and 48 industry sectors in Japan" in 

2000 [1]. First we transform this Chenery-Moses 

type Input-Output tables of 47 prefectures to a 

Isard type table[2], which includes 2256x2256 

matrix.  

Table 1. a part of the Isard type Input-Output table. 

 

2. Next we allocate the EF calculated by GFN to 

each sector of each prefecture. EFs are allocated in 

proportion to the total of each sector according to 

the Table 2. We divide EF of Carbon uptake land 

into two parts in proportion to the total, one is for 

intermediate industry and the other is for final 

consumption. Using 3EID table[3], we allocate 

Carbon uptake land EF of intermediate industry in 

proportion to the total (million yen) of each sector 

multiplied by CO2 emission unit requirement(t-

CO2/million yen). 

    Table 2. Land types and corresponding sectors 

1 EF of Cropland Agriculture sectors 

2 EF of Forest Forestry sectors 

3 EF of Grazing land Agriculture sectors 

4 EF of Fishing ground Fishery sectors 

5 EF of Carbon uptake land All sectors  

Final consumption 

6 EF of Built-up land All sectors 

 

3. We use "Monthly Family Budget Survey" 

calculated by Japanese government[4] to get the 

extra consumption for the hot summer. We 

calculate the correlation between temperature and 

consumption of each 48 sector in July in main 

cities in Japan. We found that the electricity 

consumption of 11 years has positive correlation to 

the temperatures, and that the gas & heat supply 

consumption has negative correlation. 

4. We calculate induced demand using eq.(4) and 

calculate induced EF using eq.(5). The elements of 

C are the extra consumption of the electricity 

sector and the extra loss consumption of the gas & 

heat supply sector. We calculate the data of the hot 

summer in July/2010. We also calculate the data of 

the cold summer July/2003 for comparison. When 

we use the competitive import type Input-Output 

table,  eq.(3) must be deformed to eq .(5) for 

separating imported products from domestic 

products.  

 

 

 

Figure.1.Correlations (consumption and temperature) 

  
**If the region is not a nation, we use , ( )N l  of the nation's factor 

instead. 
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      C-1
W = [1-[1- M]χ] [1-M]           (4)

 

     fuelC C-1
EF = λ[1-[1-M]χ] [1-M] λ   (5)

 

Here M is import ratio diagonal matrix whose 

elements indicate the ratio of imported products in 

total products.  

5. The last term of eq.(5) represents CO2 emission 

from the direct fuel use of final consumption. 

Using 3EID table, we calculate the remaining CO2 

emission ratios (t-CO2/million yen) in energy 

sectors and  Carbon uptake land EF of final 

consumption is allocated in proportion to the total 

multiplied by these ratios.  

IV. RESULT 

Figure.2 shows the effect from extra demand of 

electricity/gas respectively in 47 prefectures in 2010. 

Three lines show extra household consumption, induced 

production and the extra use of the "Carbon uptake 

land". In July 2010, The hot summer already began in 

the east part of Japan, but the heavy rainy season still 

stayed in the west part of Japan. So high demand of 

electricity is clear in east part of Japan. The high 

demand does not affect other prefectures' production so 

much except Fukushima where there is nuclear plant of 

Tokyo Electric Power Company. The effect from gas 

consumption is not so clear. Figure.3 shows the effect 

from extra demand of electricity/gas respectively in 48 

sectors. The electricity consumption induces the 

production of Coke & Petroleum, Finance & insurance 

and Other business services. But it looks as if 

production of the electricity does not induce the 

increase of CO2 emission in other sectors, because the 

production of the electricity produces carbon dioxide in 

higher ratio per money than other sectors.  

Figure. 4 (Figure. 5) shows the effect from extra(loss) 

demand of electricity/gas in 47 prefectures(in 48 

industry sectors) respectively in cold summer in 2003. 

The results are almost opposite to the hot summer in 

2010. 

V. DISCUSSION 

The extra demand(demand loss) does not affect other 

prefectures and other sectors so much. It comes from 

characteristic of  these industries. But the true effect of 

the hot summer is thought to have spread widely in 

various industry sectors. Input-output table of 47 

prefecture includes only 48 sectors and there is no 

Input-output table with much sectors in all prefectures 

level.  we have to give up the analysis of the 

prefectures level and use Input-output table with more 

sectors to improve the study.  
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Blood flow velocity waveforms in the middle cerebral artery 

 at rest and during exercise 
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Abstract: The blood flow velocities in the middle cerebral artery were measured under steady-state and incremental 
cycle exercises using the transcranial Doppler ultrasound velocimeter.  The peak-systolic velocity was found to rise 
markedly under exercise, while the end-diastolic velocity tended to keep a resting value. The fluctuation of velocity and 
resistance index were calculated in order to evaluate the hemodynamic load on the vessel wall. They also increased 
markedly under exercise. Such hemodynamic changes in activity might be important in understanding the genesis of 
vascular diseases as well as physiology of cerebral circulation.  
 
Keywords: Transcranial Doppler, Ultrasound, Middle cerebral artery, Cerebral Circulation, Blood velocity 

 
 

I. INTRODUCTION 

   Since the brain tissues are extremely vulnerable in 
terms of oxygen deficiency, an adequate and continuous 
supply of oxygenated blood is essential for the function 
of the brain. The blood flow in the middle cerebral 
artery (MCA) maintains about 80% of the flow volume 
arriving at the cerebral hemisphere. Since the blood 
velocity waveforms are considered to be closely related 
to the flow disturbances caused by arterial diseases such 
as stenosis and cerebral aneurysms, blood velocity  
measurements using transcranial Doppler (TCD) 
sonography are widely conducted in clinical 
examination [1][2].  
 Most of the clinical data of transcranial Doppler have 
been measured under resting condition. It should, 
however, be noted that the blood flow would be easily 
disturbed by daily activity such as work, exercise and 
posture change, as well as changes in environmental 
factors such as ambient temperature. In the present 
study, we measured velocity waveforms in the MCA 
during cycle exercise in order to understand the 
dynamics of MCA blood flow caused by physical 
exercise. Velocity waveforms might contain information 
concerning the homodynamic load on the vessel wall 
such as shear stress and velocity fluctuation which are 
considered to play an important role of the genesis and 
development of arterial diseases [2]. 
 

II. METHOD 

1. Subjects 
     Six healthy young male and 6 healthy young 
female volunteers participated in the present study.  
None of the subjects had any history of cardiovascular, 

cerebrovascular, or respiratory disease. All subjects 
were fully informed about the procedures, risk, and 
benefits of the study, and written consent was obtained 
from all subjects before the study. This study was 
approved by the university institutional board.  

2. Experimental design 
Each subject was required to keep his body in an 

upright, seated position on an electromagnetically-
braked cycle ergometer during rest and exercise periods. 
Two kinks of exercises were conducted as follows;  
(A) Steady-state exercise; 
    The work rate was maintained at 100 W for males 
and at 50 W for females for 15 minutes exercise. During 
exercise, the subjects pedaled at a constant rate of 60 
rpm paced by a metronome. The exercise intensity 
corresponds to “moderate exercise”. 
(B) Incremental exercise; 
    During 15 minutes exercise, the work rate was 
increased from 20 to 100 W by a 20 W increment step 
for males, and from 10 to 50 W by a 10 W step for 
females. The duration of each step was 3 minutes with 
keeping a pedaling rate of 60 rpm. 

3. Measurement of blood velocity and pressure 

 

 
 

Fig.1  Position for Doppler examination 
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   The blood flow velocity in the right middle cerebral 
artery was obtained using a 2-MHz pulsed Doppler 
ultrasound system (Intra-view, Rimed, Israel).  Its 
pulsed probe was located over the temporal bone and 
the Doppler signal was optimized through a change in 
the insonation angle.  The probe attached to the skull at 
a fixed angle was held using a headgear with an 
adjustable positioning system. The blood flow velocity 
was assessed for 6-10 consecutive cardiac cycle 
recorded during the last minute before and during 
exercise.  Peak-systolic, end-diastolic, and mean blood 
flow velocity in MCA were represented by MCAVs, 
MCAVd, and MCAVm, respectively. 
  The blood pressure in the brachial artery was 
sphygmomanometrically measured using a pneumatic 
arm cuff which was held at heart level.  Mean arterial 
blood pressure (MAP) was calculated as diastolic blood 
pressure (DBP) plus one-third pulse pressure [3].  
 

 III.  RESULTS AND DISCUSSION 

1. Velocity waveforms 

 
In Fig. 2, an example of the obtained velocity 

waveforms is shown, where the waveform in the 
exercise is compared with that in the rest. As can be 
noted in the left panel, the waveform shows substantial 
variation of flow velocity during one cardiac cycle. The 
velocity rises sharply at initial systolic phase of heart 
(peak-systolic velocity), and decreases gradually during 
diastole. The flow waveform is characterized by a high 
forward flow at end-diastole, which is as much as half 
peak-systolic velocity. This feature is characteristic of 
blood flow in intracranial arteries, and contrasts with the 
relatively low diastolic flow component in the external 
carotid artery. This difference is ascribed to the 
markedly low flow resistance in the cerebral vasculature 
compared with that in the territory of the external 
carotid artery [1].   

It should be also noted that the peak-systolic 
velocity (MCAVs) markedly increased during exercise, 
while the end-diastolic velocity (MCAVd) showed a 
trivial change. Accordingly, the difference between 
MCAVs and MCAVd was increased. 

2. Hemodynamic data during steady-state exercise 
    Figure 3 shows physiological quantities (blood 
velocity, blood pressure and heart rate) measured at rest 
and during steady-state exercise. The measured values 
given in the graph are average for 12 volunteers (6 
females and 6 males). Peak velocity MCAVs, systolic 
blood pressure, and heart rate rise immediately after 
onset of exercise. On the contrary, the diastolic pressure 
and end-diastolic velocity MCAVd were found to show 
no statistically significant change during exercise. It is 
also noted that the heart rate tends to slightly increase 
during exercise, while MCAVs and systolic pressure 
show slight inclination to decrease. 
  

 

Fig. 3 Physiological quantities measured at rest and 
during steady-state exercise. 

 

3. Hemodynamic data during incremental exercise 

 

 

 Fig. 2  Measured velocity waveforms in the MCA 

 

Fig. 4  Physiological quantities measured at rest 
and during incremental exercise. 
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  The measured physiological quantities under 
incremental exercise are shown in Fig. 4. The MCAVs 
gradually increases as the degree of exercise increases. 
After 15 minutes, corresponding work rate being 100 W 
for male and 50 W for female, MCAVs reaches a value 
(130 m/s) comparable to that in the steady-state exercise. 
Also the systolic pressure and heart rate are on the 
increase. As in the steady-state exercise, both MCAVd 
and diastolic pressures show no significant change 
during exercise.  

5. Fluctuation in MCA velocity 
 

Fig. 5  Indices used in waveform analysis 
 
   In order to see the variation in velocity due to 
exercise, we calculated velocity fluctuation index (VF) 
for measured velocity waveforms, which is defined as, 
 
 
    ·········(1).     
 
 
Here, Vi: velocity at time ti, MCAVm: mean velocity 
averaged over one cardiac cycle, and n: number of 
measured velocity data for one cardiac cycle. This index 
is corresponding to the standard deviation in statistics.  
  

    
   Figure 6 compares VF values calculated for steady-
state exercise with those for incremental exercise. 
Velocity fluctuations in steady-state exercise are well 
constant during exercise. The VF values under exercise 
were found to be about 1.8 times larger than those at 
rest. In the incremental exercise, VF increases as the 

exercise intensity increases. Such VF variations as a 
function of exercise intensity are quite similar to the 
MCAVs variations shown in Figs. 2 and 3.  

5. Resistance index 
     Pourcelot [4] introduced the “resistance index” to 
Doppler sonography as a means to characterize the 
peripheral resistance in the cerebral circulation. 
Resistance index (RI) is defined as following equation, 
   

 
····(2). 
 

  
  This index describes the ratio of peak-systolic 
velocity to the end-diastolic velocity. For the normal 
common carotid artery, RI is reported to be between 
0.55 and 0.75. In arteries that supply high-resistance 
musculocutaneous beds, RI is known to be greater than 
0.75 [4].  The arteries that supply the brain have RI 
index less than 0.75. A low RI value is also seen post-
stenotically in cases where flow resistance is decreased 
by reactive dilatation of blood vessels [1].  
    In Figs. 7 and 8, are shown the obtained RI values 
during exercise, in which results for males and females 
are indicated individually. Under steady-state exercise 
shown in Fig.7, although the variance of the data are 
considerably large, RI values tend to increase rather 
gradually from 0.57 to 0.74 in males and from 0.53 to 
0.67 in females, compared with the fluctuation index 
shown in Fig. 6. These values of RI can be well 
compared with the previous data mentioned above.   
 

 

Fig. 7  Resistance index during steady-state exercise  
 
   As shown in Fig. 8, in males, the RI values in 
incremental exercise vary increasingly from 0.57 to 0.69 
as increase of exercise intensity. Although an increasing 
trend is seen also in females, the data points show rather 
scattering. The reason for the difference between female 
and male is not clear at present, and sophisticated 
experiment would be necessary.   
   The index RI is not only a function of flow 
resistance but also influenced by vascular compliance. It 

 

Fig. 6 Velocity fluctuations（VF）of MCA blood 
flow under incremental and steady-state exercises. 

€ 

VF =

(Vi −MCAVm )
2

i =1

n
∑

n

€ 

RI =
MCAVs −MCAVd

MCAVs
=1− (MCAVd

MCAVs
)

0

5

10

15

20

25

0 3 6 9 12 15 18 21

VF_incremental
VF_steady state

Time  (min.)

Exercise
0.2

0.3

0.4

0.5

0.6

0.7

0.8

0 3 6 9 12 15 18 21

RI_male
RI_female

Time (min)

steady-state exercise

The Sixteenth International Symposium on Artificial Life and Robotics 2011 (AROB 16th ’11), 
B-Con Plaza, Beppu,Oita, Japan, January 27-29, 2011

©ISAROB 2011 429



is generally known that the velocity waveform changes 
considerably with aging result from increased resistance 
due to cerebral atherosclerosis, and decreased 
compliance of vessel wall [1]. The waveforms of elder 
subjects were reported to be characterized by high RI 
values and steep decrease of velocity in diastole. The 
waveform change form rest to exercise shown in Fig. 2 
seems to be similar to that due to aging.   

 
 We also measured velocity waveforms during strong 
exercise with intensities from 120 to 150 W (data not 
shown). It was found that above 120 W of exercise 
intensity, the MCAVs values were almost constant, while 
MCAVd values were slightly decreased, resulting in that 
both velocity fluctuation VF and resistance index RI 
were increased.  

5. Correlation between hemodynamic variables 
    Measured hemodynamic variables such as blood 
velocities, arterial pressures, and heart rate were 
subjected to correlation analysis each other. Among the 
results, the relationship between MCAVs and systolic 
blood pressure (SBP), and that between MCAVs and 
heart rate HR were found to show statistically 
significant correlation as shown in Figs. 9 and 10. The 
significant correlation between MCAVs and systolic 
arterial pressure might be supported by the results 
indicated in Figs. 2 and 3. Although the data are not 
given here, mean MCA blood velocity MCAVm showed 
significant correlation with mean arterial pressure and 
heart rate.  

 
 

Fig. 10. Correlation between MCAVs and heart rate 

IV.  SUMMARY 

   The velocity waveforms in the middle cerebral 
artery in young volunteers were measured under 
moderate-intensity cycle exercise. The peak systolic 
velocity MCAVs and the end-diastolic velocity MCAVd 
were obtained from measured waveforms. Calculated 
hemodynamic variables, velocity fluctuation VF and 
resistance index RI, showed remarkable increase under 
exercise. The waveforms in exercise seemed to be 
similar to those of elder people at rest. A preliminary 
experiment of high intensity exercise showed nonlinear 
changes of MCAVs, MCAVd, VF and RI, indicating that 
the influence of exercise on cerebral blood flow is more 
complicated than thought before. However, the number 
of volunteers was still limited in the present study and 
the results are thought to be affected by individual 
differences in physiological variables. Therefore, further 
study is required to derive a concrete conclusion. 
Simultaneous measurements of MCA blood flow 
waveforms and arterial blood pressure waveforms are 
under way, since these measurements would provide 
much information on the regulation of cerebral 
circulation. 
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Fig.8  Resistance index during incremental exercise 
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Abstract: In this paper, we propose a method for finding the frequent occurrence patterns and the frequent occurrence
time-series change patterns from the observational data of a weather-monitoring satellite. The observational data of the
weather-monitoring satellite are temporal and spatial large-scale data. However, to analyze this large amount of data
incurs a high calculation cost. Therefore, we propose parallel computation when the frequent occurrence pattern and
the frequent occurrence time-series change pattern are extracted at the Artificial Life and Robotics conference (AROB)
2010. In this paper, we apply the proposed system to Moderate Resolution Imaging Spectroradiometer (MODIS) data and
discuss its results.
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I. INTRODUCTION

In our network society, the development of informa-
tion processing enables us to collect and utilize massive
amounts of data; and data mining has gained attention
as a technology to discover new knowledge and patterns.
But those data are changing continuous, and new types of
large-scale data have emerged. For example, records of
financial and distributional transactions, telecommunica-
tions records, and network access logs are typical data
streams. The term data stream suggests that the tem-
porally changing, massive amounts of data records that
are generated, accumulated, and consumed are looked on
as flow of data (stream). In the real world, the require-
ment has been growing to elicit information from those
large data streams whenever we need information. At
first glance, data mining seems to be effective; but a data
stream has the following dynamic properties:

1. massive amounts of data are
2. coming over a high-speed stream,
3. temporally changing, and
4. continue to arrive permanently;

and data mining is intended for static data, not a stream.
Therefore, data stream mining technology has been de-

veloped to deal efficiently with large-scale data streams [1,
2, 3, 4, 5, 6, 7].

An example of a data stream for this technology is
data from satellites. Satellite data are used for various
purposes, such as land-cover classification and forecasts
[8] and marine information analysis [9, 10, 11, 12, 13].
However, satellite data treated up to now as static data.
Therefore, much computing time was required to ana-
lyze a large amount of data. In this paper, we propose
a method to solve this problem by using distributed pro-
cessing.

At the Artificial Life and Robotics conference (AROB)
2010, we propose a method for finding the frequent oc-
currence patterns and the frequent occurrence time-series
change patterns from the observational data of a weather-
monitoring satellite [14]. The observational data of the
weather-monitoring satellites are temporal and spatial large-
scale data. Various uses are possible such as forecasting
marine resources by analyzing satellite data. However,
there is an issue with respect to the calculation cost to
analyze a large amount of data. Thus, we propose to use
parallel computation when the frequent occurrence pat-
tern and the frequent occurrence time-series change pat-
tern are extracted in this paper.
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Our proposed method is as follows. First, to extract
the frequent occurrence pattern from satellite data, the
necessary marine information is acquired by using the
filter from satellite data. Next, the extracted marine data
undergo clustering to merge similar data and are labeled.
As a result, similar data are brought together for data with
a spatial extension. The labeling data are re-clustered to
the data group and re-labeled according to the degree of
similarity between labels. As a result, similar data are
brought together for data with a time extension. Finally,
frequent events are extracted as the frequent occurrence
pattern from the labeling data. Moreover, the frequent
occurrence of the time-series pattern can be extracted as
rules by detecing the change in the labeling data group.
However, it takes computing time to analyze long-term
data. Therefore, by dividing data and integrating the re-
sults, we propose to shorten the computing time by paral-
lel computation of clustering and the frequent occurrence
of the time-series pattern rule extraction. As for cluster-
ing and the frequent occurrence of the time-series change
pattern extraction, parallel computation is possible by di-
viding data. The shorter computing time can be expected
by division degree because each algorithm never influ-
ences the parallel calculation. Each algorithm was exam-
ined with regard to whether it was possible to it make par-
allel. Because clustering and extracting change patterns
can be applied in parallel computing, we constructed the
system with clustering of marine information and the ex-
traction of the change pattern.

At AROB 2010, the frequent occurrence pattern and
the frequent occurrence of the time-series change pat-
tern of the sea surface temperature are extracted by us-
ing the sea surface temperature data, with the weather-
monitoring satellite providing verification. In this paper,
we use Moderate Resolution Imaging Spectroradiometer
(MODIS) data, which includes the sea surface tempera-
ture (SST) and the concentration of chlorophyll-a (chl-a)
to verify our proposed system and discuss its results.

II. THE PROPOSED METHOD

At AROB 2010, we propose a method for finding the
frequent occurrence patterns and the frequent occurrence
time-series change patterns from the observational data
of a weather-monitoring satellite [14].

Fig. 1 shows a flowchart of the proposed system.
The flow of the algorithm is shown below.

1. First, to extract the frequent occurrence pattern from
satellite data, necessary marine information is ac-
quired by using the filter from satellite data.

2. Next, the extracted marine data undergo clustering
to merge similar data and are labeled.

3. The labeling data are re-clustered to the data group
and re-labeled according to the degree of similarity

Labeling

Frequent Pattern

Clustering

Clustering

Data

Clustering

Data

Clustering

Data

Clustering

Data

Pattern Extraction Pattern Extraction Pattern Extraction

Fig. 1: Flowchart of proposed system

between the labels.
4. Finally, the frequent events are extracted as the fre-

quent occurrence pattern from the data.
In the first clustering, similar data are brought to-

gether for data with a spatial extension. In the second
clustering, similar data are brought together for data with
a time extension. Moreover, the frequent occurrence of
the Time-series pattern can be extracted as rules by de-
tecting the change in the labeling data group. However, it
takes computing time to analyze long-term data. There-
fore, by dividing data and integrating the results, we pro-
pose to shorten the computing time by parallel compu-
tation of clustering and the frequent occurrence of the
time-series pattern rule extraction. As for clustering and
the frequent occurrence of the time-series change pattern
extraction, parallel computation is possible by dividing
data. The shorter computing time can be expected by
division degree because each algorithm never influences
the parallel calculation. Each algorithm is examined with
regard to whether it was possible to make parallel. Be-
cause clustering and extracting of change patterns can be
applied in parallel computing, we constructed the system
with clustering of marine information and the extraction
of the change pattern.

III. DETAILS OF SATELLITE DATA

At AROB 2010, we acquire the data of Meteorologi-
cal Satellite Center as satellite data. We use the observa-
tion monthly report of the Meteorological Satellite Cen-
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ter for the experiment [15]. The observation monthly
report can be obtained on CD-ROM. These CD-ROMs
contain the monthly report of observation data derived
from Multi-functional Transport Satellite (MTSAT-1R)
and the polar orbital meteorological satellite from Na-
tional Oceanic and Atmospheric Administration (NOAA).
For the problem of forecasting the hot spot of marine
products using satellite data, the sea surface temperature,
the chlorophyll, and the flow of the ocean are often tar-
geted. Because only the sea surface temperature data are
included in the observational data, sea surface tempera-
ture is used in the experiment. Ten-day mean sea surface
temperature consists of grid points arrayed every one de-
gree latitude and longitude covering the area from 50 de-
grees North to 50 degrees South and 90 degrees East to
170 degrees West. We use data from March 2009 to May
2009 because the regression equation for SST was up-
dated on March 1, 2009.

In this paper, we use MODIS data, which includes
Sea Surgace Temperature(SST) and the concentration of
Chlorophyl-a(Chl-a) to verify our proposed system. MODIS
is a key instrument aboard the Terra (Earth Observing
System (EOS) AM) and Aqua (EOS PM) satellites. Terra’
s orbit around the Earth is timed so that it passes from
north to south across the equator in the morning, while
Aqua passes south to north over the equator in the after-
noon. Terra MODIS and Aqua MODIS view the entire
Earth’s surface every 1 to 2 days, acquiring data in 36
spectral bands, or groups of wavelengths [16, 17, 18, 19].
We use MODIS data from the Academic Frontier Promo-
tion Center of Tokyo University of Information Sciences.

We used the publicly available data of SST and chl-a.
The public data contain 30 days composite data, 5 days
composite, and daily composite by PNG format, FLAT
format, and HDF format. We convert from HDF data to
CSV data by HDF utility commands. We use Hakodate-
era data from January 2005 to September 2010.

IV. EXPERIMENTS

In this paper, we try to extract the frequent occur-
rence pattern and the frequent occurrence of the time-
series change pattern using SST data and chl-a with the
weather-monitoring satellite for verification.

We use SST and chl-a data from MODIS data. We
use linear interpolation with the data at a time before and
after the missing value. The input data use nine attributes
in which the data of eight neighborhoods are added to the
data of a certain point. We already described the data in
detail in section III..

We use the InTrigger platform of the information ex-
plosion project [20]. InTrigger is a distributed platform
for information technology research for the Information
Explosion Era. It is a cluster of clusters distributed across

Japan. Weka is used for clustering [21].
The first step clusters data; and the effect of the dis-

tributed surrounding is examined. The result is being rea-
soned now.

V. CONCLUSIONS

We proposed a method for finding the frequent oc-
currence patterns and the frequent occurrence time-series
change patterns from the observational data of a weather-
monitoring satellite at AROB 2010. The observational
data of the weather-monitoring satellite are temporal and
spatial large-scale data. Various uses are possible such as
forecasting marine resources by analyzing satellite data.
However, there is a problem with respect to calculation
cost to analyze a large amount of data. Therefore, we pro-
posed parallel computation when the frequent occurrence
pattern and the frequent occurrence time-series change
pattern are extracted. In this paper, we applied the pro-
posed system to MODIS data, which includes the sea sur-
face temperature and the concentration of chlorophyl-a to
verify our proposed system.
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Abstract: In this paper, we propose the PSP Practice Support System using Defect Types based on 
Phenomenon. This system can transmit programming to specific human among many software 
processes using a Multiagent technology. The system is also synthesized to do parallel and cooperative 
proposing internally. Applying the proposed method to a personal process-removing task, a flexible 
programming for quality of software. Software developments depend on information, which is possible 
to collection of personal process. Agent planning has get use working data on user action and other 
communication. Therefore collection of all user data is necessary for agent learning. Agent studies the 
best transmission programming, planning and quality according to the makes planning in the personal 
process. 
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I. INTRODUCTION 

Software architecture has emerged as an important 

sub discipline of software engineering [1]. PSP support 

system is built using this. Moreover, We think that the 

data inputted can acquire software development process 

by sorting out using a user action record table [2]. 

In this paper, the PSP practice support system using 

Defect Types based on Phenomenon. This PSP practices 

Support System based on Multiagent Techniques [3]. 

Generally, software process data is complicated, and 

when building a support system using such data includ-

ing some action time, the calculation with expression is 

difficult in many cases. Then, the PSP systems [2] con-

figuration from a data pattern is effective using the 

Machine Learning who is excellent in pattern recogni-

tion to such a problem.  

The system is also synthesized to do parallel and co-

operative proposing internally. Applying the proposed 

method to a personal process-removing task, a flexible 

programming for quality of software. Software devel-

opments depend on information, which is possible to 

collection of personal process. Agent planning has get 

use working data on user action and other communica-

tion. Therefore collection of all user data is necessary 

for agent learning. Agent studies the best transmission 

programming, planning and quality according to the 

makes planning in the personal process. 

 

II. Intelligent Agents and Multiagent System 

Artificial Intelligence (AI) has made great strides in 

computational problem solving using explicitly repre-

sented knowledge extracted from the task. If we con-

tinue to use explicitly represented knowledge exclu-

sively for computational problem solving, we may 

never computationally accomplish a level of problem 

solving performance equal to humans. From this idea, 

the paper describes the development of a multiagent 

system that can be used to support the assessment of 

design performance in the cellular automata model. 

Agents represent objects or people with their own be-

havior, and take the structure of cellular automata lattice.  

Intelligent agents and multiagent systems are one of 

the most important emerging technologies in computer 

science today [4]. The advent of multiagent systems has 

brought together many disciplines in an effort to build 

distributed, intelligent, and robust applications. They 

have given us a new way to look at distributed systems 

and provided a path to more robust intelligent applica-

tions.  

Multiagent systems deal with coordinating intelli-

gent behavior among a collection of autonomous agents. 

Emphasis is placed on how the agents coordinate their 

knowledge, goals, skills, and plans jointly to take action 

or to solve problems. Constructing the multiagent sys-

tems is difficult [5,6]. They have all the problems of 

traditional distributed and concurrent systems plus the 
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additional difficulties that arise from flexibility re-

quirements and sophisticated interactions.  

  

III. Personal Software Process 

The Personal Software Process (PSP) is a self-

improvement process that helps you to control, manage, 

and improve the way you work. It is a structured 

framework of forms, guidelines, and procedures for 

developing software [2]. Properly used, the PSP 

provides the data you need to make and meet commit-

ments, and it makes the routine elements of your job 

more predictable and efficient. 

The PSP's sole purpose is to help you improve your 

software engineering skills. It is a powerful tool that 

you can use in many ways. For example, it will help you 

manage your work, assess your talents, and build your 

skills. It can help you to make better plans, to precisely 

track your performance, and to measure the quality of 

your products. Whether you design programs, develop 

requirements, write documentation, or maintain existing 

software, the PSP can help you to do better work. 

Rather than using one approach for every job, you 

need an array of tools and methods and the practiced 

skills to use them properly. The PSP provides the data 

and analysis techniques you need to determine which 

technologies and methods work best for you.PSP write 

several program using the evolving process shown Fig-

ure 1. 

The PSP also provides a framework for understand-

ing why you make errors and how best to find, fix, and 

prevent them. You can determine the quality of your 

reviews, the defect types you typically miss, and the 

quality methods that are most effective for you. 

After you have practiced the exercises in this book, 

you will be able to decide what methods to use and 

when to use them. You will also know how to define, 

measure, and analyze your own process. Then, as you 

gain experience, you can enhance your process to take 

advantage of any newly developed tools and methods. 

The PSP is not a magical answer to all of your soft-

ware engineering problems, but it can help you identify 

where and how you can improve. However, you must 

make the improvements yourself. PSP0 and PSP0.1 

hierarchy include introduces process discipline and 

measurement. PSP1 and PSP1.1 hierarchy include in-

troduces estimating and planning. PSP2 and PSP2.1 

hierarchy include Introduces quality management and 

design. Team Software Process exists over the PSP hi-

erarchies. 

Fig.1. PSP Process Evolution 
 

IV. The PSP Practice support system using 
Multiagent 

In this section, we study combined as it occurs in 

genetic Techniques into agent learner [2]. We used as a 

tool for searching wide and complex solution space in 

Intelligent Agent learns data. Intelligent agent using 

complex techniques of related research. Multiagent is 

state in a filed shown Figure 2. 

 
Fig.2. Support System Communication of Multiagent 
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Figure 2 depicts the Agent Communication Module 

and shared Information Data. The Agent make filed in 

order to share information data from Agent communica-

tion filed. These fields include other Learner kept in 

Intelligent Agent shown Figure 3. 

Figure shows the Agent between communication 

modules in other communicate method. In this case, 

Intelligent Agent supports the PSP time and size meas-

ures record to user manipulation data. Intelligent Agent 

Controller selects Agent Information Data Share (AiD-

S) or Agent Information Data Delivery (AiD-D) [3]. 

 

 
Fig.3. The Configuration of Agent Module  

 

Other Learner support anything AI techniques of in-

put data. Intelligent Agent has made combined these 

techniques into the Machine Learning. Machine Learn-

ing include same function of standard algorithm using 

user analyses data. These techniques supported by ana-

lysis data in time sheet that retrieval of start and end 

point. 

Table 1 shows the PSP record form Time Measures 

and Size Measures [2]. 

 

Table 1. The Sample data scale of Program  

size categories No.X 

 Plan Results Accumulation 

Base 70 100 +100 

Added 5 35 +35 

Modified 0 3 +3 

Deleted 0 8 +8 
New and 
changed 

0 0 0 

Re-used 20 40 +40 

New Re-used 0 20 +20 

 Total    

 

In the PSP, engineers use the time recording log to 

measure the time spent in each process phase. In this log, 

they note the time they started working on a task, the 

time when they stopped the task, and any interruption 

time. For example, an interruption would be a phone 

call, a brief break, or someone interrupting to ask a 

question. By tracking time precisely, engineers track the 

effort actually spent on the project tasks. Since interrup-

tion time is essentially random, ignoring these times 

would add a large random error into the time data and 

reduce estimating accuracy.  

Since the time it takes to develop a product is large-

ly determined by the size of that product, when using 

the PSP, engineers first estimate the sizes of the pro-

ducts they plan to develop. Then, when they are done, 

they measure the sizes of the products they produced. 

This provides the engineers with the size data they need 

to make accurate size estimates. However, for these data 

to be useful, the size measure must correlate with the 

development time for the product. While a line of code 

(LOC) is the principal PSP size measure, any size 

measure can be used that provides a reasonable correla-

tion between development time and product size. It 

should also permit automated measurement of actual 

product size.  

So, This any measure record to support agent con-

sider with using this Agent Learner expanded of PSP 

support. A person engaging in a person who experi-

enced PSP and software development for many years is 

not very worried about a form record-keeping work. 

Record keeping is vague, and what is performed of a 

person pressed by a work still increases. Necessity to 

perform automatically is important in a soldier, remis-

sion of an activity and process assay to record an activ-

ity precisely. 

Therefore I record all activities, and a support sys-

tem shares the documentary information, and Intelligent 

Agent examines to whether be content which documen-

tary information to shows personal characteristic of dif-

ference with another person. 

 

V. Improvement of Software Estimate Effi-
ciency Centered Multiagent 

In this section, explain improvement of Software Es-

timate used to Multiagent internal Agent Learner for 
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Intelligent Agent. Multiagent connects in other Intelli-

gent Agents. Hence, that Intelligent Agent put the Agent 

Learner on necessary thoughts in Multiagent [7] . 

1. Software Estimate Design of Agent Learner 
The Software Design Estimate kept in Intelligent 

Agent. Figure 4 shows the Agent internal Data, PSP 

database and user logs connection modules in other 

communication method. In this case, Intelligent Agent 

supports the PSP time and size (LOC: Line of Code) 

measures record to user manipulation data. Intelligent 

Agent used to learning Control on internal database for 

AiD. 

 

 
Fig.4. The AiD Data transferred from Agent 

Learner to action logs 

2. The Estimating Probe Method of Agent Soft-
ware Design 

The Probe Method guides user in using historical 

data to make estimates. With estimated proxy size E, 
Intelligent Agent can calculate the projected program 

size P and did total estimate development time. The 

parameters β 0 and β 1 are used in the following equa-

tion to calculate projected added modified size: 

 
Projected Added & Modfied size

€ 

P = β0 + β1 *Ε   (1) 

 

When two sets of data are strongly related, Intelli-

gent Agent can use the linear regression method to rep-

resent that relationship. This means that linear regres-

sion is often appropriate. The parameters β 0 and β 1 
are calculated from user historical data.  

 

VI. CONCLUSION 

In this research we were analyses PSP Practice Sup-

port System used to phenomenon of working data. We 

were able to viewpoint different searching user experi-

ence data. We create agent learner data in phenomenon 

data beside with user working analyses and wrote PSP 

Practice phenomenon error code type. 

For future works, we will consider methods quick 

running of agent learner in data of error type phenome-

non and user experience. We try to delete user missing 

work date filter on experience data. We consider to that 

delete missing work filter on error type phenomenon 

error type. 

Future versions of PSP Practice Support System 

User need be conscious of rewrite error type code or 

fact process from error message of compiler and ex-

ecuter to test pattern data. But, This model will show at 

the system in a more natural, unscripted scenario, in-

volving multiple parts in addition to other forms of 

process and error type phenomenon. 
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Abstract: Tokyo University of Information Sciences (TUIS) receives Moderate Resolution Imaging Spectroradiometer 

(MODIS) data and provides the processed data to universities and research institutes as part of the academic frontier 

project. One of the major fields of the research using MODIS data is the analysis on change of environment. We are 

currently developing applications to analyze the environmental changes. These applications run on our satellite image 

data analysis system implemented in a parallel distributed system and a database server. When using satellite data, one 

common problem is the interference of clouds. In order to remove the interference of clouds, the standard solution is to 

create a composite data of the same regions during a selected time span, and to patch together data not covered by 

clouds to create a clear image. We introduced a piece processing algorithm, which separates one satellite image data 

into many small pieces of image data, making it quicker and easier to analyze and process the time-series satellite data. 

In this research, we implemented the piece processing and composite processing algorithms in order to increase the 

analysis speed within the satellite image database. We tested the proposed processing and verified the effectiveness for 

target applications. 

 

Keywords: Satellite image data, MODIS, Composite. 

 

 

I. INTRODUCTION 

The Academic Frontier Project at Tokyo University 

of Information Sciences (TUIS) is promoting research 

on “the sustainable development of economic and social 

structure dependent on the environment in eastern Asia”. 

As part of this project, TUIS receives and processes 

Moderate Resolution Imaging Spectroradiometer 

(MODIS) satellite data, one of the sensors equipped by 

NASA's Terra and Aqua satellites, to provide to 

universities and research institutes. One of the major 

research aims of this project is the analysis on change of 

environment. For this research, we are developing a 

satellite image data analysis system to analyze the 

environmental changes and its effects[1][2][3]. This 

paper reports on a) an overview of the satellite data 

analysis system and MODIS data, b) the composite 

processing algorithm in order to improve the 

performance and accuracy of the data analysis, and c) 

the proposed piece processing algorithm to improve the 

composite processing speed and data utilization 

efficiency for analytical applications. 

 

 

II. SATELLITE IMAGE DATA ANALYSIS  

SYSTEM 

1. System Overview 

This system works as the main platform of the total 

satellite image data analysis service, maintains the 

satellite image data, and implements satellite image data 

analysis applications. The user can access the system 

over the network via Web browser or other web 

applications. Users can request for data analysis, check 

the results and download satellite image data through 

the system. The analysis applications currently being 

developed are 1) search for fire regions in forests and 

fields, 2) search for similar image data, 3) 

spatiotemporal analysis of land cover changes of east 

Asia, 4) creation of east Asian disaster map, 5) Time-

series NDVI prediction using auto-regression analysis, 

and 6) statistical and soft computing analysis for land 

cover estimation. 

Figure 1 shows the system configuration. This 

system is consists of a Web server, distributed computer 

nodes, and a database server. The user accesses the Web 

server with a Web browser, following the guidance on 

the accessed page. The role of the Web server is 
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accepting requests by web users, execution of specified 

analysis application at compute nodes, and creating the 

final Web page of results. The role of the distributed 

computer nodes are running the analysis applications, 

and running the piece processing and composite 

processing algorithm. The role of the database is the 

management of the original satellite image data and the 

result data of the composite processing, and piece 

processing operations. 

The satellite image data is extremely large, and 

direct manipulation of the large data leads to a high load 

on both the processor and network. In order to improve 

the throughput and turnaround time of data processing, 

in the proposed system the computer nodes are 

configured from high performance servers and multiple 

PC clusters, implemented as a parallel distributed 

system. The various analysis applications and piece 

processing and composite processing operations are run 

on this distributed computer nodes. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1 System configuration 

 

2. MODIS 

A key instrument aboard Terra (EOS AM) and Aqua 

(EOS PM), two satellites of the NASA-centered 

international Earth Observing System project is MODIS 

(Moderate Resolution Imaging Spectroradiometer). 

Terra was launched on December 18, 1999, and Aqua 

was launched on May 4, 2002. MODIS has a viewing 

swath width of 2,330 km, with a fast orbit covering the 

entire Earth surface every one to two days. Terra’s orbit 

crosses the equator from north to south in the morning, 

and aqua passes the equator from north to south in the 

afternoon. The MODIS detectors measure 36 spectral 

bands between 0.405 and 14.385µm, acquiring the data 

at three spatial resolutions, 250m, 500m, and 1,000m, 

depending on the spectral bands.[4] 

TUIS receive MODIS data using a tracking antenna. 

The reception area is between 105 to 180 longitude east 

and 15 to 65 latitude north. From the received MODIS 

data, the proposed system uses the standard MODIS 

products of MOD02, MOD03, and MOD09. 

The Level 1A, Level 1B, geolocation and cloud 

mask products and the Higher-level MODIS land, ocean 

and atmosphere products are produced by the MODIS 

Adaptive Processing System. 

MOD02 (Level-1B) is Calibrated Geolocation Data 

Set. The Level 1B data set contains calibrated and 

geolocated at-aperture radiances for 36 bands generated 

form MODIS Level 1A sensor counts. The radiances are 

in W/(m2-µm-sr). In addition, reflectance may be 

determined for solar reflective bands (bands 1-19, 26) 

through knowledge of the solar irradiance. 

MOD03 is Geolocation Data Set. The MODIS 

Geolocation product contains geodetic coordinates, and 

solar and satellite zenith, and azimuth angle for each 1 

km sample. These data are provided as a companion 

data set to the Level 1B calibrated radiances and the 

Level 2 data sets to enable further processing. 

MODIS Surface Reflectance product (MOD09) is 

computed from the MODIS Level 1B land bands 1 to 7 

at 500m resolution. The product is an estimate of the 

surface spectral reflectance of each band as it would 

have been measured at ground level if there were no 

atmospheric scattering or absorption. 

 

III. COMPOSITE PROCESSING 

1. Overview 

When analyzing large area satellite data, one 

common problem is noise caused by cloud interference. 

In order to remove the interference of clouds, the 

standard solution is to create a composite data of the 

same regions during a selected time span, and to patch 

together data not covered by clouds to create a clear 

image. 

The selected time span for the composite process 

depends on research objective and region. For example, 

when analyzing the seasonal variation of vegetation, it 

is common to use a short 8 day composite. However, 

when the composite time span is short, there are less 

data to select from, which leads to a higher possibility 

of cloud interference remaining in the composite data. 

 

 

Web server 

Database 

Compute nodes 
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Figure 2 Image of composite processing 

 

2. Effect 

Traditionally, it has been the responsibility of the 

researcher analyzing the satellite data to process the 

large satellite data and create a composite image for 

individual research use. Creating a web service to 

provide systematic composite data processing using 

large scale computing resource over a parallel 

distributed configuration, will be valuable for 

researchers. 

 

IV. PIECE PROCESSING 

1. Overview 

Satellite image data taken every day from slightly 

different orbits must be adjusted using some a map 

projection (e.g. WGS84). For MODIS data, the sensor 

data (MOD02 or MOD09) are resampled using map 

coordinate information (MOD03). When a particular 

map coordinate is out-of-bounds for a given satellite 

sensor scan, the pixel data for the particular coordinate 

will be defined an unused parameter value (65000 for 

MOD02, -10000 for MOD09), as seen in the black area 

in Figure 3. This leads to large portions of the processed 

image file being wasted to hold unused data, leading to 

unnecessary load on the database. Furthermore, analysis 

applications must process the large image data holding 

unnecessary data, leading to significant deterioration of 

calculation time. 

 

2. Effect 

In this research, we define “piece processing” as the 

process of separating a large satellite image data into 

small squares or “pieces” of equal latitude and longitude 

sizes. 

By piece processing the original large satellite image 

data, out-of-range data can be eliminated, reducing 

database size. 

Satellite data analysis applications which use the 

satellite data will also have less data to analyze if out-

of-range data is initially removed, leading to improved 

analysis throughput. 

When analyzing satellite data, it is common to focus 

on specific target areas. For example in the case of 

Japan, it would be common for researchers to not use all 

of received MODIS data but limit the region to, for 

example, northern region (Hokkaido), northeast region 

(Tohoku), or Central region (Kanto). Piece processing is 

efficient for selecting limited regions from the total 

MODIS reception area, making it easier for researchers 

to select the exact regions necessary, as well as 

decreasing the analysis computational cost. 

The same merit applies to composite data processing. 

Researchers requiring composite data can request for 

the exact regions and time span, and with the reduced 

process area, improve the request turnaround time of 

on-the-fly composite data processing. 

 

 

 

 

 

 

 

 

 

Figure 3 Image of piece processing 

 

V. CONCLUSION 

In this paper, a composite processing and piece 

processing algorithm for effective satellite data handling 

is proposed. The implemented system is currently under 

evaluation. It is planned to apply the proposed data 

preprocess to all of the archived satellite data and open 

for use by users. For future works, improvement of 

throughput performance for real-time composite 

processing will be researched. 
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sustainable development of economic and social 

structure dependent on the environment in eastern Asia. 
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Abstract: Monitoring changes in paddy area is important for economic and environment research since rice is staple 

food in Asia, and paddy agriculture is a major cropping system in Asia. Recently, remote sensing is used actively to 

observe the change of paddy area. However, monitoring paddy area by remote sensing is difficult due to the temporal 

changes of paddy and difference of spatiotemporal characteristics of paddy agriculture between countries or regions. In 

our previous research using MLP and spatiotemporal satellite sensor data, the proposed classifier yielded 90.8% correct 

classification rate. In this paper, we proposed a cooperative learning method using PSO as the global search method and 

MLP as the local search method in order to improve the classification accuracy for practical use. 

 

Keywords: multi-layered perceptron, particle swarm optimization, cooperative learning, classification, remote sensing. 

 

 

I. INTRODUCTION 

Monitoring changes in paddy area is important for 

economic and environment research since rice is staple 

food in Asia, and paddy agriculture is thus a major 

cropping system in Asia. Recently, remote sensing is 

actively used to observe the change of paddy area. 

However, monitoring paddy area by remote sensing is 

difficult due to the temporal changes of paddy and 

difference of spatiotemporal characteristics of paddy 

agriculture between countries or regions. To solve this 

problem, we proposed creating a paddy field classifier 

by machine learning. Our aim is to automatically create 

localized classifiers for targeted countries and regions. 

In our previous research using multi-layered 

perceptron (MLP) and spatiotemporal satellite sensor 

data, the proposed classifier yielded 90.8% correct 

classification rate [1]. However, it is necessary to 

further improve accuracy for practical use. One of the 

known weaknesses of MLP training is the probability of 

falling into the local optimum causing decline of 

accuracy. For solving this problem, we proposed a 

cooperative learning method using particle swarm 

optimization (PSO) for introducing perturbation to the 

local search of multiple MLPs in order to improve the 

accuracy. 

In this paper, we applied the proposed artificial 

neural networks to paddy field classification using 

moderate resolution sensor data that includes 

spatiotemporal information. In previous research [2], 

the teaching signal was either paddy or non-paddy for 

the input, making it difficult to assess the accuracy of 

training. On the other hand, promising results for paddy 

estimation had been reported using paddy area ratio [3]. 

Thus the teaching signal in this research is modified to 

using paddy area ratio. Through computer simulation, 

we investigated the effectiveness of the proposed 

cooperative learning method and application to paddy 

field classification using moderate resolution sensor 

data. 

 

II. METHOD 

1. Neural Network Swarm Optimization 

In this paper, we proposed a cooperative learning 

method in multiple MLPs. The proposed method repeats 

local search and global search in order to find a global 

optimum in a serialized weight vector space of MLP. 

Behavior of the proposed method is shown in Figure 

1. First, each MLP (acting as a particle in PSO) searches 

the neighborhood from its initial position by 

back-propagation. The search space is a serialized 

weight vector space of MLP (A in Figure 1). After the 

back-propagation process, weight values are changed by 

global search mechanism of PSO (B in Figure 1). The 

search is repeated from the neighborhood search using 

the new initial position (updating by the previous PSO 

search) for each MLP particle (C in Figure 1). 

Figure 2 shows a flow chart of the proposed method. 

Training of MLP is started after the initialization of 

weight values of each MLP. Training of each MLP is 

continued to time step τ where τ is a parameter defining 

the training time step of MLP. Training of PSO is started 

and continued to time step σ in training process of MLP 

where σ is a parameter that decide training time step of 

PSO. Training of MLP and PSO are repeated till the 

final termination condition is satisfied. 
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(A) Local search by MLP 

 
(B) Global search by PSO 

 
(C) Local search by MLP again 

 
Figure 1. Outline of the proposed method 

 

 
Figure 2. Flow chart of the proposed method 

Finally, the MLP classifier with the global best 

weight values is selected as the final training result. 

The detailed algorithm is described below.  

 

2. Multi-Layered Perceptron 

MLP is a type of artificial neural network that can 

approximate complex functions by machine leaning [4]. 

In this research a standard three-layered MLP is 

used. The structure of three-layered MLP is shown in 

Figure 3. 

 
Figure 3. Structure of three-layered MLP 

 

MLP consists of an input layer, a hidden layer, and 

an output layer. The input layer has h neurons and a bias 

neuron. The hidden layer has l neurons and a bias 

neuron. The output layer has m neurons. Each neuron is 

connected with every neuron in the next layer and each 

connection has a weight value. 

Let x
d
 = {x

d
1,x

d
2,…,x

d
h} be the dth input vector and t

d
 

= {t
d

1,t
d

2,…,t
d

m} be the dth teaching signal vector where 

d = 1,2,…,n and n is the number of samples in training 

data set. Let S = {s
d
} be the training set where s

d
 = 

{x
d
,t

d
} for the dth sample. 

When input signal xi is given, the output of jth 

hidden layer neuron zj is calculated by xi and wji where 

wji is the weight value between ith input layer neuron 

and jth hidden layer neuron by equation (1) 

             ∑
=

=
h

i

ijij xwfz
0

)(              (1) 

where i  =  0 , 1 , … , h ;  j  =  0 , 1 , … , l ;  f  is t h e  

activation function and x0 is the output of bias neuron 

in the input layer and always outputs 1. 

The output of kth output layer neuron yk is calculated 

by zj and wkj where wkj is the weight value between kth 

output layer neuron and jth hidden layer neuron by 

equation (2) 

  ∑
=

=
l

j

jkjk zwfy
0

)(             (2) 

where k = 1,2,…,m and z0 is the output of bias neuron in 

the hidden layer and always outputs 1. 
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For the activation function, a sigmoid function is 

commonly used. The sigmoid function is defined by 

equation (3) 

           
)exp(1

1
)(

aX
Xf

−+
=           (3) 

where a is a user defined parameter. 

In the proposed method, back-propagation is used 

for the training method [4]. Back-propagation is based 

on a steepest descent method. Updating weight values 

by back-propagation is shown in equation (4) and 

equation (5). 

Let ∆wji(s) be the weight modification of ith input 

layer neuron and jth hidden layer neuron at time step s, 

and ∆wkj(s) be weight modification of kth output layer 

neuron and jth hidden layer neuron at time step s 

)1()( −∆⋅+
∂
∂

⋅−=∆ sw
w

E
sw ji

ji

ji µλ          (4) 

)1()( −∆⋅+
∂
∂

⋅−=∆ sw
w

E
sw kj

kj

kj µλ          (5) 

where λ is leaning rate, µ is momentum rate and E is the 

mean square error. 

E is derived by the error between output yk and 

teaching signal t
d

k as shown in equation (6) 

∑∑
= =

−=
n

d

m

k

d

k

d

k yt
n

E
1 1

2)(
2

1
       (6) 

where t
d

k is the teaching signal for the output of kth 

output layer neuron in dth training data and y
d

k is the 

output of kth output layer neuron in dth training data. 

 

3. Cooperative Learning Method using Particle 

Swarm Optimization 

For the global search method, PSO, a type of 

population-based search algorithm in evolutionary 

computation [5], was used in the proposed method. PSO 

searches for an optimum value in a vector space using 

multiple particles, similar to other population based 

search algorithm. For this research, PSO was selected in 

favor of other population based search methods such as 

GA, with the expectation that the fast conversion rate of 

PSO would be advantageous in combination with MLP 

since the learning in multiple MLPs requires long 

calculation time. 

The particle searches for an optimum by updating 

current position according to particle velocity. In 

generation u, updating pth particle velocity v
u

p and 

current position r
u

p is shown as equation (7) and 

equation (8) 

)(),0()(),0( 21

1 u

p

u

gb

u

p

u

p

u

p

u

p rplurpluvv −⊗+−⊗+⋅←+ φφω  (7) 

11 ++ +← u

p

u

p

u

p vrr                            (8) 

where p = 1,2,…,q; q is the number of particles, pl
u

p is 

the position of best fitness for the pth particle (local 

best) vector in generation u, pl
u

gb is position of best 

fitness in all particles (global best) vector in generation 

u, u is a random number vector from 0 to φ1 or φ2, ω is 

momentum rate and ○×  is Hadamard product. 

Let index set of particle be P = {1,2,…,q}. In 

updating local best step, if fitness value of pth particle 

in generation u is better than fitness value of pth particle 

local best in generation u-1, then pl
u

p is set to r
u

p, else 

pl
u

p is set to pl
u-1

p. In updating global best step, index 

for gb K P is update to index that fitness value of local 

best is best in all particle in generation u. 
In addition, search space for PSO is a weight vector 

space of MLP where the weight vector is serialized 

weight values in MLP. Thus current position r is 

defined as follow in the proposed method. 

},...,,...,,,...,,...,{ 1010 mlkjlhji wwwwww=r    (9) 

The best position in search space is the position 

where mean square error between the output and the 

actual answer for each data is smallest. In other words 

the fitness function of PSO is error function in MLP. 

 

III. EXPERIMENT 

1. Application to MODIS Data 

In this research, we used MODIS (Moderate 

Resolution Imaging Spectoradiometer) satellite data 

collected at Tokyo University of Information Sciences, 

Japan, for remote sensing data. MODIS data can be 

widely used for the remote sensing in land, sea and 

atmosphere research since MODIS data contains 36 

bands. In addition, MODIS observes the same area in 

high frequency because MODIS satellites have a fast 

orbit compared to high-resolution satellites. Therefore 

MODIS is effective for monitoring annual cycle of a 

paddy area. 

In this research, spatiotemporal MODIS band 1 (red), 

band 2 (infra red) and band 6 (short wave infra red) data 

were used similar to previous research [2]. 

In previous research [2], input signal consisting of 

monthly band data from January to December (3 bands 

x 12 months inputs) was used. The band data of each 

month was derived from 1-month composite MODIS 

sensor data of 500m resolution. For the teaching signal, 

we constructed a land-truth data derived from 1km 

resolution mesh land-use data from digital national land 

information provided by the Japanese Ministry of Land, 
Infrastructure, Transport and Tourism (JMLIT). This 

value is paddy or non-paddy {1,0}. 

In this research, the input signal consists of 4 pixels 

refraction values of 500m resolution at the 

corresponding 1km square (4 pixels x 3 bands x 12 

months inputs). The value of input is normalized to 

[0,1]. 4 Neighboring 500m MODIS pixels are merged to 

a 1km square. The 1km square merged teaching signal 

is the estimated paddy area ratio. The value of teaching 

signal is [0,1]. Therefore, it is difficult to approximate 

for an unknown function in comparison with past 

research data, and a difference of the capability for 

classification appeared. 
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In addition, the answer value of the test data and the 

output of classifier are divided into paddy or non-paddy 

by a threshold θ for classification. The threshold θ is 

defined by equation (10) 

          



 >

=
otherwize

oif
og

0

1
)(

θ
         (10) 

where o is y
b
 that is the final output in bth test data or t

b
 

is the answer value for the output in bth test data, b = 

1,2,…,c and c is the number of samples in test data set. 

In this experiment, the parameters were defined as 

follows. Leaning rate of MLP λ is set to 0.1, momentum 

rate of MLP µ is set to 0.05, input size h is set to 144, 

hidden size l is set to 144, output size m is set to 1, 

particle size q is set to 50, momentum rate of PSO ω is 

set to 0.9, upper limit of random number φ1 and φ2 is set 

to 2.0, training time step of MLP τ is set to the number 

of sample x 10, training time step of PSO σ is set to 10, 

threshold θ is set to 0.4. In addition, the training of 

proposed method ends when training loop of MLP and 

PSO are repeated 50 times. The training step and the 

test step were repeated 10 times, each time changing the 

initial values and training data and test data, and the 

average accuracy for the 10 trials were used to evaluate 

the calcification accuracy. 

 

2. Experiment Result 

In this experiment, we evaluated classification 

accuracy by using the proposed paddy classifier. For 

evaluating classification accuracy, data set was divided 

into 2 disjoint subsets, training data set and test data set, 

by using random sampling from the north region of 

Chiba, Japan. The number of test data set was 10% of 

the number of training data set. 

Table 1 shows classification accuracy of a) proposed 

paddy classifier with input signal of 1km square 

(proposed NNSO), b) previous method with input signal 

consisting of monthly band data from January to 

December (previous NNSO), c) and MLP using bagging 

with input signal of 1km square (MLP-Bagging). 

Experiment result showed improved an accuracy of 

proposed NNSO compared with previous NNSO. In 

addition, total accuracy of proposed NNSO improved 

by about 0.3% compared to total accuracy of the 

MLP-bagging. Notably, as much as 9% improvement 

over paddy accuracy was seen. In this experiment, the 

problem is more difficult since the teaching signal is a 

continuous value. The experimental results showed that 

the proposed method has better function approximation 

capability for continuous values. 

 

Table 1. The comparison of classification accuracy 

in proposed paddy classifier. 

 Total Paddy Non-Paddy 

Proposed NNSO 0.889 0.751 0.946 

Previous NNSO 0.867 0.752 0.907 

MLP-Bagging 0.886 0.659 0.932 

IV. CONCLUSION 

In this paper, we proposed applying a cooperative 

learning method where multiple MLP are used as PSO 

particles, and weight values of MLP is affected with 

training of PSO for improving the classifier accuracy. 

Experiment result showed the accuracy of proposed 

NNSO improved in comparison with previous NNSO. 

However, the dimensions of the weight values were 

increased. The number of the neuron in the input layer 

and the hidden layer were fixed in the experiment, and 

unnecessary weight training may be exists in the 

process of training. We plan to investigate the structure 

which can optimize the number of the dimensions 

automatically. 

In addition, the proposed NNSO yields higher 

accuracy than the MLP-bagging. The proposed method 

creates a classifier using only 1 MLP with weight values 

set to the global best, and is advantageous in that the 

proposed method requires less memory in comparison 

with commonly used bagging method. 

In this research, the classifier output was a binary 

value of paddy or non-paddy, but the accuracy was 

improved by using a continuous value of paddy area 

ration for classifier training. The experiment results 

showed an advantage of the proposed method in 

approximation capability. For future works, we plan to 

investigate the methods to apply the proposed method to 

estimate paddy area ratio for a given input area. 
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Abstract: Cooperation among agents is a crucial problem in autonomous distributed systems composed of selfish 
agents pursuing their own profits. An earlier study of a self-repairing network revealed that a systemic payoff enabled 
to make the selfish agents cooperate with other agents. The systemic payoff is a payoff mechanism that sums up not 
only the agent’s own payoff but also neighborhood’s payoff. In the systemic payoff, the distance effect between the 
agents has not been studied yet. This paper considers the systemic payoff that involves the distance effect among the 
agents. We study the effectiveness of the proposed mechanism for the network performance by computer simulations. 
 
Keywords: Autonomous distributed systems, self-repairing network, selfish agents, kin selection, game theory. 

 
 

I. INTRODUCTION 

Autonomous distributed systems are composed of 
selfish agents pursuing their own profits. In the 
autonomous distributed systems, selfish agents need to 
cooperate with other agents because collective selfish 
acts of the selfish agents would lead the systems to 
absorbed states. Studies on selfish routing reported that 
if agents route their traffic selfishly then the network 
would show a poor performance [1, 2].  

Cooperation is a crucial issue in the autonomous 
distributed systems. Cooperation mechanisms for 
preventing the worst performance are investigated in 
congestion games. The studies [3, 4] introduced the 
cooperation factor to the agents in which the factor 
elicits the altruistic behaviors by a tunable parameter. 

In evolutionary game theory, several studies for the 
evolution of cooperation have been investigated by a 
payoff mechanism and related to the present paper. An 
earlier [5] investigates effects of a neighborhood size 
and connectivity in spatial games because spatial 
structures affect cooperation among individuals. 

In the self-repairing network, cooperation is also an 
important problem in order to maintain the agents [6, 7]. 
The self-repairing network is a model in which the 
agents repair other agents mutually [8]. In the self-
repairing network, to bring out cooperation among the 
agents has been studied using spatial strategies and the 
payoff mechanism. 

Earlier studies [7, 8] revealed that the systemic 
payoff is capable of making the agents cooperate with 

other agents in the self-repairing network. Moreover 
those studies reported that the systemic payoff was 
similar to kin selection [9]. The systemic payoff sums 
up not only its own payoff but also the neighborhood’s 
payoff connected. Finally, those studies concluded that 
the agents with the systemic payoff improved the 
network performance. 

The earlier studies [7, 8] of the self-repairing 
network have not deeply mentioned a distance effect 
among the agents in the systemic payoff. In an 
information network, the agents are connected 
according to a network structure and distance. This 
paper considers that a cooperation factor needs to 
include the distance effect. The earlier studies have not 
considered the network performance caused by the 
distance effect of the systemic payoff.  

This paper deals with the systemic payoff involving 
the distance effect between the agents in the self-
repairing network. In this assumption, the agents are 
connected with any distance and connection weight. A 
connection weight of the systemic payoff represents 
strength of the relationship among the agents and is 
different according to the distance among them. We 
study the performance of the proposed systemic payoff 
by computer simulations.  

II. MODEL 

1. Self-Repairing Network Model 
We model the self-repairing network by a Spatial 
Prisoner’s Dilemma [5, 6, 7]. The agents make their 
decision either repair or not repair. The abnormal agents 
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will spread if no agents repair other agents. However, 
the agents are reluctant to consume their resources. This 
situation can be modeled by the Spatial Prisoner’s 
Dilemma. 

Each agent has binary states: normal or abnormal. 
We assume that the agents cannot know their own states 
and the states of other agents. Each agent is placed at 
each cell in a square lattice network. Basically, 
interactions of the agents are restricted in eight neighbor 
agents (Moore neighborhood). The Moore 
neighborhood of this assumption corresponds to a radius 
1=r  for the interactions. The agents will repair other 

agents in the Moore neighborhood. However, the agents 
are able to communicate for the payoff with the eight 
neighbors besides the other agents outside of the Moore 
neighborhood ( 1=r ). 

Each agent determines the next action: repair or not 
repair. The agents determine their action based on the 
strategies. The agents choose either All-C or All-D 
strategies. The All-C strategy always repairs other 
agents, while the All-D does not repair.  

Fig. 1 shows a repair scheme of the self-repairing 
network. The repair success rate is different by the 
states of the agents. We denote the repair success rate of 
the normal and abnormal agents by α   and β  
respectively. We assume to simplify the model that the 
repair by the normal agents is always successful 
( 1=α ). The repaired agent becomes normal if the 
repairing by abnormal agents is successful ( ! = 0.1 ) 
otherwise the repaired agents become abnormal. We 

assume that the normal agents become abnormal by a 
spontaneous failure. We denote the failure rate by λ . 

Each agent has the maximum available resources 

maxR . The agents consume their resources R
c

 for 
every repairing. The agents assign their remained 
resources as the available resources to their own task. 
The remained resources of the abnormal agents are 
always evaluated as empty resources because they do 
not work well due to their state. 

The agents update their strategies to the strategies 
that earn the highest payoff in the eight neighbors. The 
strategy update of the agents is done with strategy 
update cycle S . The agents sum up their payoff by the 
systemic payoff mechanism in the agent simulations. 
The strategy update error occurs when the agents update 
their strategies. The strategy update errors make the 
agents switch to other strategies. This mechanism 
contributes to prevent the local minima of the network 
performance. We denote the rate of the strategy update 
error by µ . 

2. Systemic Payoff 
This paper considers the systemic payoff that involves 
the distance effect of the relationship between the agents. 
Environmental effects of the neighbor agents reflect to 
the agents by their payoff. The agents collect 
information from the weighted payoff of the other 
agents. The weight of the connection strength between 
the agents is different according to the distance between 
them. The payoffs of the agents are weighted with 
strength of the connection between the agents. The 
agents will obtain not only local information (neighbor 
agents) but also global information (outer of the nearest 
neighbor agents) from the payoff. The systemic payoff 
allows gathering local and global information from the 
neighbor agents through their payoff.  

Normal

Normal

Abnormal

Abnormal

Repair

Success

Failure

Abnormal

Normal

Normal

Abnormal

Repair

Success

Failure

(a) Repair by normal agents 
 
 
 
 
 

(b) Repair by abnormal agents 
 
 
 
 
 

Fig. 1 Repair scheme of the self-repairing network. 
The blue and red circles indicate the normal and 
abnormal agents respectively. 

Fig. 2. Simple illustration of the systemic payoff 
with the distance effect. The agents with the same 
color are located at the same radius from the central 
(yellow color) agent. 
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In the systemic payoff, how much the agents involve 
the payoff of neighbor agents is a crucial issue because 
of the neighborhood’s payoff affects the decision 
making of the agents. This paper defines the systemic 
payoff in the square lattice network (Fig. 2). Let aij  
and R(aij )  denote the agent and its payoff located at 

),( ji  in the square lattice network. We denote the 
connection weight of the systemic payoff from the agent 
with distance r  by rw . In this paper, we assume that 
the radius of the systemic payoff for involving the 
neighborhood’s payoff is less equal than five. Let 
denote the summed payoff of the agent aij  by 
R
t
(a

ij
) . Let denote the set of the agents on the radius 

r  from the agent aij  by Ar (aij ) . Therefore, the 
total payoff of the agents aij  is expressed as follows: 

 
(1) 

 
The total payoff of the agents will change by the 

combination of the connection weights of the systemic 
payoff. We investigate the relationship between the 
connection weight of the systemic payoff and the 
network performance. 

III. SIMULATIONS 

We obtain the simulation results from computer 
simulations, and then average the data by the number of 
the trial counts. The computer simulations use the 
parameters show in Table. 1. We assume that the agents 
change their connection weight corresponding to the 
radius of that agent in the calculation of the systemic 
payoff.   

1. Performance for Connection Weight Pair 
For the first simulations, we consider that the agents 
gather their own payoff from the agents located on the 

combination of the radiuses. In simulations, we give the 
agents two pairs of the connection weights 
corresponding to each radius. Those pairs of the 
connection weights are r =1,2  and r = 2,3  . We 
change the connection weight of each radius as 
simulation parameters from 0.0 to 1.0.  

Fig. 3 shows the averaged resources distribution for 
the fixed radius pairs. The averaged resources are 
sufficiently kept in both cases where either connection 
weight is larger than 0.4. Fig.3 (b) shows that the 
averaged resources drop a little than the case that the 
payoff interaction is restricted to r =1,2  (Fig. 3 (a)). 
The connection weight between the agents should be 
adjusted strongly, because the weak relationship 
between them would cause the bad performance. 
2. Performance for Single Radius 
We evaluate the network performance for the systemic 
payoff gathering the payoff from the agents on single 
radius. We change the connection weight w

r  for the 

Fig. 3. Averaged resources distribution where the connection weights of each radius are varied. The color bars 
indicate the averaged resources of each cell for the connection weight pairs.  

Rt (aij ) = R(aij )+ wrR(aij )
axy!Ar (aij )

"
r

"

Table 1. Parameters for computer simulations. 

(a) r = 1,2 (b) r = 2,3 
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radius r  of the agents. The connection weights 
excluding the radius r are set to zero. 

In Fig. 4, the network performance is worse for all 
radiuses where the connection weight is less than 0.4. 
However, the network performance improves as the 
connection weight grows to the large value. The impact   
of the connection weight appears when it is set to high, 
and then the agents choose to the repair action. From 
these results, the network performance decreases as the 
distance between the agents becomes longer. 

 
IV. DISCUSSIONS 

Agent simulations revealed that the connection weight 
representing the degree of the relationship between the 
agents is the dominant parameter for the network 
performance. From the results, the sufficient large 
connection weight between the agents can keep the high 
averaged resources. We think that the strong 
relationship between the agents in the systemic payoff 
could support the other agents by repairing because of 
the sufficient large connection weight could elicit 
cooperation among the agents. 

In computer network, agents interconnect with each 
other with a distance and structures. It is possible that 
messages from neighbors to an agent will lose by link 
failures. In that case, the agents need to determine their 
decisions based on the neighborhood’s payoff. The 
agent simulations demonstrate that the agents are able to 
keep the high averaged resources where either 
connection weight of the pairs is small. These results 
imply that the systemic payoff involving the distance 
effect would impact to the decisions of the agents 
appropriately and have the robustness for the 
environmental changes. 

VI. CONCLUSIONS 

We investigated the systemic payoff involving the 
distance effect that changes the connection weigh 
according to the distance between the agents. Our 
simulations showed that the sufficient large connection 
weight could lead the agents to cooperation, and then 
network performance improves. Furthermore, the agents 
can perform well where the agents allow only obtaining 
local information of the neighbor agents. We consider 
that the systemic payoff involving the distance effect 
would support for designing and constructing the 
autonomous distributed systems. 
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Abstract: A cooperative relationship has been developed among individuals. However, an altruistic behavior has little a

dvantage against selfish behavior in the sense of rational terms. Each individual chooses a selfish behavior pursuing the

ir own payoff then the altruistic behavior will vanish. Earlier studies proposed the mechanisms based on game theory w

hich explains the problem of the difference between the theoretical prediction and observation. Furthermore, those studi

es also considered the mechanisms of protecting a cooperators cluster in a spatial prisoner’s dilemma involving spatial s
trategies and a spatial generosity, although did not analyze rigorously effects of the membrane for the cooperators. In th

is paper, we report the quantitative effect of membrane for protecting the cooperators from the exploitation of the defect

ors. 
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I. INTRODUCTION 

Cooperation is basic components of animals and 

society. And a cooperative relationship has been 

developed among individuals. However, an altruistic 

behavior has little advantage against a selfish behavior 

in the sense of rational terms. In stead of an altruistic 

behavior, each individual should choose a selfish 

behavior pursuing their profit. The mechanisms are 

proposed by earlier studies for explain the deference 

between the theoretical consideration and observational 

results [2, 3]. The some proposed mechanisms are based 

on the game theory, especially Prisoner’s Dilemma 

model [4-7]. 

In the model we proposed that is involving spatial 

strategy and spatial generosity [8], we observed 

membrane formation as a mechanism for protects 

cooperators form invasion of defectors [9]. Furthermore, 

we revealed the condition for constructing membrane. 

The constructing membrane only depends upon the 

spatial generosity k [10]. However, we have not 

analyzed rigorously effects of the membrane on the 

cooperators. 

In this paper, we report the quantitative effect of 

membrane on protecting the cooperators form the 

exploitation of the defection. 

II. MODEL 

1. Prisoner’s Dilemma 

The Prisoner’s dilemma (PD) is a fundamental 

model of game theory. It played just once by two 

players have two behavioral options: C (Cooperation), 

or D (defection). The players decide behavior 

simultaneously whether to cooperate or to defect. If 

both players cooperate, both players receive payoff R 

(reward), whereas if both players defect, both players 

receive payoff P (punishment). If a player cooperates 

and an opponent player defects, the cooperator receives 

payoff S (sucker) and the defector receives payoff T 

(temptation) where the payoffs must satisfy T > R > P > 

S. If an opponent player chooses behavior whatever 

cooperation or defection, the other should choose 

defection, because it is better than choses cooperation. 

Therefore, the both players always choose defection and 

receive payoff P lower than that when both choose 

cooperation.  

The Iterated Prisoner’s Dilemma (IPD) is temporal 

expansion model of PD. In IPD, PD is carried out 

repeatedly. Many strategies have been proposed in IPD. 

Axelrod reported tit-for-tat (TFT) strategy [1]. In 

Axelrod’s round-robin tournaments, TFT strategy was 

the best strategy. TFT strategy is consists in playing C in 

the first round and from then on chose action whatever 

chosen by other player in the previous round. TFT 

strategy contains temporal generosity as an element. 
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2. Spatial Prisoner’s Dilemma 

Spatial prisoner’s dilemma is spatio-temporal 

version of PD. Our model generalized SPD by 

introducing spatial strategy. Each player placed at each 

lattice of the two-dimensional lattice. Each player has 

an action and a strategy, and receives a score. Spatial 

strategy determines the next action dependent on the 

spatial pattern of actions in the neighbors. Each player 

plays PD with the neighbors, and changes its strategy to 

the strategy that earns the highest total score among the 

neighbors. Table 1 is the Payoff Matrix of PD. In our 

simulations, R, S, T, and P are respectively set to 1, 0, b 

(1 < b < 2, a bias for defectors) and 0 in simulations 

below following the Nowak-May’s simulations. 

Table 1. The Payoff Matrix of the Prisoner’s Dilem
ma Game. R, S, T, P are payoff for player 1. (1 <

 b < 2) 

 
Player 2 

C D 

Player 1 
C 1 0 

D b 0 

 

Our SPD model is done in the following way with n 

players.  

1. Initial phase: the action and the strategy of each 

player are determined randomly. 

2. Renewal of action: the next action will be 

determined by player’s strategy based on the 

neighbors’ actions and the player’s own action. 

3. Calculate score: the score for each player is 

calculated by summing up all the scores 

received from PD with neighbor players and 

itself (self-interaction involved to make 

compare to the Nowak-May model), and the 

score added to the current player’s score. 

4. Renewal of strategy: the nest strategy will be 

chosen from the strategy with the highest score 

among the neighbors including the player itself. 

3. Spatial Strategy and spatial generosity 

The next action will be determined based on the 

pattern of neighbor’s actions. However, the pattern of 

neighbor’s action is a lot. For simplicity, we restrict 

ourselves to a “totalistic spatial strategy” that only 

depends upon the number of D (defection) of the 

neighbors, not on their positions. To represent a strategy, 

let l be the number of the D action of the neighbors 

excluding the player itself. We define k-D strategy that 

chose action D if l ≧ k and C otherwise. This k-D 

strategy can be regarded as a spatial version of TFT 

where k indicates the spatial version of the generosity. 

 

 

 

 

 

 

 

Fig.1. An example of spatial strategy. In this situati
on, k (spatial generosity) is 6 and neighborhood is 

Moore neighborhood. 

III MEMBRANE FORMATION AND MEM

BRANE INDEX 

We simulated interaction between All-D (always D) 

vs. k-D instead of All-D vs. All-C (Nowak-May’s 

simulation). In All-D vs. k-D simulation, we already 

observed the membrane as a mechanism for protects 

cooperation from invasion of defectors of All-D. The 

membrane is composed of only D players of k-D. Fig.2 

shows an example of the membrane formation. 

Although we can understand that the membrane protects 

cooperators from invasion of defectors intuitively, the 

effects of the membrane on cooperators have not been 

investigated mathematically. 

 

 

 

 

 

 

 

 

 

 

Fig.2. The membrane formation generated by SPD 
simulation. Black cells indicate All-D players. Whit

e and gray cells indicate C and D players of k-D. 

In this snapshot, k (spatial-generosity) is 6. The C

 clusters are covered by the membrane (gray color). 

This snapshot shows typical membrane. 

Therefore we consider a membrane index to 

investigate quantitative effects of the membrane 

formation on cooperators. The membrane index means 

how much membranes protect cooperators from 

invasion of defectors. The following is definition of the 

player as a membrane. 

1. The player is D player of k-D. 

2. The player is playing PD game with C player. 
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3. The interaction between All-D players and C 

players is nothing within player’s 

neighborhood. 

In other words, we define the membrane in terms of 

the function protecting cooperators from invasion of the 

defectors. Fig.3 shows the membrane that satisfied a 

definition. 

 A B C D E 

1      

2      

3      

4      

5      

Fig.3. In the Moore neighbors, the center cell (C3 
player) is a membrane that satisfied a definition. Bl

ack cells indicate All-D players. White and gray ce

lls indicate C and D of k-D. If the immediate left 

cell of center (B3 player) was white (Cooperator), t

he center cell did not satisfy a definition of the me
mbrane. Because All-D players and C player (imme

diate left cell of center cell) will be interaction eac

h other among center cell’s neighbors, the 3rd defin

ition of the membrane could not satisfy. 

IV SIMULATION 

We simulate to investigate quantitative effect of 

membrane on cooperators with the following 

parameters list in Table 2. 

Table 2. Parameters list for simulations. 

Parameter 

Name 

Description Value 

L×L Size of lattice 500 × 500 

N Number of players 250,000 

T Number of steps 1000 

r Neighborhood radius 1 

b Bias for defectors of the 

payoff matrix in Table.1 

1.800001 

 

In our simulation, the membrane is formed within 

certain scope of k [10].  

Fig. 4 plots the time evolution of the average score 

of the C players when the k varies. The 6-D earns 

highest score among other k-D strategies. We can 

consider that the cooperators construct a cluster if the 

score per player is high. Because, if the cooperators 

have not constructed a cluster, the cooperators would be 

exploited by defectors, and the average payoff of the C 

players would become low. 

Fig. 5 plots the time evolution of the membrane 

indexes divided by the number of D of k-D. It means 

percentage of the D players of k-D that are effective as a 

membrane. If the membrane indexes per player are one, 

all of D players of k-D are action effectively as a 

membrane.  

 

 

 

 

 

 

 

 

 

 

 

Fig.4. The time evolution of the average payoff of 
the player C. The 6-D earns highest score among o

ther k-D strategies. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.5. The time evolution of the membrane indexes
 per D player of k-D.  

 

 

 

 

 

 

 

 

 

 

 

 

Fig.6 The time evolution of frequency of C players

 when k varies. The fraction of 6-D is the highest 

among this three strategies. The fraction of 5-D is 
the lowest, because the 5-D cluster could not expan

d although the cluster is protected by the membran

e. 
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Fig.6 plots the time evolution of frequency of C 

players. In 5-D vs. All-D simulation, the cooperators 

have been remained in a small amount. In 6-D or 7-D vs. 

All-D simulations, the cooperators have been remained 

in a relative large amount. 

We calculate coefficient of correlation between 

average score of C players and membrane indexes per 

players to investigate effect of the membrane on 

cooperators.  

Table 3 shows the coefficient of correlation between 

average score of C players and membrane indexes per D 

players of k-D for each All-D vs. k-D simulation. 

Table 3. The coefficient of correlation between aver
age score of C players and membrane indexes per 

D players of k-D.  

k value Coefficient of correlation 

5 -0.7119 

6 0.812 

7 0.9549 

 

Consequence of calculation of correlation 

coefficient, we get interesting results. In 5-D vs. All-D 

simulation, the average score of C players have a 

negative correlation with the membrane indexes. By 

contrast, in the simulations of 6-D and 7-D, the average 

score of C players have a strong positive correlation 

with the membrane indexes.  

We considered that this consequence is related to the 

conditions the membrane expands. Only 5-D constructs 

membrane that can not expand among three strategies. 

Therefore, the amounts of the cooperators do not 

increase. Thereby a lot of D players of k-D do not 

satisfy the 2nd condition of the definition that the 

membrane should interact with cooperators. Hence, 

although the cooperators construct a cluster and the 

membrane protects cooperators from defectors, the 

membrane indexes lower. Because cooperators earn 

high score by a cluster whereas the membrane indexes 

lower, the negative correlation occurs. 

VI. CONCLUSION 

We investigate that membrane formation one of a 

mechanism for protects cooperation from invasion of 

defectors. The membrane formation has been reported 

in SPD, however the quantitative effects have not 

investigated.  

We defined membrane index to investigate the 

membrane. And we denoted the quantitative effect of 

membrane on cooperators by membrane index. The 

membrane indexes have a strong correlation with the 

average score of C players when certain scope of k. If 

the membrane expands, the coefficient of correlation 

will become positive; otherwise the coefficient of 

correlation will become negative. 

We investigate an effect of membrane on 

cooperators when Moore neighbors hood. We 

investigated the simulation in the Moore neighborhood; 

however we need to investigate the simulation in the 

Neumann neighborhood in future to compare both 

neighborhoods. 
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Abstract: This research deals with one of the inverse

problem. It is estimating rules or strategies of generat-

ing spatio-temporal patterns which is generated by natu-

ral phenomena or social phenomena. We try to consoli-

date identifying method and evaluation method to clarify

generative mechanism. In this research, mainly, we use

probabilistic cellular automata (PCA) to describe genera-

tive mechanism. And we restrict spatio-temporal patterns

to ASEP patterns. In particular, we discuss conservation

of mass in ASEP model from spatio-temporal patterns.

Keywords: Probabilistic Cellular Automata (PCA),

Reverse problem, Spatio-temporal patterns, ASEP

1 Introduction

Natural phenomena including physical and biolog-
ical ones present us inexhaustible amount of spatial
patterns: patterns of ice crystal, cloud, coastal rail-
road, forest fire, leaf arrangement, shells, and butter-
flies, to name only a few. Social phenomena also gen-
erate spatial patterns (e.g. traffic jams). They are a
few compared to natural one.

Constructing physical or mathematical models are
known as the way of research for understanding the
generative mechanisms of these spatial patterns. On
the other hand, Richards studied extracting cellular
automaton rules directly from experimental data [1].
They dealt with spatial patterns of dendrites formed
by NH4Br. They searched the space of rules which
is a set of probabilistic CA (PCA) rules as possible
models for spatio-temporal patterns, with a learning
algorithm. Ichise proposed a general and theoreti-
cal method for identifying a generative mechanism of
spatio-temporal patterns in CA frameworks [2]. They
restricted rules to one dimensional and straightforward
ones. Hence Richards’s and Ichise’s researches are one
of the reverse problems for traditional ones.

In this paper we expand the Ichise’s method which
can identify generative mechanism of spatio-temporal

patterns to target more complex mechanisms. The
previous method targets on spatio-temporal patterns
which is generated by one dimensional and straight-
forward rules of CA. However, we deal with character-
istic patterns (e.g. patterns of traffic jams, diffusion of
matters and other physical phenomena) which satisfy
conservation of mass. In fact, we succeeded to develop
a method to discover the conservation of mass from
these patterns.

Section 2 states definitions and notations used in
this paper. Section 3 represents the method of the
generative mechanism identification in the previous
study, and its problem. Section 4 expands the previ-
ous method for patterns of conservation of mass, and
applies to the ASEP model ones.

2 Definitions and Notations

After von Neumann used cellular automata (CA) in
his designing self-reproducing automata [3], not only
deterministic cellular automata (DCA) (e.g. [4, 5, 6])
but also probabilistic cellular automata (PCA) (e.g.
[7]) have been studied extensively. Cellular automa-
ton consists of cells arranged in a d-dimensional lat-
tice where d is a natural number. Each cell is an au-
tomaton which has a certain number of states; whose
inputs are the state of neighbor cells; and the output
is the state of the cell itself. In this paper, we restrict
ourselves to the case of binary state: 0 and 1 and one-
dimensional lattice with periodic boundary condition
where each cell has two neighbor cells: right and left.
st

i denotes the state of the cell i at the time step t and
its state at the next time step defined in equation (1).

st+1
i = f(nt

i) (1)

nt
i is states of the neighbor cells of the cell i at time

step t and defined in equation (2) with neighborhood
radius r.

nt
i = (st

i−r, · · · , st
i, · · · , st

i+r) (2)
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f : N → S is a mapping and called “transition rule”.
S is the set of state and N(= S2r+1) is the set of the
neighbor cells state. Where equation (3) represents
the graph f∗ of f , lf (∈ f∗) is called “local rule of f”.
Also, l ∈ N × S is called “local rule”.

f∗ = {lf |lf = (n, s), n ∈ N, s = f(n)} (3)

When each cell changes state stochastically, the
probability is described by equation (4).

P (s|n)
Where,

∀n ∈ N
∑
s∈S

P (s|n) = 1
(4)

The condition of the cells is expressed by c ∈ Sm

wherem is the number of cells and ct indicates the con-
dition at time step t. Then CT = (c0, c1, · · · , cT ) rep-
resents a spatio-temporal pattern with T time steps.

3 Generative Mechanisms Identifica-
tion

3.1 Deterministic Mechanisms

We consider to identify the transition rule f from
a spatio-temporal pattern CT . Scanning the spatio-
temporal pattern CT gives the local rules f∗ = {lf},
and we get the transition rule f . For example, the
spatio-temporal pattern such as Table 1 is given, we
can identify the transition rule of Table 2.

Table 1: An example of spatio-temporal pattern when
m = 5 and T = 1.

c0 (0, 0, 1, 0, 0)
c1 (0, 1, 0, 1, 0)

Table 2: The identified deterministic rule from the
spatio-temporal pattern of Table 1.

nt
i (1, 0, 0) (0, 1, 0) (0, 0, 1) (0, 0, 0)

st+1
i 0 1 0 1

3.2 Probabilistic Mechanisms

If given CT is generated by probabilistic rule, we
need to estimate probabilistic distribution of local rule
from it. Hence we calculate the occurrence ratios of
each local rule. For example, Table 3 is a spatio-
temporal pattern which is generated by the probabilis-
tic rule and Table 4 is the probabilistic distribution of
local rules of it.

Table 3: An example of spatio-temporal pattern when
m = 5 and T = 1.

c0 (1, 0, 1, 0, 0)
c1 (1, 0, 0, 1, 0)

Table 4: The identified probabilistic rule from the
spatio-temporal pattern of Table 3.

nt
i (1, 0, 1) (1, 0, 0) (0, 1, 0) (0, 0, 1)

P (st+1
i = 1|nt

i) 0 1 0.5 0

4 Conservation of Mass Patterns Iden-
tification

4.1 ASEP and its Patterns

ASEP (Asymmetical Simple Exclusion Process) [8]
is known as the traffic jam model which satisfy the
conservation of mass. ASEP is also one of PCA. Each
car is arranged on the cell and goes forward at each
time step with probability p if there is not any car to
front (e.g. Figure 1). Each cell has binary state, 1
indicate existing a car and State 0 is not existing.

p p

Figure 1: ASEP model. Each cell can be occupied by
only single car. Only if there is not a car to front, each
car goes forward at each time step with probability p.

Figure 2 shows the spatio-temporal pattern which
generated by ASEP. Clumps of black cells indicate
that the traffic jams are occurring.

4.2 Problem of Previous Method

The previous method has a problem when the
spatio-temporal pattern satisfies the conservation of
mass. Because the previous method gives the rule
of straightforward CA (such as defined in Section 2).
In general, straightforward CA changes states syn-
chronously and cannot generate patterns which satisfy
the conservation of mass [9].

Table 5,6 show the rules identified from Figure 2, 3.
Figure 2 is different from Figure 3. Figure 2 satisfy the
conservation of mass and Figure 3 is not. However, the
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Figure 2: The spatio-temporal pattern which gener-
ated by ASEP with p = 0.8. The black cells indicate 1
and the white cells are 0. The vertical axis represents
time step and the horizontal is space.

rules are remarkably similar. Because the rule of Table
5 lose the conservation of mass. Hence we need expand
the previous method in order to solve the problem.

Table 5: The identified probabilistic rule from Figure
2.

nt
i (0,1,1) (0,1,0) (0,0,1) (0,0,0)

P (st+1
i = 1|nt

i) 1.00 0.18 0.00 0.00

n (1,1,1) (1,1,0) (1,0,1) (1,0,0)

P (st+1
i = 1|nt

i) 1.00 0.19 0.81 0.80

Table 6: The identified probabilistic rule from Figure
3.

nt
i (0,1,1) (0,1,0) (0,0,1) (0,0,0)

P (st+1
i = 1|nt

i) 1.00 0.18 0.00 0.00

nt
i (1,1,1) (1,1,0) (1,0,1) (1,0,0)

P (st+1
i = 1|nt

i) 1.00 0.19 0.80 0.80

4.3 Identification

In order not to lose the conservation of mass when
identifying the transition rule, investigating whether
the spatio-temporal pattern satisfies the conservation
of mass is necessary. Equation (5) is the necessary
and sufficient condition for satisfying the conservation
of mass. Equation (5) shows that the sum of variation
of mass of cells is 0 at every time step.

T−2∑
t=0

m−1∑
i=0

(st+1
i − st

i) = 0 (5)

Figure 3: The spatio-temporal pattern which gener-
ated by PCA without the conservation of mass. The
black cells indicate 1 and the white cells are 0. The
vertical axis represents time step and the horizontal is
space.

In addition, the spatio-temporal pattern generated
by ASEP (such as Figure 2) also satisfies equation (6)
where ∗ is the wild card: 0 or 1 and lti = (nt

i, s
t+1
i ).

When a car goes forward, equation (6) means that
other car does not suddenly appear and the car does
not either suddenly disappear.

lti = ((∗, 1, 0), 0) → lti+1 = ((1, 0, ∗), 1)
lti = ((∗, 1, 0), 1) → lti+1 = ((1, 0, ∗), 0) (6)

We consider a pattern and assume that the pattern
satisfies equation (6). Also we assume that the rule
of Table 7 identified from the pattern by the previous
method. Of course, the rule does not satisfy the con-
servation of mass. However we can transform the rule
to the hierarchical one. The hierarchical rule satisfies
the conservation of mass.

Table 8,9 show the hierarchical rule which trans-
formed from the rule of Table 7. In the hierarchical
rule, the state of cell is described as st

i = (at
i, b

t
i).

In the case of ASEP with probability p, the hier-
archical rule is represented by equation (7). Where
at

i indicates whether there is a car on the cell and bti
indicates whether a car goes forward. The hierarchi-
cal rule consists of the two phase. The first phase is
deciding that the car on the cell goes forward with
probability p (such as Table 8). The second phase is
actually moving the car on the cell to next cell based
on the decision of the first phase (such as 9).
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s
t+ 1

2
i = (at+ 1

2
i , b

t+ 1
2

i )

b
t+ 1

2
i = at

i(1− at
i+1)σp

st
i = (at

i, b
t
i) = (at+1

i , b
t+ 1

2
i )

at+1
i = (1− bt+

1
2

i−1 )(1− bt+
1
2

i )at
i

+bt+
1
2

i−1 (1− bt+
1
2

i )at
i−1(1− at

i)

(7)

σp =
{

0 (with probability 1− p)
1 (with probability p) (8)

Table 7: The straightforward probabilistic rule.
nt

i (0,1,1) (0,1,0) (0,0,1) (0,0,0)

P (st+1
i = 1|nt

i) p3 p2 p1 p0

nt
i (1,1,1) (1,1,0) (1,0,1) (1,0,0)

P (st+1
i = 1|nt

i) p7 p6 p5 p4

Table 8: The first phase of the transformed hierarchi-
cal rule from the rule of Table 7.

nt
i (0,1,1) (0,1,0) (0,0,1) (0,0,0)

P (b
t+ 1

2
i = 1|nt

i) 0 p2 0 0

nt
i (1,1,1) (1,1,0) (1,0,1) (1,0,0)

P (b
t+ 1

2
i = 1|nt

i) 0 p6 0 0

Table 9: The second phase of the transformed hierar-
chical rule from the rule of Table 7.

　

(at
i−1, a

t
i, a

t
i+1)

P (at+1
i |nt+ 1

2
i ) (0,1,1) (0,1,0) (0,0,1) (0,0,0)

(b
t+

1 2
i−

1
,b

t+
1 2

i
) (0,0) p3 1 p1 p0

(0,1) - 0 - -

(1,0) - - - -

(1,1) - - - -

(at
i−1, a

t
i, a

t
i+1)

P (at+1
i |nt+ 1

2
i ) (1,1,1) (1,1,0) (1,0,1) (1,0,0)

(b
t+

1 2
i−

1
,b

t+
1 2

i
) (0,0) p7 1 0 0

(0,1) - 0 - -

(1,0) - - 1 1

(1,1) - - - -

5 Conclusions

We addressed the problem of previous method. The
problem is losing the conservation of mass which is
one of the hidden rule in the spatio-temporal pattern
when identifying the rule. We solved the problem by
expanding the method to identifying the hierarchical
rule. The expanded method can investigate the con-
servation of mass from the spatio-temporal patterns.

Finally, we redefined the ASEP rule as the hierarchical
rule.
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Abstract: The present study focuses on player’s strategies observed from outside in our original spatial game iterated 
by players, each of which placed in each lattice site on a two dimensional square lattice. A particularity of the game lies 
in the point that a player's strategy is not preliminary given, but constructed dynamically in response to a spatial pattern 
on player's actions. This means the strategy can evolve in time. However simulations bring us unexpected results. 
Actually all of strategies observed from outside did not evolve and they were fixed in time. This paper enumerates all 
of the observed strategies in detail and examines their characteristics. 
 
Keywords: Spatial game, Inverse problem, External observer 

 

 

I. INTRODUCTION 

It is very important for many scientific fields 

ranging from science, medical science to engineering to 

extrapolate inputs or rules hidden from outside by 

knowing outputs such as observational results. This kind 

of problem is called the “inverse problem”. Richard et 

al. [1] try to extract a cellular automaton rule to produce 

a spatiotemporal pattern of given experimental data by 

employing the genetic algorithm. Ueda and Ishida [2] 

deal with one dimensional cellular automata and 

examine to extrapolate a rule generating given 

spatiotemporal patterns of cell states. The present study 

addresses an inverse problem with a spatial game by 

players placed in a two dimensional square lattice space 

and discusses whether it is possible to extrapolate 

player's strategy from spatiotemporal patterns on 

player's actions. In our model, each player observes 

actions of its neighborhood players, and builds its own 

strategy by applying the observed actions for a strategy-

building rule and determines its action for the next 

round game. We suppose an external observer watching 

a game from outside cannot know what strategy each 

player applies for determining its action, but can 

observe actions of all players in each round. Under this 

setting, the present study discusses a possibility that a 

player's strategy extrapolated through a global 

observation by the external observer chimes perfectly 

with the real player's strategy, and presents a disaccord 

case: although each player's strategy actually evolves in 

each game round, the external observer observes any 

player obeys a unique steady strategy. This result 

suggests that a model which enables to consistently 

explain the observation results from outside is not 

always true one. 

 

II. SPATIAL GAME MODEL 

Our study considers a spatial game on a two-

dimensional square lattice. Each player is placed on 

each lattice site. To designate each lattice site, a 

horizontal axis with a suffix j and a vertical one with a 

suffix i (i,j=0,1,…,L-1) are prepared. We let a player to 

select one of two actions: 0, 1. A symbol, Ai,j
r denotes 

the player (i,j)'s action at the game round r, and a 

symbol Si,j
r denotes the player (i,j)'s strategy at the game 

round r. Our model adopts so-called "spatial" strategy. 

The spatial strategy determines a player's action from 

the total number of players taking an action "1" in its 

eight neighborhood players called the Moore neighbor. 

Figure 1 shows an example of the player (i,j)'s 

spatial strategy at the round r+1. A symbol "k" is the 

total number of players taking an action "1" in the 

Moore neighbor of (i,j) site. A symbol "A" is the player 

(i,j)'s action at the round r+1. In this example, As k 

amounts to 5, the strategy determines the player (i,j)'s 

action at the round r+1 becomes 0. 

The original of the proposed spatial game [3] lies in 

that a determination relationship between a strategy and 

an action is not one-way but mutual way: a strategy 

determines an action as well as actions determine a 

strategy. This implies to destroy the original boundary 

between the strategy and the action. Gunji [4] tries to 

destroy a boundary between hierarchies on a level of a 
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III. SIMULATION RESULTS coarse graining by introducing an internal observer 

enabling only local observation.  
 This study chooses the lattice-size L to be its 

minimal value: three, hence considers the spatial game 

on a two dimensional 3x3 square lattice. The number of 

players is nine. A boundary condition of the square 

lattice space is periodic. 

We introduce a strategy building rule to build a 

strategy based on a spatial configuration of player's 

actions. The strategy-building rule defines the 

correspondence between k and player's action A as 

follows. 
1. PERIODIC ATTRACTORS When k is 0, let an action A to be Ar

i-1, j-1. 

When k is 1, let an action A to be Ar
i-1, ,j. 

When k is 2, let an action A to be Ar
i-1, j+1. 

When k is 3, let an action A to be Ar
i, j+1. 

When k is 4, let an action A to be Ar
i+1, j+1. 

When k is 5, let an action A to be Ar
i+1, j. 

When k is 6, let an action A to be Ar
i+1, j-1. 

When k is 7, let an action A to be Ar
i, j-1. 

When k is 8, let an action A to be Ar
i, j.  

 

 

Fig.1. An example of how to build a strategy 

 

Figure 1 shows a process to build the strategy Si, j 
r+1 

from a spatial configuration of player (i,j)'s Moore 

neighbor through the strategy-building rule. 

The spatial game proceeds as stated follows. As an 

initial condition, all players must preliminarily 

determine their actions. One round game consists of the 

two steps: 

1. Each player estimates the quantity k from player's 

actions in its Moore neighbor at the previous round, and 

builds its strategy based on the strategy-building rule. 

2. Each player takes the next action corresponding to 

the quantity k referring to its strategy. 

In addition, this study does not interest in relative 

merits between strategies, thus not consider a scoring 

process based on a score table representing comparative 

merits between actions. 

The previous study [3] clarified every observed 

game becomes periodic. Types of the observed period 

are period-1 (fixed point), period-3, period-6 and 

period-9. Some initial bit configurations converge into a 

periodic game, hence some periodic games are 

“attractive” in other words, attractor. The number of 

attractors with a certain period: period-1, -3, -6 and -9 is 

2, 15, 1 and 2, respectively. 

2. EXTERNALLY OBSERVED STRATEGIES 

This section shows an odd discrepancy that each 

player's strategy dynamically evolves in response with 

change of a bit spatial pattern of its Moore neighbor; 

however a strategy extrapolated by the external observer 

is irrelevant with the spatial bit pattern thus steady. This 

section also mentions that interestingly the external 

observer sees a player have a memory from its behavior. 

1

8

0

7

1

6

0

5

1

4

1

3

1

2

0

1

1

0

A

k1
,
+r
jiS

r round At the 

1 0 1

0 1i

j

 

PERIOD-3 GAME 

Strategies observed from outside in the 3-period 

games are generally described as a “copy” strategy of 

memorizing a player's action in the previous round and 

using its action in the next round. Figure 2 exhibits an 

example of a strategy observed from outside in a period-

3 game, each player memorizes an action in the 

previous round of a certain player placed in the ‘right’ 

side for its own site and the player takes the memorized 

action in the next round. In the other period-3 game, 

each player memorizes an action in the previous round 

of the player placed in not the ‘right’ but the ‘bottom 

left’ for its own site and uses the memorized action. It is 

interesting that in the period-3 games, the external 

observer must see any player have one bit memory to 

memorize one bit action. 

1

1 0 1

1 round At the +r

0

5=k

k : the total number of players taking “1” in the Moore neighbor of (i.j)
A: player(i,j)’s action at the round r+1

Moore neighbor

Example
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0 1 0

1 1 0
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1 0 0

1 0 1
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0 0 1

0 1 1

0 0 0

0

Player (1,1)

1

Player (1,1)

Memorize Take an action Memorize Take an action

 

1 0 0

1 0 0

0 0 0

0 0 0

1 0 1

0 0 1

0 0 0

0 1 0

0 1 1

1 0 1

0 0 1

0 0 0

0 1 0

0 1 1

0 0 0

0 0 0

1 0 0

1 0 0

1 0 0

0 0 0

1 0 0

0 1 1

0 0 0

0 1 0

0 0 1

0 0 0

1 0 1  

Fig.2. A strategy observed from outside in a period-3 
game 

  
PERIOD-6 GAME Fig.4. An example of a strategy in a period 9 game 

A strategy observed from outside in the period-6 

game is the same as the one observed in the period-3 

game except memorizing a player's action in not the one 

but two rounds before. Figure 3 exhibits an example of 

a strategy that each of all players memorizes an action 

in the two rounds before of the player placed in the right 

side of each own site, and then takes the memorized 

action in the next round. In the period-6 game, the 

external observer must see all players have two bits 

memory. 

 
The table 1 sums up all of strategies observed from 

outside. The strategies are specified by three 

parameters: P, D and T because all strategies observed 

in the period "P" games are described as a copy strategy 

of each player memorizes an action in the "T" round(s) 

before of a certain player placed in the "D" direction for 

each own site and then takes the memorized action. The 

rest of the parameters is N which is a number of 

different games with a certain strategy. 
 

0 0 1

0 1 0

1 0 0

0 1 1

1 1 0

1 0 1

0 1 0

1 0 0

0 0 1

1 0 1

0 1 1

1 1 0

1 0 0

0 0 1

0 1 0

1 1 0

1 0 1

0 1 1

 

Table1. All types of strategies observed from 
outside in every periodic game 

P T D N

3 1

Just above 1

Just below 3

Top right 2

Right 4

Bottom right 2

Top left 0

Left 1

Bottom left 2

6  1  Right 1

9 3
Just above 1

Left 1
 

 
Fig.3. An example of a strategy in the priod-6 game 

 
PERIOD-9 GAME 

Strategies observed from outside in the period-9 

game is the same as those observed in the period-3 and -

6 except memorizing a player's action in not the one/two 

but three rounds before. Figure 4 exhibits an instance of 

a strategy in a period-9 game that each player 

memorizes an action in three rounds before of a certain 

player placed in the just above for each own site, and 

the player takes the memorized action in the next round. 

It is interesting that in the 9-period games, the external 

observer must see any player have three bits memory. 

 
The table.1 suggests that in the period-3 games, a 

strategy to copy an action of player in the top left 

position is not observed. It also shows the number of 

games with a strategy to copy an action of a player in 

the right side is four, whereas in the case of copying an 

action of player in the opposite left side, number of 

games is only one. Like this, in response with the 

difference of the parameter D, it features that there is 

imbalance on the number of the observed games. This 

asymmetric nature is considered due to the asymmetry 

of the strategy-building rule. 

 

The Sixteenth International Symposium on Artificial Life and Robotics 2011 (AROB 16th ’11), 
B-Con Plaza, Beppu,Oita, Japan, January 27-29, 2011

©ISAROB 2011 461



0 1 0

1 1 0

0 0 0

1 0 0

1 0 1

0 0 0
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Take an action

1

8

1

7

0

6

0

5

0

4

0

3

0

2

1

1

0

0

A

k1
1,1S 0

8

1

7

0

6

0

5

0

4

1

3

0

2

0

1

1

0

A

k2
1,1S

Strategy evolves
 

IV. DISCUSSIONS 

It seems to be odd that the strategies observed from 

outside in the proposed game model do not depend on a 

bit pattern of actions in the Moore neighbor although the 

actual strategy defined in the model depends on it. 

Figures 2 and 5 shows the same game from outside and 

inside respectively. The figure 2 exhibits the player 

(1,1)'s strategy is just a copy strategy irrelevant with a 

bit pattern of its Moore neighbor. On the other hand, 

Figure 5 exhibits the player (1,1)'s strategy evolves in 

response with a bit pattern of its Moore neighbor. Here 

we discuss through this example it is possible the 

situation that externally observed strategies do not 

evolve but in fact internally defined strategies evolve. 

Now it supposes the externally observed strategy in Fig. 

2 that all the players memorizes an action in the 

previous round of the player in the just below for their 

own site and they take their memorized action in the 

next round.  Then a bit pattern at the round r+1 of the 

Moore neighbor of a player (i,j) becomes equal with a 

bit pattern at the r round of the Moore neighbor of a 

player (i,j+1). Following the strategy-building rule, if a 

pair of bit patterns of the Moore neighbor of the two 

players, (i,j) and (i,j+1) are the same, their strategies are 

the same:     

 
Fig.5 Time evolution of the player (1,1)’s strategy 

 

To solve our inverse problem, what will be needed? 

We will need more external observational data on 

various types of periodic games. However, if we 

randomly select an initial spatial bit pattern on player's 

actions and starts the game, it must be hard to observe a 

certain periodic game with a smaller basin size because 

a probability of its game being selected becomes lower. 

For instance, a basin size of the period-6 game in Fig.3 

is zero, thus a probability of the game being observed is 

very low: 6/256. Here the basin size of a periodic game 

is defined as the number of initial bit patterns on 

player's actions which finally transit to its game.  
 

r
ji

r
ji SS 1,
1

, +
+ = .           (1) 

It is necessary to focus on identifying not an 

individual player's strategy but a “meta”-rule to build an 

individual strategy: the strategy-building rule. However 

is it possible to discover not individual rules but a meta-

rule which is their origin from the observational data? In 

the future work, we have to think this issue. 

It would be valid to suppose that at the round r, a bit 

pattern of the Moore neighbor of a player (i,j) does not 

equal with that of the Moore neighbor of a player (i, 

j+1). Thus,  

 
r

ji
r

ji SS 1,, +≠             (2) 
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Abstract: We propose an artificial intelligence membrane to detect network intrusion, analogous to a biological 

membrane that prevents viruses from entering cells. This artificial membrane is designed to monitor incoming packets 

and to prevent a malicious program code (e.g., a shellcode) from breaking into a stack or heap in a memory. While 

monitoring incoming TCP packets, the artificial membrane constructs a TCP segment of incoming packets, derives the 

byte frequency of the TCP segment, from 0 to 255 bytes, as well as the entropy and size of the segment. These 

features of the segment can be classified by a data mining technique such as a decision tree or neural network. If the 

data mining method finds a suspicious byte sequence, the sequence is emulated to ensure that it is just a shellcode. If 

the byte sequence is the shellcode, the sequence is dropped. At the same time, an alert is communicated to the system 

administrator. Our experiments examined 7 data mining methods for normal and malicious network traffic. The 

malicious traffic included 114 shellcodes, provided by the Metasploit framework and including 10 types of 

metamorphic or polymorphic shellcodes. In addition, real network traffic involving shellcodes was examined. We 

found that a random forest method outperformed all the other data mining methods, with a very high detection accuracy, 

including a true positive rate of 99.6% and false positive rate of 0.4%. 

 

Keywords: network intrusion detection, malicious software, shellcode, data mining 

 

 

I. INTRODUCTION 

Anti-virus systems protect computers and networks 

from malicious programs, such as computer viruses and 

worms, by discriminating between malicious and 

harmless programs and by removing only the former. 

Therefore, anti-virus systems can be considered as a 

computer’s immune system. 

An innovative method, called a “virus throttle,” [1], 

has been found to slow and halt high-speed worms 

without affecting normal network traffic. We have 

previously proposed a “worm filter” to prevent the 

spread of both slow- and high-speed worms [2]. This 

worm filter limits the number of unacknowledged 

requests, rather than the rate of connections to new 

computers. In addition, we have proposed an immunity-

based anomaly detection method to detect worms in 

network traffic [3]. 

All of these methods monitor outgoing packets from 

an internal network; i.e., they detect internal anomalies. 

Other methods are needed to monitor incoming packets 

and to detect intrusive attacks. The four types of methods 

used to detect intrusive attacks include pattern matching 

[4], heuristic [5], emulation [6], and data mining [7][8] 

methods. Since pattern matching methods require 

signatures to detect intrusive attacks, they may miss new 

attacks due to an absence of signatures. In addition, 

metamorphic and polymorphic codes can produce so 

many patterns that it may be difficult to cover all patterns 

[9]. Heuristic methods attempt to detect intrusive code 

sequences such as consecutive NOP sequences (i.e., NOP 

sleds) and sequences that get a program counter (i.e., 

getPC). However, some NOP sleds are polymorphic 

[9],[10], and intrusive attacks may not get the program 

counter. Emulation methods, which emulate incoming 

packets as program code, can correctly detect an 

intrusive program code, but these processes are very 

slow. Data mining methods use a classifier, such as a 

decision tree or neural network, to distinguish between 

benign and malicious traffic using the features of 

network traffic. Although these methods detect malicious 

traffic at a high rate, their false positive rates may be 

high. 

We propose here an artificial intelligence membrane 

to detect network intrusion, analogous to a biological 

membrane that prevents viruses from entering cells. The 

artificial membrane was designed to prevent a malicious 

program code (e.g., a shellcode) from breaking into a 

stack or heap in memory. Our experiments examined 7 

data mining methods for normal and malicious network 

traffic. The malicious traffic included 114 shellcodes, 

provided by the Metasploit framework [10], and 10 kinds 

of metamorphic and polymorphic shellcodes. In addition, 

real network traffic involving intrusive network attacks 

was examined. 
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II. Network Intrusion 

Most network intrusion attacks are composed of a 

vulnerability attack and a shellcode execution (Figure 1). 

The vulnerability attack is used for network intrusion, 

following which the shellcode is executed. The shellcode 

is a tiny program code for operating anything on the 

computer, such as download of malicious software and 

its execution. 

The appearance of a shellcode is often disguised by 

an encoder (Figure 1). This type of shellcode is called a 

metamorphic or polymorphic shellcode. In metamorphic 

shellcodes, a set of instructions is replaced by an 

equivalent set of different instructions, whereas, in 

polymorphic shellcodes, a set of instructions is hidden by 

encryption (Figure 1). These techniques make such 

shellcodes difficult to detect because the appearance of 

these shellcodes differ from each other and on each 

occasion. Although signature-based detection works in 

some cases, polymorphism will eventually defeat such 

detection methods [9]. 

III. AN ARTIFICIAL INTELLIGENCE MEMB

RANE TO DETECT NETWORK INTRUSION 

To detect shellcodes, we propose an artificial 

intelligence membrane to detect network intrusions. The 

membrane plays a role similar to a cell membrane that 

protects a cell from non-self molecules. 

Figure 2 illustrates the algorithm of the artificial 

intelligence membrane. The artificial membrane 

monitors incoming TCP packets, and it constructs a TCP 

segment consisted of incoming packets. It then derives a 

byte frequency of the TCP segment, from 0 to 255 bytes, 

as well as the entropy and size of the segment. These 

features of the segment are classified by a data mining 

method such as a decision tree or a multi-layer 

perceptron (i.e., a neural network). If the data mining 

method identifies a suspicious segment, that segment is 

emulated to ensure that it includes just a shellcode. The 

emulation plays the role of eliminating false positives. If 

the segment includes the shellcode, the segment is 

dropped. At the same time, the system administrator is 

alerted. 

Emulation is performed by “libemu 0.2.0,” a small 

library offering x86 architecture emulation for shellcode 

detection [12]. This libemu has been partially modified 

for brute force detection of a suspicious byte sequence. 

Thus, the modified libemu can detect all x86 

architecture-based shellcodes provided by the Metasploit 

framework, including all metamorphic and polymorphic 

shellcodes. Although emulation is very slow, the entire 

performance of the proposed method is not slow because 

normal packets are eliminated in advance by the data 

mining method and most of the packets would not be 

suspicious. 

Vulnerability

 attack code 

 

Shellcode 

 

NOP 

Polymorphic 

Shellcode 

Return 

address 

 

Decoder 

Encoded shellcode 

(Encrypted shellcode) 

Control flow 

No 

 

Awaiting a new segment. 

Emulation 

The segment is dropped, and

 an alert is generated. 

 

Data mining 

Suspicious? 

Shellcode? 

Yes 

Yes 

No 

Start 

The segment

 is accepted. 

Figure 2. Algorithm of the artificial intelligence me

mbrane. The parameters of the data mining method

 are trained in advance. 

 

 

Figure 1. Structure of a polymorphic shellcode. The NOP area 

contains consecutive NOPs, indicating no operation and control 

flowing to the shellcode area. The return address area contains 

the address to which the program counter returns (i.e., the 

address of the NOP area). If a vulnerability attack is successful, 

the program counter will jump to the NOP area and enter the 

shellcode area. 
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IV. EVALUATION OF DETECTION ACCURACY 

To find the best accuracy of detection of data mining 

methods, we evaluated accuracy of detection for 7 

methods equipped with Wakaito Environment for 

Knowledge Acquisition (WEKA) [13]: an instance based 

learner (IBk), decision trees (J48 and random forest), 

naïve bayes, an inductive rule learner (JRpp), and a 

support vector machine using sequential minimal 

optimization (SMO). The algorithm of each data mining 

method has been described [13]. All parameters of the 

data mining methods were default settings of WEKA. 

Each evaluation has been used for 10-fold cross-

validation. The data set was randomly divided into 10 

subsets, with 9 subsets used for training and 1 for testing. 

The process was repeated 10 times for every 

combination. This methodology can be used to evaluate 

the robustness of a given approach to detecting 

shellcodes. Experiments were performed on dual Intel 

Xeon E5410 2.33GHz processors with 12 GB RAM. The 

operating system was Debian GNU/Linux Squeeze. 

1. Evaluation of simulated traffic 

Experimental data consisted of normal http traffic 

and simulated malicious http traffic. The normal traffic 

consisted of 544 segments, whereas the malicious traffic 

was simulated by combining one normal http segment 

with one shellcode for each of the 114 shellcodes 

provided by the Metasploit framework, version 3.5.1. 

Other types of malicious traffic included metamorphic or 

polymorphic shellcodes encoded by 10 engines: 

“ADMmutate” [14], “CLET” [10], “alpha mixed,” 

“alpha upper,” “call4 dword xor,” “context cpuid,” 

“countdown,” “fnstenv mov,” “jmp call additive,” 

“shikata ga nai,” with the last 8 engines provided by the 

Metasploit framework [10]. 

“CLET” can disguise a shellcode as normal network 

traffic by padding bytes close to the statistical properties 

of the normal traffic between the shellcode and the return 

address sequence (Figure 1). In this experiment, the 

padding size was 500 bytes. Larger padding results in 

closer byte frequency between normal and malicious 

traffic [9], but it also makes it more difficult for the 

shellcode to control the target computer because the size 

of the buffer is not always sufficient to intrude into a 

stack in a memory. Note that only CLET-encoded 

shellcodes were encoded in advance by the “shikata ga 

nai” encoder to remove 0x00 byte codes from the 

original shellcodes. 

In addition, the encoders of “alpha mixed” and 

“alpha upper” can disguise a shellcode as real traffic by 

recoding the shellcode in a form that contains bytes 

matching the statistical properties of real traffic. 

The simulated traffic was examined using WEKA. 

Table 1 shows the accuracy of detection of simulated 

traffic. The true positive rate (TPR) was defined as the 

rate at which a suspicious segment was correctly 

classified as suspicious, whereas the false positive rate 

(FPR) was the rate at which a normal segment was 

falsely classified as suspicious. We found that the 

random forest method outperformed all other data 

mining methods (Table 1), with a TPR of 99.9% and an 

FPR of 0%. 

Table 2 shows the accuracy of detection of 

metamorphic and polymorphic shellcodes. The data 

mining method used in this experiment was a random 

forest method. All detection accuracies were very high, 

with all metamorphic and polymorphic shellcodes other 

than (4) having a TPR of 100% and an FPR of 0%. In 

addition, the polymorphic shellcodes encoded by CLET 

had a TPR of 100% and an FPR of 0%, whereas 

metamorphic shellcodes encoded by “alpha mixed” and 

“alpha upper” had a TPR  99.8% and an FPR of 0%, 

though the statistical properties of these shellcodes were 

similar to those of normal traffic. 

2. Evaluation of real traffic 

Experimental data were captured from a high-

interactive honeypot on VMware Workstation 6.0.3. The 

guest operating systems were Microsoft Windows XP 

Professional, SP1 and SP2. After extracting segment data 

from the captured data, we examined all the segment 

data using the modified libemu, finding 1469 normal 

segments and 976 malicious segments including 

shellcodes. 

To evaluate the performance of the data mining 

method, we examined all the above segments using the 

data mining methods of WEKA. Table 3 shows the 

accuracy of detection and testing time of real traffic. 

Again, we found that the random forest method 

outperformed all other data mining methods, with a TPR 

of 99.6% and an FPR of 0.4%. Eventually, there would 

be no false positives, because the suspicious segments 

can be analyzed by emulation. 
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V. CONCLUSIONS 

We have proposed an artificial intelligence 

membrane to detect network intrusion. This membrane is 

analogous to a biological membrane, which prevents 

viruses from entering cells. Similarly, the artificial 

membrane prevents shellcodes from breaking into a 

memory. 

Our experiments indicated that the random forest 

method outperformed all other methods. In addition, all 

metamorphic and polymorphic shellcodes were detected 

at a high rate. For real traffic, the TPR was 99.6% and 

the FPR was 0.4%. This high accuracy of detection is 

considered due to the training of both normal and 

malicious traffic data [9]. 

We are currently planning to implement this artificial 

intelligence membrane for practical use. 
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 Table 1 Accuracy of detection of simulated traffic (not all shellcodes were encoded). Each value is

 a weighted average. 

 

  IBk J48 Random forest Multilayer perceptron JRpp SMO Naïve bayes  

 TPR 99.6% 99.6% 99.9% 99.6% 99% 99.6% 99.3%  

 FPR 0.7% 0.7% 0% 0.7% 2.7% 1.3% 3.2%  

   

 Table 2. Accuracy of detection of simulated traffic for metamorphic and polymorphic shellcodes. Each 

value is a weighted average. Shellcodes were encoded by the following engines: (1) “ADMmutate,” (2) 

“CLET,” (3) alpha mixed, (4) alpha upper, (5) call4 dword xor, (6) context cpuid, (7) countdown, (8) 

fnstenv mov, (9) jmp call additive, and (10) shikata ga nai. 

 

  (1) (2) (3) (4) (5) (6) (7) (8) (9) (10)  

 TPR 100% 100% 100% 99.8% 100% 100% 100% 100% 100% 100%  

 FPR 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%  

   

 Table 3. Accuracy of detection and testing time of real traffic. Each value is a weighted average.  

  IBk J48 Random forest Multilayer perceptron JRpp SMO Naïve Bayes  

 TPR 99.4% 99.3% 99.6% 99% 99.2% 98.9% 98.5%  

 FPR 0.6% 0.7% 0.4% 0.7% 0.8% 0.8% 1.2%  

 Time (sec.) 0.66951 0.00054 0.00071 0.20002 0.00049 0.00307 0.02604  
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Abstract: A Houjin is an n by n square lattice with each cell containing a symbol (such as a number or a letter). Further, 
these numbers or letters are designed to exhibit symmetry. For example, a magic square is a Houjin where the 
symmetry embedded is that the numbers in each row, column and a center diagonal have an equal sum. This paper 
reports a new Houjin: a dynamic Houjin. A dynamic Houjin changes its containing numbers at each time step while 
satisfying the symmetry as the Houjin (the magic square). The dynamic Houjin has a further symmetry in a time 
dimension, that is, the sums of the numbers for each cell are identical.  
  
Keywords: Houjin, magic square, Latin square, Euler square, Sudoku. 

 

 

I. INTRODUCTION 

Houjin in Japanese mathematics means a magic 

square (or Lo Shu in Chinese). A Houjin is an n by n 

square lattice with each cell containing a number where 

these numbers satisfy a certain constraint: sums in each 

row, column, and a center diagonal are equal. More 

general Houjin can have other symmetries.  

Several Houjins (squares) have been studied in 

discrete mathematics, typified by Latin squares and 

Greco-Latin squares (Euler squares). As several names 

such as Houjin, Lo Shu, and Squares indicated, they 

have been extensively studied in world wide ([1-4] in 

Japan for example) and for a period of historic scale. 

Greco-Latin squares have been used in the experimental 

design to make sure all the possible combination of the 

control factors are involved. As for Latin square, 9x9 

two layered latin square are used a puzzle known as 

Sudoku [5].  

On the other hand, cellular automata (CA) have been 

attracting attention as a potential model for complex 

systems (e.g., [6]). CA also can be expressed as a square 

lattice where each cell can take one state among several 

states. One difference between CA and Houjin is that 

the former is a dynamical system, while the latter is a 

static one.  

In order to bridge between CA and Houjin, this 

paper tries a preliminary study to design a dynamic 

Houjin that changes by a certain rule while satisfying 

the symmetry of Houjin. Since there is much degree of 

freedom in a design of the dynamic Houjin, this paper 

can present an example of the dynamic Houjin based on 

symmetric Houjins.  

Section II briefly states the studies of Houjin 

focusing on the spatially elaborated ones to contrast 

temporally devised ones: the dynamic Houjin. Among 

spatial Houjins, symmetric Houjins are used to 

demonstrate the dynamic Houjin. Section III presents 

the dynamic Houjin, giving an example of the one 

constructed from 4×4 symmetric Houjin. 

II. HOUJIN AS COMPUTATIONAL AND  
MATHEMATICAL OBJECTS 

Houjin have been discussed as a mathematical 

objects, however, it could be placed as a computational 

object. For example, Houjin with two numbers in each 

cell may be related to a matching problem: Stable 

Marriage Problem (SMP) [7].  An SMP of n men and n 

women requires two preference matrices: one indicating 

each man’s preference over the set of n women; and 

another indicating each woman’s preference over the set 

of n men. These two matrices may be combined as a 

Houjin with two-tuple of numbers (mij,,wij)where mij is 

the preference of man i to woman j and wij that of 

woman j to man i in each cell. A Houjin M={ mij } 

(W={ wij }) is a half Latin Houjin, since each number 

appears once and only once in each row (column). 

When these two Houjins are orthogonal the combined 

Houjin becomes a Greco-Latin Houjin (Euler Houjin).  

1. Recursive Houjin 

Recursive Houjin is defined to be a Houjin whose 

structure is the same one with another row and column 

added or the one deleted. For example, a recursive 

Houjin, can be generated by the SMP above. When the 

most popular man and woman, hence they are mutually 

the first order with each other, are added the resulted 
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Houjin with two-tuple is the recursive houjin (new row 

and column is added at the upper left corner).  

 

 

 

 

 

 

 

Fig.1. Recursive Houjin 
Houjin with some specific structure resulted from 

SMP can be used to study not only SMP (such as the 

Latin SMP [7]) but also Houjin itself such as the Euler 

Square. 
  

2. Symmetric Houjin 

The numbers in a Houjin can have symmetry. For 

example, the numbers of a pair of cells in a rotationally 

symmetric position can be complement. In 4×4 Houjin, 

for example, a complement numbers are two numbers 

that sum up to 17 such as 1 and 16; 12 and 5. Fig. 2 

shows three examples of 4×4 symmetric Houjin. 

         
Fig.2. Three examples of 4×4 symmetric Houjin 

Complement numbers are connected by the edge. 
  

III. DYNAMIC HOUJIN 

Dynamic Houjin can be considered as a special type 

of three dimensional Houjin whose shapes may not 

necessarily be cubic and one dimension is a specific 

type: time. An interesting property of the Dynamic 

Houjin proposed here satisfies the time sum constant is 

the specific number; and its partition is realized at each 

cell. Further, in three dimension Houjin of size N, N3 

distinct numbers appear, although the dynamic Houjin 

proposed here uses N2 distinct numbers and the the 

number set do not change as the time proceeds. 

Dynamic Houjin may be placed as a special type of 

cellular automata where the next state of each cell does 

not necessarily depend on the states of neighbor cells;  

rather depend on more global configuration of cell 

states. Further, it must satisfy the global constraints such 

as the constant sum for several directions (row, column, 

center diagonal and pan-diagonal). 

Dynamic Houjin is a new type of Houjin that 

changes as time step proceeds satisfying the two 

constrains: it must satisfy the constraint of the initial 

Houjin; and it has a constraint along the time dimension 

similar to the spatial constraint of the initial Houjin For 

example, the dynamic Houjin discussed here satisfies 

the constraint satisfied by the magic square: the equal 

sum in row, column, and center diagonal at each step; 

and at some specific time step the sum of every cell 

must be identical. We can build an example of 4×4 

dynamic Houjin based on 4×4 symmetric Houjin.  

When defining dynamic Houjin, an updating rule for 

generating the next Houjin from the current Houjin is 

required. A simple updating rule, for this case is 

exchanging the number in a symmetric position in the 

square (Fig. 3). Since the numbers in a symmetric 

position of the symmetric Houjin form a complement of 

17, this updating rule defines the dynamic Houjin of the 

period two. That is, it turns back the original Houjin in 

two steps; and further the numbers in each cell adds up 

to 17. We call two Houjins are complement when the 

numbers in one Houjin are complement to the numbers 

in the same cell in another Houjin. 

 
A dynamic Houjin with the period of 16 can be 

considered when four operators of exchanging rows and 

columns are involved (Fig. 4). We denote a Houjin by a 

number n and its complement by n’ and its horizontal 

(vertical) mirror image nX (nY) (Fig. 5). A Houjin nX is 

complement to nY. When the initial Houjin is S(0) (Fig. 

3 left) and the four operators R1, C1, R2 and C2 are 

applied four times in this order, the trajectory of the 

dynamic Houjin is shown in Fig. 6. The four operators 

are depicted by colored arrows. 

Note that the Houjin that appears after applying the 

four operators twice is the Houjin complement to the 

initial Houjin. That is, the Houjins in a symmetric 

position in the circle trajectory are complement with 

each other.  Also, a Houjin nX (nY) can be obtained by 

applying the four operators R1R2R1R2 (C1C2C1C2) to 

a Houjin n. 

1/1 2/1 3/1

1/2 2/2 3/2

1/3 2/3 3/3

1/1 2/1 

1/2 2/2 

1/1 

1 12 15 6

8 13 10 3

14 7 4 9

11 2 5 16

16 5 2 11 

9 4 7 14 

3 10 13 8 

6 15 12 1 

1 12 15 6 

8 13 10 3 

14 7 4 9 

11 2 5 16 

1 12 15 6

8 13 10 3

14 7 4 9

11 2 5 16

16 11 5 2 

7 14 9 4 

10 3 13 8 

15 12 1 6 

S(0) at time=0;     S(1)= S(0)’ at time=1 

Fig.3. A dynamic Houjin with period two. 
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Starting from the same initial Houjin but changing 

the orders of the application of four operators, several 

trajectories with distinct symmetric Houjins are 

obtained (Fig. 7). The trajectory 0-1-9-12-15Y-14X-10X-

4’-0’-1’-9’-12’-15X-14Y-10Y-4-0 is the same trajectory 

as that shown in Fig. 6. Fig. 7 shows a system of 

symmetric Houjins, including all possible trajectory 

when the four operators R1, R2, C1, C2 are applied in 

an arbitrary order. It can be observed that this system 

may be considered a development chart of torus, since a 

torus (not sphere) will be formed by connecting 

corresponding Houjins in the boundary. 

Another system that includes Houjins nR instead of 

n exists where nR is the 90 degree clock-wise rotation 

of the Houjin n. In this system, nR, nXR, nYR, and n’R 

appear instead of n, nX, nY, and n’, respectively.  

 
 

 
 

 

 

 

 

 

 

 

 

 

 

 

VI. DISCUSSIONS 

The study of a dynamic Houjin suggested the 

Houjins themselves would exhibit an external symmetry, 

although the studies Houjin mainly focused on the 

internal symmetry embedded in the numbers of a 

Houjin. For example, the trajectory of the dynamic 

Houjin (Fig. 6) indicated Houjins in a symmetric 

position form a complement of Houjin, while in a 

symmetric Houjin the numbers in a pair of numbers in 

the cells in a symmetric position form a complement. 

Another interesting property of the dynamic Houjin 

is that the numbers in the same cell add up to 136 which 

is the sum of all the numbers from 1 to 16 (that is 

17x16/2). However, which numbers (among 1 to 16) 

appears and how many times in a period depend on the 

cell, suggesting a possible relation to the partition 

number.  

Further, the dynamic Houjin proposed here is a 

specific type whose trajectory proceeds with the same 

set of operators applied repeatedly in a fixed order of 

operations; and the trajectory of a period is divided into 

two parts in which Houjins appear in a fixed order in the 

first half and then the complement Houjins appear in the 

reversed order in the last half. Various and more general 

trajectory and the way of change (application of 

operators) could be found.  

VI. CONCLUSION 

An attempt to develop new types of Houjin (square) 

has been made with an emphasis that Houjins would 

have external symmetry in the relation among Houjins 

other than the internal symmetry so far studied.  

Further, since Houjin is a mathematical object 

similar to numbers, each Houjin could have a specific 

character similarly to a specific numbers. Composing 

new type of Houjin is a design mathematics that is 

required for education in current Engineering and 

Science.  

 

 

 

 

 

 

 

 

Fig.4. Four operators to change Houjin

Fig.5. A Houjin n and its horizontal (left) a
nd vertical (right) mirror image nX and nY)
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Fig.7. A system of symmetric Houjins, includin
g all possible trajectory when the four operator

Fig.6. Trajectory of a dynamic Houjin starting fro
m S(0) and four operators R1, C1, R2 and C2 a

re applied in this order. 
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Abstract: Statistical en-route filtering (SEF) schemes can detect and eliminate false data injection attack in wireless 
sensor networks. However, SEF do not address the identification of compromised nodes injecting false reports. In this 
paper, we propose an immunity-based SEF to identify compromised nodes and achieve the earlier detection of false 
reports. In the proposed scheme, each node has a list of neighborhood and assigns credibility to each neighbor node. 
Each node can update the credibility of neighbor node based on success or failure of filtering and communication, and 
then use the updated credibility as the probability of next communication. Some simulation results show that the 
immunity-based SEF outperforms the original SEF. 
 
Keywords: wireless sensor networks, statistical en-route filtering, immunity-based approach. 

 
 

I. INTRODUCTION 

In the last decade, wireless sensor networks have 
paid much attention because of the popularization of 
sensor nodes that are smaller, cheaper, and more 
intelligent [1]. In large-sized wireless sensor networks 
including a lot of sensor nodes, a detected event report 
can be sent to base station (user) using multi-hop 
communication where intermediate nodes forward the 
report. Wireless sensor networks may also be deployed 
in potentially hostile environment, so that the issue of 
security must be addressed. Attackers can compromise 
sensor nodes to inject false data reports of non-existing 
or bogus events using the compromised nodes. Such an 
attack is called false data injection attack [2]. The attack 
may cause not only false alarms but also the depletion 
of the limited energy of the nodes forwarding these 
reports to the base station. 

Several research efforts [2-7] have proposed 
schemes to overcome such attack. The statistical en-
route filtering (SEF) scheme [3] can probabilistically 
filter out false reports en-route in the dense deployment 
of large sensor networks. In SEF, assuming that the 
same event can be detected by multiple nodes, 
forwarding nodes along the way to base station can 
statistically detect false reports. SEF has achieved the 
early detection of false data reports with low 
computation and communication overhead. There are 
several revised en-route filtering schemes, for example, 
the dynamic en-route filtering [4], the multipath en-
route filtering [5], the ticket-based en-route filtering [6], 

and LEDS [7]. However, these schemes do not address 
the identification of compromised nodes injecting false 
reports. If the compromised nodes are successfully 
identified, then neighbor nodes of the compromised 
nodes can drop false reports at an earlier stage. 

For the detection of fault nodes on networks, an 
immunity-based diagnostic model [8] has been proposed 
inspired by the Jerne's idiotypic network hypothesis [9]. 
In the diagnosis, each node has the capability of testing 
the neighbor nodes, and being tested by the adjacent 
others as well. Based on the test outcomes, each node 
calculates its credibility. However, compromised nodes 
can not only output bogus test outcomes but also 
calculate the credibility at random. 

In this paper, we propose an immunity-based SEF to 
identify compromised nodes. In the proposed scheme, 
each node has a list of neighborhood and assigns 
credibility to each neighbor node. Each node can not 
only update the credibility of neighbor node based on 
success or failure of filtering and communication but 
also use the updated credibility as the probability of 
next communication. We carry out some simulations to 
evaluate the performance of the proposed scheme. Some 
results show that the immunity-based SEF outperforms 
the original SEF. 

II. SENSOR NETWORK MODEL 

Following the previous studies on SEF, we also 
consider a large sensor network composed of a lot of 
sensor nodes and a base station which is a data 
collection center. We further assume that the sensor 
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nodes are deployed in high density, so that an event 
(sensing target) can be detected by multiple surrounding 
nodes. Because it is useless for each of the detecting 
nodes to send the event report (e.g., the location, the 
time, and the type of event) to the base station, one of 
them is elected as the cluster head. The cluster head 
collects and summarizes all the received event reports, 
and forward a synthesized report toward the base station. 
The report potentially traverses a large number of hops. 

We assume that the attacker can compromise a node 
to obtain the security information installed in the node. 
Once compromised, the node can be used to inject false 
data reports of bogus events. However, we consider the 
attacker cannot defeat the base station because the base 
station has powerful security. Furthermore, this paper 
does not focus on various other attacks, for instance, 
false negative attacks and Dos attacks, by the 
compromised node. 

III. STATISTICAL EN-ROUTE FILTERING 
(SEF) [3] 

SEF can probabilistically filter out false reports en-
route. SEF exploits collective decision-making by 
multiple detecting nodes and collective false detection 
by multiple forwarding nodes. SEF consists of three 
major components: (1) key assignment and report 
generation, (2) en-route filtering, and (3) base station 
verification. 

1. Key assignment and report generation 
The process of key assignment and report generation 

is as follows: 
1) The base station (BS) maintains a global key pool 

of N secret keys {𝐾𝑖 , 0 ≤ 𝑖 ≤ 𝑁 − 1}, divided into 
n non-overlapping partitions. Each partition has m 
keys. In other words, 𝑁 = 𝑚 𝑛. 

2) Before each sensor node is deployed, it stores 
randomly chosen k (k < m) keys from a randomly 
selected partition in the key pool. 

3) When an event appears, multiple surrounding 
nodes can detect the event. A cluster head (CH) is 
elected from the detecting nodes to generate the 
event report. 

4) Each of the nodes that detected the event generates 
a keyed message authentication code (MAC) Mi 
using the event report E and randomly selected Ki, 
one of its k stored keys. Each detecting node then 
sends {i, Mi}, the key index and the MAC, to the 
CH. Ki is secret while Mi is public. 

5) The CH collects all the {i, Mi}s from the detecting 
nodes and randomly chooses T MACs from 
distinct partitions. This set of multiple MACs acts 
as the proof that the report is legitimate. Then the 
CH sends the final report attached T key indices 
and T MACs like {𝐸, 𝑖1,𝑀𝑖1, 𝑖2,𝑀𝑖2, … , 𝑖𝑇 ,𝑀𝑖𝑇} 
toward the BS. 

Fig.1 illustrates the example of the key assignment 
and report generation in SEF. In this figure, the BS has a 
global key pool of N = 12 keys divided into n = 4 
partitions, each of which has m = 3 keys. Each sensor 
node randomly picks k = 2 secret keys from one 
partition of the key pool. After each detecting node 
endorses the event report by producing a keyed MAC 
using one of its stored 2 keys, the CH collects all the 
MACs from the detecting nodes and attaches randomly 
selected T = 3 MACs, that is, M2, M9 and M10 to the 
event report E. 

 

 
Fig.1. Example of the key assignment and report 
generation in SEF with 12 keys, 4 partitions, 3 keys in 
each partition, 2 keys in each node, and 3 MACs 
attached to event report. 

 

2. En-route filtering 
In en-route filtering process, intermediate 

forwarding nodes verify the correctness of the MACs 
probabilistically and drop a report with forged MACs 
en-route. The en-route filtering process is as follows: 
1) Since a legitimate report carries exactly T MACs 

produced by T keys of distinct partitions, a report 
with less than T MACs or more than one MACs in 
the same partition is dropped.  

2) Because of the randomized key assignment, each 
forwarding node has certain probability to possess 
one of the keys that are used to produce the T 
MACs. If forwarding node finds out that it has one 
of the T keys in the report, it reproduces the MAC 
using its stored key and compares the result with 
the corresponding MAC attached in the report. If 
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the attached MAC is different from the reproduced 
one, the report is dropped.  

3) When intermediate node does not have any of the 
T keys, the node forwards the report to the next 
hop.  

The key assignment ensures that each node can 
produce only partial proof for a report. A single 
compromised node has to forge MACs to assemble a 
seemingly complete proof in order to forward false 
reports. In Fig.2, since a malicious node has 2 keys from 
only partition 1, it needs to forge the other 2 MACs, M9 
and M10. The report with the forged MACs is dropped 
because the correctness of the MACs can be verified by 
the intermediate node with K10. 

 

 
Fig.2. Case that a false report with forged MACs from a 
malicious node is dropped by the intermediate 
forwarding node. 

 

3. Base station verification 
Due to the statistical nature of the detection 

mechanism, a few bogus reports with invalid MACs 
may escape en-route filtering and reach the BS. In base 
station verification process, the BS further verifies the 
correctness of each MAC and eliminates false reports 
that elude en-route filtering. 

IV. PROPOSED IMMUNITY-BASED SEF 

The original and revised SEFs do not deal with the 
identification of compromised nodes injecting false 
reports. Simple trace back is futile if the compromised 
nodes tell a lie that the false reports are received from 
the other nodes. To detect fault nodes in networks, the 
immunity-based diagnostic model [8] is a promising 
approach. In the diagnosis, each node has the capability 
of testing the neighbor nodes, and being tested by the 
adjacent others as well. Based on the test outcomes, 
each node calculates its own credibility. However, 

malicious nodes can not only output bogus test 
outcomes but also calculate the credibility at random. 

Therefore, we propose an immunity-based SEF 
scheme to identify compromised nodes. In the proposed 
scheme, each node has a list of neighborhood and 
assigns a state variable 𝑅 ∈ [0, 1] indicating credibility 
of neighbor to each neighbor node. Note that each node 
does not have its own credibility. Node j updates the 
credibility Rji of the previous neighbor node i sending 
the event report based on its filtering result and the 
reply from next neighbor node k as follows: 
 
𝑅𝑗𝑖(𝑡 + 1) =

⎩
⎪⎪
⎨

⎪⎪
⎧𝑅𝑗𝑖(𝑡) + ∆𝑠  if node 𝑗 receives the reply

from next node 𝑘

𝑅𝑗𝑖(𝑡) − ∆𝑓  if node 𝑗 does not receives
the reply from next node 𝑘

𝑅𝑗𝑖(𝑡) − ∆𝑑
if node 𝑗 drops the report
using SEF

�      (1) 

 
The initial value of credibility Rji(0) is 1. If 

credibility Rji(t) is over 1 (under 0), it is set to 1 (0). The 
values of the parameters ∆𝑠, ∆𝑓   and ∆𝑑 should be 
chosen through mathematical analysis and simulation. 

For example, in Fig.3, node i increases the 
credibility Rih of the previous node h because the reply 
from next node j can be received. However, node j 
decreases the credibility Rji of the previous node i 
because next node k drops the event report using SEF 
and does not reply to node j. Since node k filters out the 
report by itself, the credibility Rkj of the previous node j 
also decreases. 

 

 
Fig.3. An immunity-based SEF scheme for identifying 
compromised nodes. 

 
Only the credibility update process cannot achieve 

the identification of compromised nodes. For instance, 
in Fig.3, if node h is compromised, false reports are still 
forwarded toward node k. Therefore each node uses the 
updated credibility as the probability of next 
communication. In the same example, node i has 
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adversely higher probability of receiving the report from 
compromised node h because of the increase of the 
credibility Rih. However, since node j has lower 
probability of receiving the report from node i, node i 
may fail to communicate with node j at next stage, and 
then the credibility Rih of the previous node h in the 
neighbors list of node i decreases. Although the 
credibility Rkj of the previous node j in the neighbors list 
of node k decreases at first, if node j sends legitimate 
reports received from the other previous nodes to node k, 
the credibility Rkj can be recovered. By iterating the 
credibility update and the communication based on the 
updated credibility, our scheme will be expected to 
inhibit neighbor nodes of compromised nodes from 
forwarding false reports. 

V. SIMULATION RESULTS 

We carry out some simulations to evaluate the 
performance of the proposed scheme. Simulation 
conditions are the same as [3]: 340 nodes are uniformly 
distributed in a field which size is 200 x 20 m2. One 
base station and one event source sit in opposite ends of 
the field, with about 100 hops in between. The BS has a 
global key pool of 1000 keys divided into 10 partitions, 
each of which has 100 keys. Each node has 50 keys, and 
5 MACs are attached to event report. The results are 
averaged over 10 network topologies. 

Fig.4 shows the percentage of dropped false reports 
as a function of the number of forwarding nodes for 
immunity-based approach (∆𝑠, = ∆𝑓= ∆𝑑=0.02) and 
SEF, respectively in case that one node is compromised 
and 1000 bogus reports are sent by the compromised 
node. Results show that as false reports are forwarded, 
more and more reports are dropped: about 100% bogus 
reports are detected within 20 forwarding nodes for both 
methods. Furthermore, about 65% false reports are 
dropped by the original SEF within 5 intermediate 
nodes, while about 73% reports are filtered out by the 
immunity-based SEF. We confirm that the immunity-
based SEF can achieve the earlier detection of false 
reports than the original SEF. 

VI. CONCLUSION 

In this paper, we proposed an immunity-based SEF 
scheme for identifying compromised nodes in wireless 
sensor networks. Some results show that the immunity-
based SEF outperforms the original SEF. In future, the 
proposed scheme will be additionally combined with 
other security mechanisms for higher security level. 

 
Fig.4. Percentage of dropped false reports as a function 
of the number of forwarding nodes for immunity-based 
approach and SEF, respectively. 
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Abstract: We have utilized immunity-based diagnosis to detect abnormal behavior of components on a motherboard. 
The immunity-based diagnostic model monitors voltages of some components, CPU temperatures, and fan speeds. 
After simulating the abnormal behaviors of some components on the motherboard, we assessed the ability of the 
immunity-based diagnostic model to detect these abnormalities. To improve the diagnostic accuracy of the model, 
which can be decreased by isolated nodes, we used multiple diagnostic networks to connect isolated nodes to a 
network or other isolated nodes. This simulation showed that the immunity-based diagnostic model containing multi
ple diagnostic networks was an effective method for detecting abnormal behavior of components on the motherboard.  
 
Keywords: Immunity-based system, fault diagnosis, sensor network, motherboard, immune network 

 

 

I. INTRODUCTION 

The prevalence of technology for cloud computing 

has increased the demand for data centers that provide 

such cloud computing. Each server in these data centers 

must therefore be available for data processing and data 

transmission. To maintain system availability, it is 

important to detect abnormalities during their early 

stages, before system failure. 

The simplest way of diagnosing abnormalities 

consists of evaluating each component individually by 

comparing the output value of its sensor with a 

predetermined threshold value. However, it is difficult 

to identify the abnormal component using this method 

[1]. Another method of diagnosis uses an immunity-

based diagnostic model [2-5], which was derived 

primarily from the concept of an immune network [6]. 

In this diagnostic model, mutual tests are performed 

among nodes and the dynamic propagation of active 

states. This diagnostic model has been used to diagnose 

node faults in processing plants [7], to the self-

monitoring/self-repairing in distributed intrusion 

detection systems [3], and to sensor-based diagnostics 

for automobile engines [4].  

We previously applied immunity-based diagnosis to 

the detection of abnormal behaviors of components on a 

motherboard [8]. After simulating the abnormal 

behaviors of some components on the motherboard, we 

evaluated the ability of this model to diagnose 

abnormalities of components of motherboard sensors in 

two experiments. In the first experiment, we found that 

the immunity-based diagnostic model outperformed a 

stand-alone diagnostic model. In the second experiment, 

which compared a fully-connected network with a 

correlation-based network for mutually testing the 

credibility of sensors, we found that the correlation-

based network had greater diagnostic accuracy in all test 

cases. In addition, we utilized a hybrid model, 

consisting of the stand-alone and immunity-based 

diagnostic models, to diagnose nodes connected to the 

network and isolated from the network. We found, 

however, that the accuracy of hybrid diagnosis  for 

isolated nodes was dependent on the stand-alone 

diagnostic model. These isolated nodes could decrease 

the diagnostic accuracy of the hybrid model. In this 

paper, we sought to improve diagnostic accuracy of 

multiple diagnostic networks by connecting the isolated 

nodes with one of the networks. 

II. Embedded Sensors on the Motherboard 

Since a motherboard has multiple sensors, including 

voltage, temperature, and fan speed sensors, 

abnormalities on the motherboard can be detected by 

monitoring these sensors. We therefore used sensor 

output values for diagnosis of the motherboard. 

We collected sensor output values on a server from 

July 27 to September 18. The specifications of the 

server are shown in Table 1. The average air 

temperature during that period was 25.3 °C, ranging 

from 20.1°C to 32.8°C. Data were collected using 

lm_sensors, a hardware health monitoring package for 
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Linux that allows information to be obtained from 

temperature, voltage, and fan speed sensors. 

Table 1. Server specifications 
Motherboard Supermicro® X7DVL-I 

OS Debian GUN/Linux 5.0 

Kernel 2.6.26-2-amd64 

Module 
lm-sensors version 3.0.2 

with libesensors version 3.0.2 

CPU Intel® Xeon E5410 2.33GHz×2 

Power supply Thermaltake Toughpower 700w 

Fan 

XFan model: RDM8025B×2 

Gantle Typhoon D0925C12B2AP×2

ADDA CFX-120S 

After collecting the output values from all 29 

sensors on the motherboard, we calculated the 

correlation coefficients of all sensors. We observed 

correlations involving 5 sensors (Table 2), and we 

therefore used these 5 sensors for evaluation.  

Table 2. Sensors used for evaluation and range of s
ensor output values 

Sensor Component Range Mean 
Standard

deviation

CPU1 
CPU 

temperature 
11.00-48.00(°C) 18.68 4.55 

Core2 
Core2 

temperature 
35.00-72.00(°C) 42.79 4.45 

VcoreA CoreA voltage 1.11-1.19(V) 1.121 0.007 

Vbat 
Internal 

battery voltage 
3.23-3.26(V) 3.237 0.009 

Fan5 Fan speed 1012-1044(RPM) 1034 5.021 

III. Immunity-Based Diagnostic Model 

The immunity-based diagnostic model has the 

feature of a dynamic network, in which diagnoses are 

performed by mutually testing nodes (i.e., sensors) and 

by dynamically propagating their active states. In this 

paper, the targets of the immunity-based diagnosis are 

components with a sensor embedded on a motherboard. 

Each sensor can test linked sensors and can be tested by 

linked sensors. Each sensor is ass ned a state variable 

ܴ௜ indicating its credibility.  

ig

The initial value of credibility ܴ௜(0) is 1. The aim of 

diagnosis is to decrease the credibility of all abnormal 

sensors. That is, according to this model, if the 

credibility of a sensor is below a threshold value, that 

sensor is considered abnormal.  

When the value of credibility ܴ௜ is between 0 and 1, 

the model is called a gray model, reflecting the 

ambiguous nature of credibility. The gray model can be 

expressed by the equation:   

ௗ௥೔ሺ௧ሻ
ௗ௧

ൌ ∑ ௝ܶ௜
ା

௝ܴሺݐሻ௝ െ  ሻ,          (1)ݐ௜ሺݎ

Where 

ܴ௜ ൌ
ଵାୣ୶୮ ሺି௥೔ሺ௧ሻሻ

ଵ  ,              

௜ܶ௝
ା ൌ ൜ ௜ܶ௝ ൅ ௝ܶ௜ െ 1, if one of evaluation from i to j or j to i exists,          

   (3) 

(2) 

0,                   if neither evaluation from i to j nor j to i exists,

௜ܶ௝ ൌ ቐ
 1,         if a balance formula between sensors ݅ and ݆ is satisfied,        
െ1,      if a balance formula between sensors ݅ and ݆ is not satisfied,
0,         if there is no balance formula between sensors ݅ and ݆.           

       (4) 

In the right-hand side of Equation (1), the first term 

is the sum of evaluations from other nodes for node i. 

The second term is an inhibition term that maintains 

ambiguous states of credibility. In this model, 

equilibrium points satisfy the equation ݎ௜ (t) 

=∑ ௝ܶ௜
ା

௝ܴሺݐሻ௝ . Thus ܴ௜ monotonically reflects the value 

of ∑ ௝ܶ௜
ା

௝ܴሺݐሻ௝ . If ∑ ௝ܶ௜
ା

௝ܴሺݐሻ௝  is close to 0, then ܴ௜ is 

close to 0.5. The balance formulas were determined by 

calculating the relationships of the output values of the 

sensors (Table 3).  

Table 3. Balance formulas between sensors 
Sensor Balance formula 

CPU1-Core2 |CPU1-Core2| ≤ 26 

CPU1-VCoreA |CPU1-VCoreA×25| ≤ 20 

CPU1-Vbat |CPU1-Vbat×9| ≤ 18 

CPU1-Fan5 |CPU1-Fan5/34| ≤ 18 

Core2-VCoreA |Core2-VcoreA×45.5| ≤ 28 

Core2-Vbat |Core2-Vbat×16| ≤ 20 

Core2-Fan5 |Core2-Fan5/19| ≤ 21 

VCoreA-Vbat |VCoreA-Vbat/2.8| ≤ 0.05 

VCoreA-Fan5 |VCoreA-Fan5/893| ≤ 0.07 

Vbat-Fan5 |Vbat-Fan5/316| ≤ 0.07 

IV. Evaluation of the immunity-based 
diagnosis for motherboard sensors 

We evaluated the immunity-based diagnostic model 

for motherboard sensors by a simulation, using the four 

test cases shown in Table 4. 

Test cases 1 and 2 assumed that the speeds of Fan5 

were far outside the range shown in Table 2. A 

significant decrease in Fan speed (test case 1) would 

therefore cause the CPU temperature to rise, with the 

overheated CPU causing the server to crash. Conversely, 

a significant increase in Fan speed (test case 2) would 

waste power and decrease the life span of the Fan. 

Therefore, test cases 1 and 2 represent abnormal 

conditions. 

Test cases 3 and 4 assumed that the output values of 

the sensors were slightly out of the range shown in 

Table 2. Test case 3 assumed that the speed of Fan5 was 
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slightly higher than that shown in Table 2, but that Fan5 

was not abnormal. Test case 4 assumed that the 

temperature of CPU1 was slightly higher than that 

shown in Table 2, but that CPU1 was not abnormal. 

Temperatures outside the range are not always abnormal, 

because these temperatures depend on room 

temperature. Therefore, test cases 3 and 4 represent 

normal conditions.  

Table 4. Test cases 

Case 
Sensor output value 

State 
CPU1 Core2 VcoreA Vbat Fan5 

1 70 65 1.12 3.23 200 Abnormal

2 9 35 1.12 3.23 2000 Abnormal

3 14 35 1.12 3.23 1050 Normal 

4 50 60 1.12 3.23 1020 Normal 

1. Correlation-based network 

We previously described the construction of a 

correlation-based network [8], using the correlation 

coefficients shown in Figure 1. In the model presented 

here, we removed a weakly correlated network from a 

fully-connected network, forming a correlation-based 

network, because these connections may be unreliable 

for mutually testing the credibility of their sensors. 

Table 5 shows the results of correlation-based networks. 

Each value is a sensor credibility, i.e., ܴ௜ of Equation 

(2). 

 
Fig. 1. Correlation-based network 

 

Table 5. Results of a correlation-based network 

Test 
case 

Credibility 
Decision Accuracy

CPU1 Core2 VcoreA Vbat Fan5 

1 0.87 0.97 0.50 0.87 0.00 X O 

2 0.87 0.97 0.50 0.87 0.00 X O 

3 0.98 0.99 0.50 0.88 0.98 O O 

4 0.67 0.95 0.50 0.87 0.67 O O 

 In Table 5, we assumed that a component on the 

motherboard was abnormal if its credibility was less 

than 0.1. A diagnostic decision of “O” indicates an 

absence of abnormality, whereas a diagnostic decision 

of “X” indicates an abnormality. An accuracy of “O” 

indicates a correct decision, whereas an accuracy of “X” 

indicates an incorrect decision. 

The diagnostic model correctly identified the 

abnormal Fan5 in test cases 1 and 2, and did not falsely 

identify abnormalities in test cases 3 and 4. However, 

this diagnostic model could not correctly diagnose the 

isolated sensor, because the credibility of the isolated 

VcoreA sensor was always 0.50. 

2. Multiple diagnostic networks 

We hypothesized that utilizing multiple diagnostic 

networks, in which isolated nodes are connected to a 

network or another isolated node, would approve 

diagnostic accuracy. 

All combinations of the multiple networks used for 

immunity-based diagnosis are shown in Figure 2. Each 

evaluation was based on the four test cases shown in 

Table 4. The diagnostic accuracy of all multiple 

networks is shown in Table 6. 

In Table 6, a diagnostic accuracy of “P” indicates 

that the diagnostic model could not identify the 

abnormal component, although it detected multiple 

abnormalities.  

 

 
Fig. 2 Multiple diagnostic networks 
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Table 6. Diagnostic accuracy of multiple networks 

Test 
case 

(A) (B) (C) (D) (E) (F) (G) (H) (I) (J)

1 O X O X X O O X P X

2 O X O X X O O O X X

3 O O O O O O O X O O

4 O X O O O O O O X O

We found that diagnostic models (A), (C), (F) and 

(G) made correct decisions, whereas the other 

diagnostic models made incorrect decisions. 

In test cases 1, 2 and 3, each of the diagnostic 

networks (A), (C), (F) and (G) consisted of 3 sensors 

including Fan5. In contrast, the other diagnostic 

networks either consisted of 2 sensors including Fan5 or 

were weakly correlated networks. In test case 4, all 

diagnostic networks other than (B) and (I) showed 

results similar to those of CPU1.  

For example, Table 7 shows the successful results of 

diagnostic network (C), and Table 8 shows the 

unsuccessful results of diagnostic network (I). 

Table 7. Results of diagnostic model (C) 

Test 
case 

Credibility 
Decision Accuracy

CPU1 Core2 VcoreA Vbat Fan5 

1 0.640 0.640 0.659 0.659 0.021 X O 

2 0.640 0.640 0.659 0.659 0.021 X O 

3 0.844 0.844 0.659 0.659 0.844 O O 

4 0.385 0.683 0.659 0.659 0.385 O O 

Table 8. Results of diagnostic model (I) 

Test 
case 

Credibility 
Decision Accuracy

CPU1 Core2 VcoreA Vbat Fan5 

1 0.021 0.293 0.640 0.640 0.293 X P 

2 0.385 0.293 0.683 0.385 0.293 O X 

3 0.844 0.659 0.844 0.844 0.659 O O 

4 0.021 0.659 0.640 0.640 0.659 X X 

The diagnostic model in Table 7 misidentified the 

normal CPU1 in test case 1, and misidentified the 

abnormal Fan5 in test case 2. These results indicate that 

an immunity-based diagnostic model could not diagnose 

sensors on a weakly correlated network consisting of 2 

sensors.  

In test case 4 of Table 8, the diagnostic network 

misidentified the normal CPU1 due to a weak 

correlation network, although CPU1 belongs to the 

diagnostic network consisting of 3 sensors. 

This simulation showed that diagnostic accuracy 

depends on the size of the network and the correlation 

between nodes. 

V. CONCLUSION 

We applied immunity-based diagnosis to the 

detection of abnormal behaviors of components on a 

motherboard. We simulated the abnormal behaviors of 

some components on the motherboard, and we 

evaluated all the combinations of the diagnostic 

networks. We showed that diagnostic accuracy depends 

on the size of the network and the correlation between 

nodes of the network. In addition, we showed that the 

immunity-based diagnostic model with multiple 

diagnostic networks was an effective method for 

detecting abnormal behavior of components on the 

motherboard.  

In future, we will attempt to determine the 

relationships among diagnostic network topologies and 

correlation between nodes, and to improve the accuracy 

of the diagnostic model. 
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Abstract: Keystroke data from keyboard input is time-series data and follows a fixed pattern. However, it is difficult to 

intuitively grasp the meaning of the data. In this study, we investigated visualization methods for keystroke data, which 

is a form of biometric information. We extracted feature indices from the keystroke timing between consonant-vowel 

letter pairs in Japanese text input and propose three visualization methods: two consonant-vowel doughnut methods, a 

consonant-vowel matrix method and a keyboard layout method. These patterns of visualization are expected to be 

useful in analyzing personal characteristics and authenticating users 

 

Keywords: Visualization, Keystroke dynamics, Information security, Man-machine interface. 

 

 

I. INTRODUCTION 

Computers are essential in today's information 

society, and with the increased frequency of using 

keyboards, applications that utilize keystroke data are 

expected to lead to innovations in various fields. 

Keystroke data is regarded as a form of biometric 

information from which various personal characteristics 

can be extracted [1–3]. However, keystroke data is time-

series data and difficult to understand intuitively. In this 

study, we aim to develop methods for visualizing 

keystroke data in order to extract various personal 

characteristics. 

Prior research on the visualization of keystroke data 

is limited. Neumann et al. [4] have proposed a method 

for visualizing input data in order to make signatures 

and postcard-like art for e-mail and other forms of 

Internet communication. 

In this study, we propose methods for visualizing 

keystroke data obtained from free typing of Japanese 

text in order to reveal personal characteristics. 

 

II. Typing Data Collecting System 

This section describes the keystroke data collection 

system[5]. In this study, we used a web-based system 

that is able to collect keystroke data from a large 

number of participants in a single experiment. The 

system uses typing support software that was familiar to 

the participants, thereby lowering effects related to 

unfamiliarity and tension. Figure 1 shows a screenshot 

of the software interface used in this study. 

The document display screen allows participants 

who are skilled typists to input text while viewing the 

Japanese text displayed in the upper row. Less skilled 

typists can type while viewing the Latin alphabet text 

displayed in the middle row. Latin alphabet text is 

removed from the screen as it is typed, allowing 

confirmation of mistyped characters. The top row 

displays the number of keystrokes, the number of errors, 

and the amount of time remaining. Because this 

experiment focuses only on Latin alphabet input 

keystroke, by design Latin character input is not 

converted into Japanese kanji characters.  

While participants are typing, browser-embedded 

JavaScript code records character input, key press times, 

and key release times. Times are recorded using UNIX 

times (millisecond precision). Recorded data was sent to 

a server using Ajax.  
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Fig. 1.  Screenshot of interface of keystroke data 

collecting system. 

 

III. CONSONANT-VOWEL DOUGHNUT 

METHODS 

 In this section, we propose two consonant-vowel 

doughnut methods: an absolute transition time method 

and a relative transition time method, the latter of which 

is based on the time variance from the average transition 

time of all participants. 

3.1 ABSOLUTE TRANSITION TIME METHOD 

The visualization procedure is as follows: 

1. Define incoming alphabetic characters as nodes. 

Exclude the letters "l", "q", "v" and "x", which 

have a low frequency of occurrence. 

2. Arrange the letters in a circular doughnut 

arrangement, with vowels on the inner circle and 

consonants on the outer circle. Indicate 

consonant-vowel letter pairs (hiragana) that 

appear three times or more using edges. 

3. Display the color-coded edges, as indicated in 

Table 1, on the basis of the transition time T 

between pressing a key and the next key. 

 

Table 1. Edge colors according to transition time T 

Transition Time T [ms]  Color  

 T < 70  Red  

70 < T < 100  Peach  

100 < T < 130  Yellow  

130 < T < 160  Green  

160 < T < 190  Blue  

190 < T  Not colored  

 

 

 

 
Fig. 2. Visualization pattern based on the absolute 

transition time method (fast typing) 

 

 
Fig. 3. Visualization pattern based on the absolute 

transition time method (slow typing) 

 

 
Fig. 4. Visualization pattern based on the absolute 

transition time method (Hepburn Romanization, "ji" 

typed quickly) 

 

 Figure 2 shows a visualization pattern for a 

participant who typed Japanese text. It can be seen that 

the typing speed of this participant was fast, as many 

edges are colored red and peach. On the other hand, 

Fig. 3 shows many blue edges, indicating that the 

typing speed of the participant was slow. In Fig. 4, the 

edge for "ji" indicates a fast typing speed for this pair, 

from which we can ascertain that the participant used 

the Hepburn system of Romanization. 
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3.2 RELATIVE TRANSITION TIME METHOD 
 

Here, we focus the time variance ΔT (=T - T ) between 

targeted transition time T and the average transition time 

of all participants, T . Edges from consonants to vowels 

are color-coded for only three conditions: fast, average 

and slow, based on the time variance ΔT. No color is 

shown for other conditions. 

The visualization procedure is as follows: 

1. Calculate the average transition time T  of all 

participants. 

2. Seek the time variance ΔT between transition time 

T of a participant and the average transition time of 

all participants, T . 

3. Draw color-coded edges from consonants to 

vowels according to Table 2. 

 

Table 2. Edge colors according to time variance ΔT  

Time Variance ΔT [ms]  Color  

ΔT < －60 (fast)  Green  

－5 < ΔT < 5 (average)  Black  

60 < ΔT (slow)  Yellow  

Other 

（5 ms < |ΔT| < 60 ms)  

Not 

colored  

 
Fig. 5. Visualization pattern based on relative transition 

time method (fast typing) 

 

 Figures 5 and 6 show examples of visualization 

patterns created using this method. As all edges for the 

participant in Fig. 5 are colored green, it is indicated 

that the typing speed of the participant is faster the 

average. Meanwhile, in Fig. 6, many edges for the 

participant are colored yellow and black, indicating that 

the typing speed of the participant is slower than the 

average. However, only the edge from "y" to "u" is 

colored green, which shows that the participant has a 

habit such as typing "y" with the left index finger. In 

addition, only black edges or no edges at all are seen for 

typing of "n" to "n" by all participants, indicating that 

there is no difference in the input time of the transition 

time among any participants. 

 

 
Fig. 6. Visualization pattern based on the relative 

transition time method (slow typing) 

 

IV. CONSONANT-VOWEL MATRIX 

METHOD 

The visualization procedure is as follows: 

1. For hiragana input of consonant-vowel pairs, place 

consonants of the first letter in columns (vertical) 

and vowels of the second letter in rows 

(horizontal). Exclude "c", "f", "j", "l", "p", "q", "v" 

and "x" because of their low frequency of 

occurrence. 

2. Prepare two keystroke data sets for input by a 

participant. Obtain variances in the transition time 

for each single letter. Consonant-vowel letter pairs 

(hiragana) that appear three times or more are 

targeted for both data sets. Letters with small time 

variance are colored dark red and letters with large 

time variance are colored light red. Thus, the 

figure is configured to be displayed entirely in dark 

red if files are input by the same participant, and 

displayed in white and light red when the files are 

input by different participants. 

 

Figure 7 shows an image of when a participant typed 

three different texts. The participant’s identity can be 

confirmed because most of the image is colored dark 

red. Meanwhile, Fig. 8 shows an image comparing text 

typed by a different participant. In most cases, typing 

differs between participants, and thus the image is 

generally displayed in light red. 
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Fig. 7. Visualization pattern based on the consonant-

vowel matrix method for a certain participant. 

 

 

Fig. 8. Visualization pattern based on the consonant-

vowel matrix method for different participants. 

 

V. Keyboard layout method 

 

The visualization procedure is as follows: 

 

1. Place nodes in the same layout as the QWERTY 

keyboard. 

2. The average time of pressing a letter is displayed 

as red circles on the nodes, and the transition time 

is displayed as light blue links. Shorter times are 

shown in darker colors. 

 

  Figure 9 shows a visualization pattern based on this 

method. For this method, it is verified that a similar 

network is created even if different texts are typed. In 

addition, Fig. 9 shows that movements are more active 

on the right side of the keyboard, which suggests the 

participant is right-handed. 

 

 
Fig. 9. Visualization pattern based on the keyboard 

layout method 

 

 

VI. CONCLUSIONS 

In this study, various methods for visualizing 

keystroke data were proposed, and the results showed 

that the methods were effective in revealing the 

characteristics of individuals. 

In future work, we plan to study changes in 

visualization images the typing of English text, 

programming languages and other documents in 

addition to Japanese texts. We also plan to investigate 

typing by non-Japanese participants. In addition, we 

considered only transition time in this work, and 

therefore we would like to consider other keystroke 

times as well. 
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Abstract: Experiments are a valuable tool in reinforcing important concepts in engineering students. In prece

dence research, we considered the technical skill education imparted during engineering experiments and analy

ze eye and arm movements of the teachers and students in the experiments. Purpose of this research is impro

vement of engineering experiment by visualization of skills. We visualized the teaching materials movie of the

 teacher and student. Furthermore, it made clear a weak point of engineering experiment using principal comp

onent analysis and protocol analysis. As a result it was able to make sure of having weak point consciousnes

s with default setting of device and relation of connection of device. 

 

Keywords: visualization, skill, experiments education, learning point, principal component analysis,            

protocol analysis. 

 

 

I. I�TRODUCTIO� 

Experiments are a valuable tool in reinforcing 

important concepts in engineering students.  

Numerous trials for improvement of engineering 

experiment and training by linking experiment method 

with lectures are documented in literature [1]-[3]. There 

are some students who get the knack of experiment, but 

on the other hand there are many students who cannot 

get it. A student getting the knack of experiment 

arranges measuring device simply and understands the 

operation in a short time. But for most students the 

arrangement of measuring device is chaotic and 

moreover they need to get used to its operation. In 

precedence research, we considered the technical skill 

education imparted during engineering experiments and 

analyze eye and arm movements of the teachers and 

students in the experiments[4]-[6]. As a result the sign 

parameter was derived. The first was consciousness of 

experiment time. The second was the operation of 

experiment device. The third understand of experiment 

step [7]. Previously these parameters were not take into 

consideration in experimental education, however our 

research strongly supports inclusion of these parameter 

in improvement of educate method. 

But a weak point of a student is not clear, and it is not 

the experiment improvement which considered it. 

Purpose of this research is improvement of engineering 

experiment by visualization of skills. We visualize the 

teaching materials movie of the teacher and student. 

Furthermore, it makes clear a weak point of engineering 

experiment using principal component analysis and 

protocol analysis. 

 

            II. VISUALIZATIO� OF VIEW      

            TRA�SITIO� 

At first we did visualization of a point of student 

experiment for experiment improvement. The 

experiment intended for ten students and a teacher. 

Subject experiments using view camera and records 

view image. Using this image, it did visualization by 

showing stationary time and view transition of subject 

by directed graph. We compare a student with a teacher 

using the result and make clear the difference. A theme 

of experiment is electric instrument error measurement. 

Fig.1 shows the experiment conditions. Node of graph 

shows stationary time of a gaze point. An edge 

represents direction and number of times of view 

transition. It shows view transition graph of a teacher by 

fig.2. It shows view transition graph of a student by 

fig.3. As for the teacher, pattern along experiment 

procedures manual is found. For example, it makes sure 

with following step, measurement device →  power 
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supply →  measurement device →  procedures text. 

On the other hand, as for the student, pattern is not 

established. In particular there is much movement to be 

useless in measurement device node neighborhood. On 

this account even if stationary time gets longer and 

compares a teacher, experiment time becomes long. 

From this thing, a weak point of a student understands 

that it is concerned with measurement device. 

 

III. EXTRACTIO� OF WEAK POI�TS 

In this paper, it makes clear a weak point of a 

student in measurement experiment and reflects it in 

improvement. 

 

1. Extraction by principal component analysis 

In addition, we searched whether a student was 

conscious of a weak point. In addition, we searched 

whether a student was conscious of a weak point. Using 

questionnaire for experiment, it did self-evaluating 

about element of experiment such as wiring or 

operation of device. Table 1 shows abbreviation to use 

by question item and this report of questionnaire. The 

experiment of 8 themes was analyzed using principal 

component analysis. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

     

 

Fig.1 The condition of experiment 

Table 1. Question item and symbol 

 

Question symbol 

Experiment time T 

Preparations for lessons of experiment  P 

Reconfirmation of text R 

Electric wiring of experiment W 

Operation of device M 

Understanding of principal U 

Understanding of text description Tx 

part  

 

Figure 4 shows contribution ratio of each principal 

component. In this research, it paid attention to it to the 

fourth principal component. In this research, we paid 

attention to the fourth principal component. Table 2 

shows factor loading. The first principal component 

explains total 43%. In the first principal component, it is 

the point that electric wiring and operation device are 

watched by with interest. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2 Transition graph of a teacher 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3 Transition graph of a student 
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Fig. 4 Contribution ratio of each principal component 

 

Table 2. Factor loading of principal component 

 

 

 

 

 

 

 

 

 

 

 

 

As a result it shows that there is difference whether a 

student is weak with it. From this thing, it is suggested 

by improvement of experiment that we should focus our 

attention on device operation and electric wiring. It was 

important that understanding of text was the fourth 

principal component from the second. It was related 

with reconfirmation of text. As a result of experiment, 

there is not good judgment with a little knowledge and 

experience at once. Therefore we think that device 

operation, electric wiring and text appear as the element 

which it is important of experiment.  

 

2. Extraction by protocol analysis 

Device operation and electric wiring understood the 

thing that it was important in improvement from view 

transition and result of principal component analysis. 

But concrete weak point and remedy are not clear. 

However, we cannot make clear a concrete weak points 

and remedies. Furthermore, detailed analysis becomes 

necessary. There we use protocol analysis in order to 

specify weak point in experiment. Protocol is a gesture 

in an action of subject and record of speech production. 

Analysis of protocol is used for a problem point in 

action and detection of the cause. It considers cause 

with the frequency. By this report, it classed the speech 

production protocol which it acquired.  

Table 3. Job and abbreviation 

 

 

 

 

 

 

 

 

 

 

The speech production protocol was classed in action 

instructions, situation instructions and self speech 

production. The subject intended for five students of a 

beginner. It recorded a condition of the experiment 

which measured each subject. Subject sent own action 

in experiment on a voice and explained it. The analysis 

divided it into 22 steps as it was shown experiment to 

procedures text. Each step paid attention to it by the 

number of protocol manifestation. It shows abbreviation 

and job in table 3. It shows association of activity 

abbreviation and description representing step in table 3. 

As the situation which represented a weak point of 

experiment, it examined two situations. One is the 

situation which self speech production increases. The 

others are the situation that productive time gets longer. 

On these points, we take it as a weak point of subject. 

Fig.5 shows the thing which counted number of self 

speech production every step. This is average of five 

subjects. In the job that manifestation of protocol is 

found, a big thing of value is SET 1, WC1 and TES3. 

Furthermore, it shows the productive time which each 

step took by fig.6. This is difference of productive time 

of a student and a teacher by each step. This calculates 

average every step. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5 The number of speech production every step 
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 Fig. 6 Difference of productive time of a student and  

a teacher by each step 

 

Work having difference of time is SET 1 and WC1. As a 

result it can suppose that the first electric wiring and 

instrument setup is the job which is a weak point with a 

lot of subject.  

 

3. Consideration about learning point 

We specified a weak point of a student. But it has to 

look for concrete cause for improvement. We focused 

our attention on protocol in electric wiring job of 

subject. At first, as for the confirmed weak point, speech 

production explaining relation of connection of device 

is not found. The second draws up circuit with layout 

completely the same as circuit diagram. The third 

identifies circuit diagram every one place of electric 

wiring. In the subject that electric wiring was not a 

weak point, the speech production which explained 

relation of connection was found. In addition, the circuit 

which it drew up was not the same as layout of circuit 

diagram. As a result they suggest that they use circuit 

diagram in order to make sure of relation of connection. 

This inclination was not found in case of weak point 

electric wiring. To the student who is inexperienced in 

experiment, it is important that confirmation of device 

connection. Furthermore, when learning effects rise by 

supporting it on default setting of device, it is expected.  

 

IV. CO�CLUSIO� 

Purpose of this research is improvement of 

engineering experiment by visualization of skills. We 

visualized the teaching materials movie of the teacher 

and student. Furthermore, we identified a weak point of 

a student using principal component analysis protocol 

analysis. As a result it was supposed that the first 

electric wiring was the job which was a weak point with 

a lot of subject. In particular inclination was found to 

the student who was inexperienced in experiment. 

Necessity to support the weak point by learning before 

the fact was suggested. 
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Abstract: In this study a neural network technique is adopted to a prediction of the electron flux at the geosynchronous 

orbit using several solar wind data obtained by ACE spacecraft and magnetic variations observed on the ground as 

input parameters. The parameter tuning for back-propagation leaning method is attempted to the feed-forward neural 

network. As a result, the prediction using the combined data of solar wind and ground magnetic data shows the highest 

prediction efficiency of 0.61, which is enough to adapt the actual use of the space environment prediction. 

 

Keywords: Neural Network. Spacecraft, Internal charging 

 

 

I. INTRODUCTION 

From 1950’s many spacecrafts have been launched 

into the near earth space and over 300 artificial satellites 

are operated as the significant infrastructure today. 

However such satellites are exposed in the sever 

environment on their orbits. In particular, the orbit in the 

range from 2 to 7 RE (Earth Radii) which include the 

geosynchronous orbit is well known as “Radiation Belt” 

filled with the high-energy particles. The high-energy 

(>106 eV) electrons are thought to be a cause of internal 

charging which give rise to the serious troubles on the 

electric circuit onboard the spacecraft. 

In order to avoid the significant problems on the 

satellite systems, it is important to predict the space 

environment especially for the high-energy particles. 

The physical element process of the high-energy 

electrons flux variations has not been understood well 

though much number of observations have been 

conducted by many investigators. Thus, it is difficult to 

predict the electron flux variations by the computer 

simulation based on the theoretical models, so that some 

studies of the electron flux predictions using the 

empirical models based on the statistical analysis were 

attempted. In the previous observations, it is well 

known that the electron flux shows the large 

enhancement during the magnetic storm which is driven 

by the disturbance of the solarwind (that is the high-

speed plasma stream flowing out from the sun).  

Some investigator tried to predict the electron flux 

variations by the linear prediction filter using the 

observed space environment data [1][2]. In these studies, 

the accuracy of the prediction was not enough to adopt 

the actual operations, though enhancement itself was 

well reproduced in 24hours-later predictions.   

Fukata et al. [3] first attempted the prediction of the 

electron flux variations using the neural network model. 

This model well predicted the variation of the electron 

flux during the disturbance period of the space 

environment. However, this model was developed by 

the statistical learning using only disturbed-days data, 

so that the transition from the quiet days to disturbed 

days (commencement of the electron flux enhancement) 

was not reproduced well. 

The objective of this study is to establish the 

prediction system to be applied to an actual space 

operation. We first attempt the prediction of the high-

energy electron flux enhancement by means of the 

neural network using the much amount of the data 

obtained by the spacecraft and ground network 

observations. Then we validate the accuracy of the 

prediction by using the prediction efficiencies (PE) for 

the various combinations of the input parameters. 
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II. DATA SET 

The electron flux enhancement generally occurs 

during the magnetic storms which have some precursor 

variations in the other monitored data. 

 

Fig1. Example data of the electron flux enhancement 

 

The bottom panel of Fig.1shows the electron flux 

variations for 27days in 2005. The horizontal axis is 

Day of year (Jan. 1 = 1 and Dec. 31 = 365). The 

electron flux increases in 121 and 136 days and exceeds 

the horizontal dashed line which indicates the alert level 

for the spacecraft’s interference. On the other hand, the 

obvious precursor could be seen (in the vertical dashed 

lines), that is, the increasing of the solarwind velocity 

(top panel) and AE index (third panel) precede the 

electron flux enhancement by 2days. The Dst index 

(second panel) shows the sudden decreasing preceding 

the electron flux enhancements. 

In this study, we use the solarwind data which is 

observed by Advanced Composition Explorer (ACE) 

space craft. The dataset of the solarwind consists of the 

velocity (Vsw), north-south component of the magnetic 

field (Bz) and 3-days integration of epsilon parameter 

( (which is calculated from the velocity and 

magnetic field and is consistent with the 

electromagnetic poynting flux from solar wind to the 

earth). The (Auroral Electrojet) AE index is determined 

from the magnetic field variations observed on the high-

latitude ground observatories and is proxy of the 

Auroral activity due to the solarwind disturbances. The 

Disturbed field during Storm Time (Dst) index is also 

determined by the ground magnetic variations. Since the 

magnetic observatories used in calculation for the Dst 

index are not at high latitude but at low latitude, the Dst 

index is generally utilized for the definitive scale of the 

magnetic storms (which is major electromagnetic 

disturbances in the space environment). The high-

energy (>2MeV) electron flux (E) at the 

geosynchronous orbit is observed by the GOES 10 

satellite operated by National Oceanic and Atmospheric 

Administration (NOAA). In the preparation for the 

analysis, we removed the error data from the hourly 

data for each observed data in the interval from 1998 to 

2006, and got 74376 samples for each hourly data. 

 

III. Neural Network 

 

In this study, since the output data of the model is 

24-hours-later prediction, the output data could not 

physically affect the past data used as the input 

parameter in actual causality. Thus, we adopted the 

feed-forward neural network model with the back-

propagation leaning method to predict the 24-hours-

later electron flux variations. Fig.2 represents the 

schematic illustration of the network model used in this 

study. The network consists from arbitrary number of 

middle layers which also consist from arbitrary number 

of neurons.  

 

Fig.2 schema of neural network 

 

All the data obtained from 1998 to 2006 were 

normalized in the range from -1 to 1 to be used as input 

parameters. In each neuron, input parameters are 

weighted with an appropriate weight and a sum of the 

weighted input is send to the transfer function of 

transient sigmoid. As a result, one output data can be 

obtained through the reiteration of above mentioned 

scheme. Then output parameter (𝑂𝑃 ) for the input 

parameters with the arbitrary pattern (P) is compared 

with the observed 24-hours-later electron flux (𝑇𝑃 ) 
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which is supervised data, and validate the following 

error function (E). 

 

𝐸 =
1

2
∑ (𝑂𝑃 − 𝑇𝑃)

2

𝑃
 

The appropriate weight for each neuron is determined 

by the steepest descend method to minimize E. In this 

analysis the reiterating calculation stopped under the 

condition that the error function E reaches less than 0.01. 

 

IV. Result of the analysis 

In the training process, various combinations of 

input parameters were attempted to evaluate the 

accuracy of the prediction. In order to quantitatively 

evaluate the accuracy of the prediction, we calculated 

the prediction efficiency (PE) which was adopted by 

NOAA Space Weather Prediction Center (SWPC) [4] as  

 

𝑃𝐸 = 1 −
𝑀𝑆𝐸

𝑉𝐴𝑅
 

𝑉𝐴𝑅 =
1

𝑁
∑ (𝑥𝑖 − 𝑥̅𝑖)

2
𝑁

𝑖=1
 

𝑀𝑆𝐸 =
1

𝑁
∑ (𝑓𝑖 − 𝑥̅𝑖)

2
𝑁

𝑖=1
 

where 𝑥𝑖 and 𝑓𝑖 are observed and predicted values of 

electron flux, respectively. Thus PE is based on the 

mean square error which is normalized by variance of 

the observed values.  

We classified the input parameters into three cases, 

that are, (1)data basically obtained in the space (E, Vsw, 

Bz, , UT), (2)data basically obtained on the ground (E, 

Dst, AE, UT), (3)combination data obtained both in the 

space and on the ground (E, Vsw, Dst, AE, UT), here UT 

means Universal Time. For each case, the training was 

conducted using the data from 1998 to 2006 except 

2003. It is known that the solarwind had been much 

disturbed in 2003 due to the large coronal hole appeared 

on the surface of Sun, so that we attempted the 

validation of the prediction to calculation of PE for the 

predicted electron flux with the observed data in 2003. 

We attempted the various combination of the 

number of middle layers and neurons for above three 

cases. The result is shown in Fig3. In cases 1 and 2, the 

relationship between the number of neurons and middle 

layers are not clear and the maximum PE is less than 

0.58. On other hand, in case 3, the dependence of PE on 

the number of neurons and middle layers is in the 

orderly manner. The maximum PE of 0.61 is shown 

under the condition that number of neurons is more than 

6 and number of middle layers is less than 4. This result 

means that the prediction of the electron flux shows the 

best performance using the both data observed in the 

space and on the ground.  

 

Fig3. Result of the network turning for 3 cases 

 

 For the case 3, the comparison between the 

predicted electron flux and observed electron flux is 

shown in Fig4. The enhancement of the electron flux is 

well predicted in entire variations though predicted line 

(solid line) sometimes shows the over estimation 

comparing to the observed line (dotted line).  

Fig4. Comparison between the predicted and observed 

variations 
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The both predicted and observed values for all data 

in 2003 are shown in the scatter plot of Fig4 to validate 

the prediction accuracy in more details. The vertical and 

horizontal axes are the observed and predicted values, 

respectively. The plots are fairly scattered in the 

condition that the flux is less than 4, which means the 

predicted values sometimes deviate from the observed 

values. In the condition that flux is more than 4, the 

plots become to concentrate on the dashed line, though 

the distribution of plots shows the overestimate 

tendency of ~10%. In terms of the application of the 

electron flux prediction to the actual space operation, 

~10 % of the overestimation could be acceptable to 

avoid the risk, by contrast the underestimation of the 

predictions connotes a significant risk for real 

operations.  

 

Fig5. Scatter plot of the predicted and observed 

values 

 

 

VI. CONCLUSION 

In the present study, we attempted the high-energy 

electron flux variations using the feed-forward neural 

network with back-propagation learning method. We 

could summarize the present study as follows. (1) The 

maximum PE shows 0.61 with input parameters 

obtained both in the space and on the ground. (2) The 

accuracy of the prediction increases with increasing an 

amount of the electron flux and tends to be an 

overestimation of ~10%. These results indicate that the 

present neural network model could be adopted in the 

real space environment forecast operation. 
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Abstract: The Stable Marriage Problem (SMP) is a combinatorial problem to find stable matching between n women 
and n men given a complete preference list of men over women and vice versa. An instance of SMP can be expressed 
by a bipartite graph with multiple (weighted) edges. By rearranging the graph, we use a diagram that involves several 
constraints to visualize several symmetries. By the diagram, all the instances of the size three SMP (three women and 
three men) are classified. The classification may be supported by the fact that the same class has the same stable 
matching.  
 
Keywords: Graph equivalence, diagrammatic classification, stable marriage problem, stable matching, decompositi
on, bipartite graph, stable marriage graph. 

 

 

I. INTRODUCTION 

After the proposal of the matching problem by Gale 

and Sharpley [1], many matching problems including 

stable marriage problem (SMP) [2] have been studied 

extensively. Stable marriage problem is a combinatorial 

problem to find stable matching between n women and 

n men given a complete preference list of men over 

women and vice versa. Stable marriage problem has 

several variants such as a job assignment problem, 

roommate problem varying the assumption on the set of 

members to be matched.  

Although the stable marriage problem has too strong 

assumptions (such as complete list of preference) to be 

applied to practical problems, symmetries embedded in 

the problem keep us being attracted. Thus, we tried to 

visualize the problem by network visualization tool [3]. 

This paper further focuses the decomposability of the 

problem by involving diagrams such as a bipartite graph 

and a stable marriage graph [4, 5]. 

As a preliminary example, we presented a 

classification of indecomposable structure of size three 

(three men by three women) SMP. Decomposition of the 

problem may be a first thing to do in tackling a complex 

problem. For SMP, component decomposition [2] and 

weak (but applicable to the preference matrix) 

decomposition [6] have been studied. In classifying the 

size three SMP, we tried to generalize a concept of 

mutual infatuation (a pair of man and woman who rank 

the partner first). A cycle of fist rank relation plays an 

important role in classifying the SMP.  

 

Section II presents the stable marriage problem and 

its graphical representation. Section III defines 

equivalence of instances of SMP through graph 

homomorphism (equivalence). Section III presents a 

classification of SMP by diagrams (bipartite graph and 

marriage graph).  

 

II. STABLE MARRIAGE PROBLEM 

The Stable Marriage Problem (SMP) assumes n 

women and n men each of them has an ordered 

preference list (or a ranking) without tie to the opposite 

sex. As in the example shown in Fig. 1, the men m2 has 

an ordered preference list (w3, w2, w1) or a ranking (3, 2, 

1), which means m2 likes w3 best, and he prefers w3 to 

w2, w2 to w1. That is, there is an injection (one to one, 

but not necessarily onto) mapping from a set of women 

(men) to an element of permutation group of size n such 

as shown in the ranking by each person (Fig. 1). We will 

use a graph that extracts a specific rank (such as the first 

preference) in classification. 

Under the above assumptions, SMP seeks for the 

complete matching between n women and n men (a 

bijection from n women to n men), which satisfies 

stability. The stability requires the concept of blocking 

pair. Two pairs (mi, wp) and (mj, wq) are blocked by the 

pair (mi, wq) if mi, prefers wq to wp and wq prefers mi to 

mj. For example, a pair (m2, w3) and (m3, w2) will be 

blocked by the pair (m2,w2). A complete matching 

without being blocked is called stable matching.  
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An instance of SMP can be expressed by a multiple 

(arcs) bipartite graph in a straightforward way such that 

an arc of k-th order from mi, to wj is directed if mi ranks 

wj j k-th. Another graphical expression of an instance is 

the stable marriage graph [4,5]. For SMP with size n by 

n, n2 nodes of possible pairs (mi,,wj) are placed in a 

matrix form. For a row of mi,, an arc from (mi,,wp) to (mj, 

wq) is placed if mi, prefers wq to wp. Fig. 2 shows a 

stable marriage graph corresponding to the instance 

shown in Fig. 1. A stable marriage graph can be 

simplified (as in Fig. 2). In a simplified stable marriage 

graph, redundant nodes may be abbreviated if it can be 

derived by a transitivity. For example, if m1 prefers w1 to 

w2, and w2 to w3, it follows that m1 prefers w1 to w3 

hence the corresponding arc is abbreviated. 

 

Fig. 1. An illustration of Stable Marriage Problem with 
size three. 

 

 
Fig. 2.  A stable marriage graph (left) and its simplified 
one by removing redundant arcs with transitivity (right). 

III. EQUIVALENCE OF INSTANCES THRO
UGH GRAPH 

Prime numbers remain to be a mystery not only in 

discrete mathematics such as Integer Theory but in 

continuous mathematics such as theory of functions. 

Prime numbers also plays an important role of an engine 

for mathematics and other applied mathematics such as 

cryptography.  

Prime numbers are defined on the set of integers by 

means of factorization with division operation. The 

prime ness could be defined on other mathematical 

objects with structures such as instances of Stable 

Marriage Problem. With expectation of the important 

role played by “primeness” in the instances of SMP, we 

study several type of decomposition in instances of SMP, 

and indecomposable structure of them.  

Decomposition of SMP had been traced back to the 

book by Gusfield and Irving [2], and have been studied 

[6]. Here, we focus on a decomposability that will be 

naturally considered by two independence concepts: the 

concept of extended individual and an independent pair. 

The extended individual is a set of individuals that can 

be dealt as if one individual in finding stable matching. 

The independent stable pair is the two entities that can 

be paired without affecting any other possible pairs, and 

hence the pair appears in any stable matching. The 

decomposition leads to indecomposable structures, 

yielding a full classification of SMP with size three. 

As an example of extended individuals, consider the 

case of SMP with nationality in members. Half of the 

members are Japanese and the other half American both 

in female and male. Assume any woman (man) prefers 

man (woman) with the same nationality to man 

(woman) otherwise. Then Japanese women (men) as 

well as American women (men) can be treated as if they 

are one woman (man). We use this example also as an 

example of trivial decomposition of SMP. In fact, this 

SMP is actually two independent SMPs: one between 

Japanese women and men and another between 

American women and men. 

As a trivial example of independent pair, woman and 

man who mutually rank first can be paired without 

affecting any other paring. A nontrivial example would 

be the pair who would turn out to be mutual first rank 

only after removing the above the trivial independent 

pair. We call this latter one the independent pair hidden 

by the former obvious independent pair.  

 

IV. CLASSIFICATION VIA DIAGRAMS 

1. Indecomposable Structure by Bipartite Graph 

Trivial example of the indecomposable structure in 

SMP is those with size one (Fig. 3). Obvious example 

may be the size two (Fig. 4 ), for we need to eliminate 

the graph of the size one (otherwise it can be 

decomposed to two size one SMPs). In the enumeration, 

we do not distinguish the ones that can be mapped by 

m 1 

m 2 

m 3 

w 1 

w 2 

w 3 

Node Node 

Pair 
(Edge) 

Rank 

1 23 

3 1 

2 13 

Rank

123

21 3

231

2 
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the label exchange within the same sex, and exchange 

the sex with all the members. 

 

 

 

 

 

 

 

 

 

 

 

 

 

2. Indecomposable Structure by Stable Marriage

 Graph 

Stable marriage graph can be reduced by removing 

nodes dominated by a man optimal node or a woman 

optimal node, since the pairs corresponding to the nodes 

dominated do not appear in any stable matching. 

By a graph homomorphism of reduced stable 

marriage graph, all the instances of SMP with size three 

can be classified to the six classes (Fig. 5). Among them, 

classes 3, 4, 5 and 6 correspond to indecomposable 

structure. 

We will further classify the SMP with size three by a 

multiple (arcs) bipartite graph, since several operations 

are required to obtain the reduced stable marriage 

graphs, although once obtained they even reveal the 

structure of stable matching.   

 

3. Classification of Indecomposable SMP 

We will further classify three types based on the 

bipartite graph of second preference.  

Type 0 (Fig. 6) is the simplest, since they can be 

mapped to class 3, 4, 5, and 6, respectively, by the 

number of cycles of length two in the bipartite graph of 

second preference (Fig. 6). 

 
Cycles of 2nd 

pref. 
Reduced 
SMP graph 

  
class 3 

  
class 4 

  
class 5 

  
class 6 

Type 1 (Fig. 7) can be divided into five subtypes, 

one of which belongs to class 4 (Fig. 5) and the rest to 

class 3. In the graph, the arcs (of second preference) 

included in a cycles of length four that appears in the 

first preference (Fig. 4) but opposite directions are 

omitted. It can be observed that when the class is 

class 1 class 2 Decomposa
ble size 3 
SMP 

 
class3 class4 class5 class6Indecompo

sable  size
 3 SMP 

  

Fig. 4. Indecomposable structure of size three
 SMP. Arcs of the fist preferences are shown.

 They will be called type 0 (above),  

1 (below, left) and 2 (below, right) 

Fig.3. Indecomposable structure of size one 
(left) and size two (right). Nodes with diffe
rent color indicate persons with different   

sex, and arcs indicate the fist preference.

Fig.5. Classification  of  size 3  SMP by a graph   
homomorphism in the reduced stable marriage graph.

Fig. 6. Indecomposable structures of type 0, 
size three SMP. 
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upgraded from class 3 to 4, the arc is added and the 

number of cycles with length two increases. The graph 

obtained by adding an arc to the original graph is placed 

to the right of the original graph. 

Type 2 (Fig. 8) are divided into twenty subtypes. 

Among them, twelve subtypes belong to class 3, seven 

to class 4, and one to class 5. Again, it can be observed 

that when the class is upgraded, the arc is added. The 

number of cycles with length two increases when the 

class is upgraded from 3 to 4 and 4 to 5, however, it is 

not true from 3 to 5, although the length 4 cycle with the 

first preference and second preference mixed appears in 

the jump from the class 3 to 5. 

 
 
 
Indecomposable SMP (size 3 by 3) 
Class 3 Class 4 
Arcs of 2nd preference  
 

  

  

 

 

  

 

V. SUMMARY 

We first classified all the instances of the size three 

stable marriage problem (SMP) into six classes by the 

reduced stable marriage graph. Among six classes, four 

classes correspond to indecomposable structure. Then, 

we have classified all the instances of indecomposable 

stable marriage problem with size three into three types 

based only on the bipartite graph of the first preference. 

Each type can further be classified to subtypes based on 

the second preference structure. By mapping these 

structure to the three classes induced by the reduced 

stable marriage graph, it is shown that the cycle in a 

bipartite graph plays a curtail role. 

 

 

 

 

 

 
Indecomposable SMP (size 3 by 3) 
Class 3 Class 4 Class5
Arcs of 2nd preference   
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Abstract: Recently, renewable energy is increasingly attractive in solving global problem such as the environmental 
pollution and energy shortage. Among varieties of renewable energy resource, power generation using low temperature 
gap has received much attention of researchers. However, this system is difficult to control because each of the 
components of this system, such as heat exchanger, working fluid and turbine, has a dynamic characteristic or nonlinear 
factor. In order to overcome this problem, PID controller based on neural network for power generation using low 
temperature gap is designed to keep the stable speed of the steam turbine in real environment. 
 
Keywords: Power generation, Evaporator, Turbine, PID control, neural network 
 

I. INTRODUCTION 

A strong interest in distributed generations using 

renewable energy such as wind and solar energy have 

been attracted because the fossil energy will be 

exhausted in the future and its use causes the 

environmental issue. Among them, there is some 

renewable energy that has not yet been used, such as the 

heat from hot springs or exhaust heat from factories. 

However, the power generation using these unused 

renewable energies can only produce a small amount of 

heat but also have relatively low heat efficiency. 

Moreover, these heat sources are scattered and their 

scale are small[1]. Therefore, the suitable control 

methods must be developed to overcome these problems 

in that capacity and scale.  

On the other hand, the power generation using the 

low temperature gap used in this paper includes 

dynamic characteristics and nonlinear factors. Although 

this system contains these complex factors, most of the 

control algorithms are based on linear models. The 

linear models deduced from step responses and impulse 

responses are desirable, because they can be identified 

in a straightforward manner. In addition, a goal for most 

of the applications is to maintain the system at a desired 

steady state, so a precisely identified linear model is 

sufficiently accurate in the neighborhood of an 

operating point. As this point of view, the power 

generation using low temperature gap based on the 

approximate linear models are designed in this paper.  

PID control is used in process field in generally. 

Despite PID controllers are applicable to many 

controlled system, it performs poorly in complex system. 

Therefore, PID controller cannot be applied directly in 

the complex systems. In this paper, an improved neural 

network, which shows excellent performance for 

nonlinearity is applied to the power generation using 

temperature gap. Initial values of a neuro PID controller 

use the parameters obtained from the linearized model. 

This paper composed as follows. The power generation 

system using low temperature gap and each of the 

components such as an evaporator and a condenser 

based on heat balance equation, and a turbine element 

are modeled in Section 2. In the section 3, a traditional 

PID control is introduced and a neuro PID controller is 

proposed for the power generation using low 

temperature.  

II. Dynamic modeling of power generation 
using low temperature gap 

The main components of the power system using the 

low temperature gap with closed cycle are constructed 

of the heat exchanger (evaporator and condenser), 

turbine, and pumps. The simple structure of the power 

generation system using the low temperature gap is 

shown in Fig.1. 

 
Fig.1. Power generation using the low temperature gap 

with closed cycle. 

2.1 Evaporator model 

The evaporator is a shell-and-tube type as shown in 

Fig.2. The working fluid is a liquid and moves to the 
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evaporator by a pump. And then the working fluid is 

boiled and changed to steam in the evaporator by hot 

water. 

 Modeling assumption 
1) Working fluid evaporating pressure is constant in 

static state. 
2) Latent heat of working fluid keeps no change. 
3) Evaporating flow supplies a quantity of heat. 

The heat balance equation of hot water, the working 
fluid, and supply heat are defined as follows [2]. 
 

0))(/()/( =−+∂∂ shhhh KUx θθωθυ           (1)  

QhhG =′−′′ )(υ                           (2) 

∫ −=
L

sh dxKUQ
0

)( θθ                       (3) 

where, hυ is a speed of a moving fluid of hot water, 

hθ is a temperature of hot water, x is a distance, K is a 

heat transmission coefficient, U is a heating surface area 
per unit time, ω is heat capacity per unit time and sθ is 

a temperature of saturated water vapor . 

 
Fig.2. Structure of the evaporator 

2.2 Turbine model 
The turbine is composed of the steam control valve 

and a rotor blade. The block diagram of the turbine is 
shown in Fig.3. The steam is moved from the 
evaporator to the turbine blade through the steam 
control valve. It adjusts the flow of steam to the turbine 
blade. The equations of the turbine systems are given as 
follows [3]. Mass rate and a control valve of the 
working fluid steam are defined by Eqs.(4),(5), 
respectively, and the turbine blade speed is defined by 
Eq.(6) 
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where, Tα is a area of divergence of the valve, A1/AE is 

a cross-sectional area of a pipe leading from the 
evaporator to the turbine, PE is a vapor pressure at the 
evaporator outlet, PT is a vapor pressure at the turbine 
outlet, K3 and 1a  are the gain, vmax is a maximum 

speed of the turbine blade, ME is a constant parameter, 

Tτ is a system constant, η  is a coefficient of loss, ξ

is a electric load, and EP′ , TP′ , Tμ  are desire values. 

 
Fig.3. Block diagram of turbine 

Linear approximate turbine model 
The linear approximate turbine model is obtained by 

approximating the turbine. Fig.4 shows the linear 

approximate turbine model, which includes 1st and 2nd 

order delay elements and dead time element. 

 
Fig.4. Linear approximate turbine model 

2.3 Modeling of power generation system as MIMO 

system 

The evaporator and the condenser are modeled as a 

multi-input multi-output model(MIMO) illustrated in 

Fig.5. 

 
Fig.5. MIMO system for the Power generation  
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Fig.7. Block diagram of Power generation system with PID controller 

 

 
Fig.8. Result of control using PID controller 

III. Neuro PID controller  

3.1 PID Control  
A schematic of a system with a PID controller is 

shown in Fig.6. The PID controller compares a 
measured process value y with a reference value r. The 
difference or error e is then processed to calculate a new 
process input u. This input will try to adjust the 
measured process value to the desired value. PID 
controller is widely used in industrial control systems. 

 
Fig.6. Block diagram of a PID controller 

 
PID algorithm is formed as follow, 

)()()()(
0

te
dt
dKdeKteKtu d

t
ip ++= ∫ ττ         (7) 

where, Kp is proportional gain, Ki is integral gain, Kd is 
the differential gain, and e(t) is the error.  

3.2 PID tuning 
There are several methods for tuning the PID 

parameters. The parameters are obtained by using the 
step response method and the ultimate sensitivity 
method. Fig.7 represents the block diagram of the 
power generation system with PID controller, and Fig.8 
is a result of control using PID control.  

3.3 Neuro PID Controller   
The PID controller does not lead to good 

performance. In this paper, PID controller with a neural 
network is considered, and shown in Fig.9. 

 
Fig.9. Structure of neuro PID controller 

BP network structure 
 The BP neural network is a multi-layer perception 

neural network, which consists of three components: 
input layer, hidden layer, and output layer. The output 
layer corresponds to the values, which are three 
adjustable parameters Kp, Ki, and Kd, as shown Fig.9. 
Therefore, each of parameters can be adjusted by self 
learning ability of the neural network. And the best 
values of them can be obtained corresponding to the 
outputs of BPNN with a certain optimal control law. 
The PID algorithm is given by Eq.(8).  
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where, u is the control value, r is the reference value, 
and y is the actual output value. On the other hands, the 
inputs and outputs of the hidden layer in the neural 
network are given by Eq.(9). 
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Fig.10. Block diagram of Power generation system with Neuro PID controller 
 

 
Fig.11. Result of control using Neuro PID controller 

 
Fig.12. Result of control of Neuro controller using the initial value based on linearized model 

 
where, M and Q are the neuron numbers of the input 
and hidden layer, respectively, w is the weight, net is the 
input, and O is the output. The superscript (1), (2) and 
(3) denote the input, the hidden, and the output layer. f 
and g are activation functions of the hidden layer and 
the output layer. Obviously, O(3) is Kp, Ki and Kd. 
Parameters of Kp, Ki and Kd, which are obtained from 
the linear approximate model, are used as initial values 
in this paper. The weights of BPNN are updated 
according to the gradient-descent algorithm.  

)1()](/)([)( −Δ+∂∂−=Δ twtwtEtw αη          (10) 

where, η andα are defined as learning rate and inertia 
factor, respectively. The inertial item )1( −Δ twα is added 

to accelerate convergence. The manual differentiation 
method is used to increase the accuracy the value of

)(/)( twtE ∂∂ in Eq.(10). The algorithm of updating the 

weights for the output layer is given as follows. 
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The process to acquire )(/)( twtE ∂∂ is complex and 

fallible especially when the activation functions are 
complicated or Q is greater than 1. Besides that, 
according to Eq.(11), the value of the item )(/)( tuty ∂∂  

is substituted by its sign function. That is to say, it is set 
to be 1 or -1. The impreciseness produced here can be 
compensated by η. The PID controller with BPNN is 
applied as shown in Fig.10, and a result of PID control 

using BPNN is represented in Fig.11 while Kp, Ki, Kd do 
not use as initial value. A result of PID control using 
BPNN is shown in Fig 12 while the initial values of Kp, 
Ki, and Kd are used based on the linearized model. 

V. Conclusion  

The power generation system, which consists of the 
evaporator, the condenser, and the turbine are designed. 
The conventional PID controller has the advantage of 
simple structure, good stability, easy to engineering 
implementation and so on. However, for the complex 
system such as the power generation system using low 
temperature gap using the traditional PID control is 
more difficult to obtain good control performance. This 
paper combines the BP neural network and PID control. 
The PID parameters from the linear model are used as 
initial value in the output layer of BPNN. The neuro 
controller proposed is successfully implemented.    
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Abstract: Nonlinear polynomial NARX model identification often faces the problem of huge pool of candidate terms, 
which makes the evolutionary optimization based identification algorithm work with low efficiency. This paper 
proposes an efficient identification scheme with pre-processing to reduce the searching space effectively. Both the input 
selection and term selection are implemented to truncate the candidate pool with the help of correlation based orthogonal 
forward selection (COFS) algorithm and simplified orthogonal least square (OLS) algorithm, respectively. Then multi-
objective evolutionary algorithm (MOEA) is used to identify the polynomial model in a relative small searching space.  

Keywords: nonlinear polynomial model identification, input selection, term selection, efficient 
 
 

I. INTRODUCTION 

Recently, nonlinear polynomial NARX (Nonlinear 
AutoRegressive with eXogenous inputs) model has 
attracted much attention because it has shown great 
potential in the ability of approximating nonlinear input-
output relationship. As a kind of effective approach, 
evolutionary optimization algorithms, such as genetic 
algorithm (GA) and multi-objective evolutionary 
algorithm (MOEA) have been commonly used for 
identification of nonlinear polynomial NARX model. 
However, it is still considered as a difficult task because 
the size of candidate terms increase drastically with 
maximum time delay of input-output data and 
nonlinearity of polynomial model [1]. 

So far, some related research has been devoted to 
complex nonlinear system identification. Ref. [2] claims 
that a hierarchical encoding technique is introduced to 
be effective for identifying polynomial models with 
relatively high-nonlinearity, however, it is just an 
improvement of GA, and as told by the authors, the 
process is still time-consuming and easily traps into a 
local optimum. Moreover, a two-step scheme for 
polynomial NARX model identification has been 
proposed in our previous research [3]. It combines 
heuristic optimization approach with pre-screening 
process, in which the simplified orthogonal least square 
(OLS) based term selection method is used to formulate 
a relative small searching space. However, the selection 
of input variables is not considered, which has 
significant influence on the pruning of searching space.  

In this paper, an efficient identification scheme is 
proposed for nonlinear polynomial NARX model with 

both input selection and term selection methods [4], 
which can be seem as pre-processing for evolutionary 
optimization based searching processing. Firstly, 
correlation based orthogonal forward search (COFS) 
algorithm is applied, which makes the orthogonal input 
variable with maximum correlation coefficient of output 
select one by one. The final library consisting of all the 
necessary variables could be determined according to 
the threshold by the user. Although it is considered 
somehow not very accurate, it could exclude most of the 
redundant inputs thus reduce the original candidate pool 
effectively. Then, term selection will be implemented by 
using correlation analysis and the simplified OLS 
algorithm, hence the searching space could be limited 
within small size. At last, MOEA is used to identify the 
polynomial model in the reduced space. Simulations are 
intent to show the effectiveness of the proposed method. 

This paper is organized as follows: Section 2 briefly 
describes the problem to be solved. Section 3 discusses 
the identification scheme in detail. Section 4 provides 
numerical simulations to demonstrate effectiveness of 
the new method, and Section 5 presents the conclusions. 

 

II. STATEMENT OF THE PROBLEM 

Consider a single-input-single-output (SISO) 
nonlinear time-invariant system whose input-output 
dynamics is described as 

1 2

( ) ( ( )) ( ) (1)
( ) [ ( ), ( ) , ( )]T

n

y t f x t e t
x t x t x t x t

= +

=   
where ( )x t is an n-dimensional input vector, y and e 

denote an output and white noise vector respectively, 
and ( )f   is a nonlinear function.  
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In the case of nonlinear NARX model, 
( ) [ ( 1), ( 2),..., ( ), ( 1), ( 2),..., ( )]y ux t y t y t y t n u t u t u t n= − − − − − − , 

where y and u are the system input and output. un  and 

yn  are unknown maximum delays of input and output. 

However, many of the input variables are often 
redundant and only a subset of them is significant. It is 
pointed that there are at least two problems induced [5]. 
First, the model complexity will increase drastically with 
the number of variables. Second, including irrelevant 
variables leads to the over-fitting problem, and as a 
consequence the model may tend to be oversensitive to 
training data and is likely to exhibit poor generalization 
properties. 

 

III. IMPLEMENTATION OF EFFICIENT   
IDENTIFICATION SCHEME 

It is found that evolutionary optimization based 
approaches are very efficient when the size of searching 
space is not too large. Based on this fact, input selection 
and term selection method are used as pre-processing 
for the efficient identification scheme. Then MOEA is 
applied to determine a set of significant terms to be 
included in the polynomial model with the help of 
independent validation data. Readers interested in the 
details of MOEA based identification may refer to our 
previous research [3]. In the following, input selection 
and term selection for pre-processing will be discussed. 

1. COFS Based Input Selection 

To select significant inputs with big contribution to 
the output vector from the whole input space, 
correlation coefficient could be used to evaluate the 
relationship between each input variable and the output 
vector and denoted as 

1

2 2

1 1

( ( ) )( ( ) )
( , )

( ( ) ) ( ( ) )
| |

N

i i
t

i N N

i i
t t

x t x y t y
C x y

x t x y t y

=

= =

− −
=

− −

∑

∑ ∑

.       (2) 

ix  and y represent input and output variable, N is the 
length of measurement. The bigger the correlation 
coefficient is, the more important the input variable is 
considered. 
   In order to exclude the influence from other input 
variables, orthogonal forward search algorithm is used 
and significant input variables will be selected one by 
one. At the first step, let 
              

1 1max ( , )i n il arg C≤ ≤= x y           (3) 

where 
1l  is the first important input variable selected 

from the whole library, and the associated orthogonal 
variable can be chosen as 

11 l=q x . 

   From the second step, every remained input variable 
is orthogonalized with all the selected inputs, and each 
correlation coefficient of output will be calculated. 
Assumed there are already m-1 input variables have 
been selected, the m-th significant input is selected from 
remaining pool, and orthogonalized with 1 2 1, ,..., m−q q q  
as below 
        1 1

1 1
1 1 1 1

T T
j j m

j j mT T
m m

−
−

− −

= − − −
x q x q

q x q q
q q q q

 .         (4) 

Then the orthogonalized input variable which has 
maximum correlation with the output is chosen as 
following 
             max ( , )j i D il arg C∈= q y             (5) 

where D is the subset contains all the remained input 
variables. As the index to reflect the importance of an 
input variable, ERR is used to represent the contribution 
of each input to the output vector. The input variables 
have very little contribution to the output will be 
ignored. Based on this fact, a threshold is defined which 
should make sure all the necessary inputs will be 
included. 

2. Term Selection for Identification 

Candidate terms formed by all the selected inputs 
are still too large if system nonlinearity is high. 
Therefore, term selection is needed to reduce the 
candidate pool. In this paper, two importance indices are 
introduced to evaluate the contribution of each term. 
A. Importance Index 1 

Importance Index 1 (1)
i  is used to evaluate the 

correlation of each monomial term to the system output. 
Let iρ  denotes the correlation coefficient of monomial 
term ( )iy t and system output ( )y t , calculated by 

        
1

2 2

1 1

( ( ) )( ( ) )

( ( ) ) ( ( ) )

N

i i
t

i N N

i i
t t

y t y y t y

y t y y t y
ρ =

= =

− −
=

− −

∑

∑ ∑

         (6) 

Therefore, based on the principle of simplicity, 
Importance Index 1 should be given by 
                  (1) | |

i

i
i Oe

ρ
=                 (7) 

where iO  is the order of the i-th term.  

B. Importance Index 2 
Instead of recursive manner of the original OLS 

method, a simplified OLS algorithm is introduced, in 
which all the terms are orthogonalized in one time, and 
the contribution to the output of each orthogonal one is 

The Sixteenth International Symposium on Artificial Life and Robotics 2011 (AROB 16th ’11), 
B-Con Plaza, Beppu,Oita, Japan, January 27-29, 2011

©ISAROB 2011 500



calculated and denoted as ERRi [3]. The principal of 
simplicity is also applied here, and Importance index 2 
is given by 

                (2)
i

i
i O

ERR
e

=                 (8) 

Although the two importance indices based term 
selection scheme is not very accurate, it could be used 
to prune candidate pool efficiently with all the necessary 
terms included. Therefore, evolutionary optimization for 
identification can work efficiently with a small 
searching space. 
 

IV. NUMERICAL SIMULATIONS 

To show efficiency of the proposed identification 
scheme, two experiments are simulated in this section, 
which are tested with the assumption that the time-
delays are unknown thus big values are given. 

1. Example Data Sets 

   In both two examples, 1000 input-output data sets 
are sampled for training from each model when the 
systems are excited using random input sequences with 
amplitude between -1.0 and +1.0. 

2. Systems under Study 

Example 1: The system is governed by a polynomial 
model, described by 

2 3

2

( ) 0.5 ( 2) 0.7 ( 1) ( 1)
0.6 ( 2) 0.2 ( 1)
0.7 ( 2) ( 2) ( ).

y t y t u t y t
u t y t
u t y t e t

= − − + − −

+ − + −

− − − +

 

   Example 2: The system is a nonlinear rational model 
studied by Narendra in 1990 

( ) [ ( 1), ( 2), ( 3), ( 1), ( 2)] ( )y t f y t y t y t u t u t e t= − − − − − +  
where 

1 2 3 5 3 4
1 2 3 4 5 2 2

2 3

( 1)[ , , , , ]
1

x x x x x xf x x x x x
x x

− +
=

+ +
 

Here, (0,0.1)∈e  is a white Gaussian noise. 

3. Parameter Setting 

It is assumed that the time delay for Example 1 and 
2 are unknown thus initialized by 10 for both inputs and 
outputs (totally 20 input variables contained), which are 
considered big enough. However, when it is assumed 
the maximum order of each case is five, it is found the 
candidate terms pool is too large for evolutionary 
algorithms to search directly. Therefore, COFS based 
input selection and simplified OLS based term selection 
are implemented, then NSGA-II [6] is applied to extract 
all the possible polynomial terms. The details of NSGA-
II for system identification are from our previous 

research [3]. 

4. Identification Results 

   In both cases, the thresholds for COFS algorithm are 
set as 0.9 and 0.98 after normalization in Example 1 
and 2, respectively, then all the input variables selected 
satisfied with the threshold condition are listed in Tab. 
1. 

Table 1. Input selection for Example 1 and 2 

No. Inputs selected in 
Example 1 

Inputs selected in 
Example 2 

1 y(t-2) u(t-1) 
2 y(t-1) y(t-1) 
3 y(t-3) u(t-2) 
4 u(t-1) y(t-3) 
5 u(t-2) y(t-2) 

To make comparison with some other state-of-art 
input selection methods, subset from Delta Test 
method [7], linear OLS method [4], and FOS-MOD 
algorithm [8] are also generated. The minimal subsets 
include all the real input variables for each method are 
given in Tab. 2 and Tab. 3. 

Table 2. Results comparison for Example 1 
Method Minimal input subsets size 

COFS y(t-1),y(t-2),y(t-3),u(t-1),u(t-2) 5 
 Delta  

Test 
y(t-1),y(t-2),y(t-3),y(t-4),u(t-1),

u(t-2),u(t-3) 
7 

 Linear 
OLS 

y(t-1),y(t-2),y(t-3),y(t-4),y(t-5),
y(t-7),u(t-1),u(t-2) 

8 

FOS-M
OD 

y(t-1),y(t-2),y(t-5),y(t-7),y(t-9),
y(t-10),u(t-1),u(t-2),u(t-4),u(t-

5),u(t-7),u(t-9),u(t-10) 

 
13 

 
Table 3. Results comparison for Example 2 

Method Minimal input subsets size 

COFS y(t-1),y(t-2),y(t-3),u(t-1),u(t-2) 5 
 Delta  

Test y(t-1),y(t-2),y(t-3),u(t-1),u(t-2) 5 

 Linear 
OLS with all the inputs selected 20 

FOS-M
OD with all the inputs selected 20 

We can know from the table that COFS method could 
get the minimal subset to contain all the true input 
variables with the smallest size. However, linear OLS 
and FOS-MOD worked not well. In Example 2, with the 
further insight of the rank list, the inputs y(t-1), y(t-3), 
u(t-1), u(t-2) ranked top by Linear OLS method, 
however, the y(t-2) is ranked at the end of the list, 
therefore, this input variable would be easy to lost in 
this input selection procedure. What’s more, it is 
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believable that the method FOS-MOD could not deal 
with this case appropriately because all the important 
inputs are scattered in the rank list.  
   Furthermore, the results of term selection are shown 
in Tab. 4 and Tab. 5.  

Table 4. Term selection for Example 1 
True model term Initial rank Selected rank 

y(t-2) 2 1 

u2(t-2) 39 3 
u(t-1)y(t-1) 13 5 
u2(t-2)y(t-2) 103 10 

y3(t-1) 45 13 

Table 5. Term selection for Example 2 
True model term Initial rank Selected rank 

u(t-1) 5 1 

y2(t-3)u(t-1) 87 10 
u(t-1)u(t-3)y(t-2) 81 15 
u(t-3)y2(t-1)y(t-3) 277 261 

y(t-1)y2(t-3)u(t-2)u(t-3) 483 308 

It can be found that all the true model terms become 
more significant after the term selection process. The 
ranking value of each term is improved, and the 
minimal candidate pool is also reduced from 103 to only 
13 to contain all the necessary terms in Example 1, and 
the similar situation could be found in Example 2, in 
which, the candidate pool is pruned from 483 to 308. In 
fact, 300 and 500 terms are selected as the searching 
space, which is considered big enough to include all the 
necessary terms. 

In the phase of evolutionary optimization based 
system identification, NSGA-II is applied to identify the 
model structure. The identified polynomial model for 
Example 1 is: 

2 3

2

ˆˆ(̂ ) 0.4989 ( 2) 0.6486 ( 1) ( 1)
ˆ0.6922 ( 2) 0.1914 ( 1)

ˆ0.6545 ( .2) ( 2)

y t y t y t u t
u t y t
y t u t

= − − + − −

+ − + −

− − −

 

From the final model it is found that although the 
irrelevant input variable y(t-3) is selected by COFS, it is 
eliminated and only true inputs are included in the final 
results. 
   In Example 2, the identified model could be 
expressed as: 

2

2

2

( ) 0.9151 ( 1) 0.2998 ( 3) ( 1)
0.4218 ( 2) ( 1) ( 3)
0.3855 ( 1) ( 3) ( 3)
0.3563 ( 1) ( 3) ( 2) ( 3).

y t u t y t u t
y t u t u t
y t y t u t
y t y t u t u t

= − − − −
− − − −

− − − −

+ − − − −

 

To test the obtained polynomial model, a 800 input-

output data is sampled as test data, and the input data is 
described as 

sin(2 / 250) if 500
( )

0.8sin(2 / 250) 0.2sin(2 / 25) otherwise.
t t

u t
t t

π
π π

≤
=  +

 

It’s found that the simulation result is as small as 0.1603. 
 

V. CONCLUSIONS 

In this paper, our contribution is to introduce an 
efficient scheme for nonlinear polynomial NARX model 
identification. In order to make evolutionary 
optimization based identification worked efficiently, 
input selection and term selection are implemented to 
choose the minimal subset with all the necessary terms 
included. As two examples shown, the proposed COFS 
algorithm outperforms other input selection methods, 
and the pre-processed identification could work 
efficiently with a relative small searching space.  
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Abstract: The traffic jam has become more serious at the multi-forked road intersection, and the conventional 

pre-timed control is less efficiencies to the congestion problem. In this paper, the new traffic signal control system for 

multi-forked road is proposed. Firstly, the cellular automaton (CA) model is used to develop a traffic simulator for 

multi-forked road. Next, the stochastic model of traffic jam is built up. In addition, new traffic signal control algorithm 

is designed using the optimization technique, Genetic Algorithm (GA). Finally, the effectiveness of the proposed 

method is shown using the actual traffic data with traffic simulator. 

 

 Keywords: Traffic signal control, Multi-Forked, Bayesian Network, Cellular automaton, Urban micro traffic simulator, 

Genetic algorithm  

 

I. INTRODUTION 

In recent years, the traffic congestion has become 

serious problem with the exponential grown in vehicles. 

In the urban area, the road networks are not easy to be 

extended. In this case, the traffic signal control is 

considered as an effective way to solve the problem. The 

traffic signal control can be divided into two classes. One 

is the offline (pre-timed) control, the other is online 

(adaptive) control. In the pre-timed traffic signal control, 

Webster’s formula is used to calculate green splits and 

cycle lengths offline using the historical traffic data of 

road networks. The pre-timed traffic signal control 

cannot handle any variation of traffic flows. On the other 

hand, the adaptive traffic signal control can overcome 

this limitation and this method can adjust the traffic 

signals online with changing traffic flows.  

The various intelligence techniques such as fuzzy 

concept, reinforcement learning agents, and neural 

networks [1-3] are used to implement the adaptive traffic 

signal control. However, as the limitation of these 

methods, the green time and/or the cycle length are 

included as the control target. The signal of the right turn 

exclusive is not included. And then, the road networks 

were not concerned multi-forked road intersection. 

Generally, the traffic signal timing of multi-forked road 

intersections is more complicated than crossroad 

intersections or t junction intersection. The inappropriate 

traffic signals timing cause the congestion of a part of the 

roads at multi-forked road intersection. 

In this paper, the stochastic forecasting model [4] and 

Genetic algorithm (GA) is used to design a real time 

traffic signal control system for multi-forked road. Firstly, 

the probabilistic distributions of standing vehicles of 

roads are predicted using the stochastic forecasting 

model, and then, GA is used to calculate optimal traffic 

signal to minimize the probability of the traffic jam. An 

urban micro traffic simulator is developed by using 

cellular automaton (CA) model. Through the observation 

of vehicle movements of traffic simulator, the parameters 

of the GA are determined.  

II. URBEN TRAFFIC SIMULATOR 

The micro traffic simulator can model the movement 

of individual vehicles on road network. CA is usually 

faster than any other traffic micro simulators, the 

computational requirements are rather low with respect 

to both storage and computation time, making it possible 

to simulate large traffic networks on personal computers 

[5]. 

 The CA traffic movements are based on the SchCh 

model (highway traffic model) [6]. The rules of the 

vehicle movements on the road network are shown as 

follows. 

 1) Input to cell: according to comparison of a random 

number (from 0 to1) with set value, a vehicle will be 

generated and the direction of travel on the intersection 
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will be determined.  

2) Speed: the vehicle can accelerate up to maximum 

speed (Maximum speed = move 2 cell; 1cell=7m/1 step 

[1sec]), when there is no obstacle. According to 

conditions of the road the speed can be changed 

randomly by probability. 

3) Intersection: when traffic signal is green, the vehicle 

will be allowed to cross the intersection according to 

direction of travel, and the direction of the travel on next 

intersection will be reset.  

4) Multi lanes: in multi lanes road, a vehicle can move 

to parallel lanes. If the direction of travel is right turn, the 

vehicle moves to the right turn exclusive lane. 

By above rules, we can move the vehicles on the road 

network, and the procedure of the simulator is shown in 

Fig.1. 

 

Fig.1. flowchart of simulator 

 III. STOCHASTIC FOREACASTING MODEL 

In previously published paper [4] we described a 

stochastic forecasting model of traffic jam at crossroads. 

The stochastic forecasting model is used to predict 

probabilistic distributions of standing vehicles of 

multi-forked road.  

A multi-forked road is considered as an example shown 

in Fig.2. The random variables of inflows Ik, outflows Ok, 

standing vehicles Sk on the road 1 have relationship as 

following: 

 Sk = Sk-1 + Ik - Ok.                         (1) 

And then, a Bayesian network model is built up using 

this relationship, and the random variables of the inflows 

and the outflows of each direction, and the standing 

vehicles are represented as the nodes.  

 

Fig.2. Multi-forked road and BN model 

The probabilistic distribution of the standing vehicles 

at k th cycle is obtained by summing over all values of 

the other variables as following,   

derectiontheofnumber:n

}O,OO,O{O

)O,I,S,S(P)S(P

n
k

n
kkkk

S I O

kkkkk

k k k

…=

=

1-21

1-∑∑∑
1-

             (2) 

With the chain rule, the joint probabilistic distribution is 

represented as the product of the conditional probability. 

And then, according to the d-separation, equation (2) can 

be represented as 

∑∑∑
1-

••= 1-

k k k
S I O

kkkk )O(P)I(P)S(P)S(P         (3) 

According to equation (3), the probabilistic distribution 

of the standing vehicles is predicted. Using this model, 

the probabilistic distribution of standing vehicles of each 

road can be predicted. 

    IV. TRAFFIC SIGNAL CONTROL BY   

GENETIC ALGORITHM 

The objective of the proposed system is to reduce the 

traffic queue of the congested roads and to maintain the 

traffic queue of the other roads in a steady range. At first, 

the stochastic forecasting model is applied to predict the 

probabilistic distribution of the congested roads. Then, 

the optimal traffic signal within an adjustable range will 

be searched according to minimization for the probability 

of the standing vehicles over a set value Smax. (If the 

standing vehicle is bigger than Smax, the road is 

considered as a traffic jam). In the search process, GA is 

utilized.  
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1) Fitness function 

For this optimization the fitness function is defined as 

following; 

functiontheofweightw

valuesetS

vehiclesdingtanstheofnumberS

roadstheofnumberi

))S(P(wFMIN

i

max

S

SS
k

i
ni

i
i

max

=

=

=

=

•= ∑∑
∞=

=

=

1=

    (4) 

and, the )S(P k
i can be obtained from equation (2). On 

the other hand, the probabilistic distribution of the 

inflows and the outflows will be changed by different 

traffic signal. According to the characteristics of the 

traffic flows, an estimating equation is defined as 

following; 

signalsoftimenew:t

cyclethkofsignalsoftimethe:t

cyclethkofflowstrafficthe:f

)t)t/f((P)f(P

new

old

k

newoldkk

-

-     

•=

       (5)

 

By equation (4) and (5), the fitness value can be 

calculated.  

2) Chromosome encoding 

A chromosome is defined as an example shown in Fig.3. 

In this multi-forked intersection, the traffic signal can be 

divided into six parts. In the chromosome, each traffic 

signal is represented using different color, and consisted 

of some genes. The meaning of each number is time 

[sec.]. 

 

Fig.3. Chromosome encoding 

3) Initial population 

 Chromosomes as an initial population will be generated 

randomly within adjustable range of the traffic signal. 

4) Selection 

 A truncation and elitism combination is used in this 

strategy. First, the best chromosome will be cloned to the 

next generation. The other chromosomes of next 

generation will be created by crossing 50% of the 

population. 

5) Crossover 

 Two chromosomes are randomly chosen as a pair of 

parent chromosome. And then, at four random points, the 

gene will be interchanged. 

6) Mutation  

 According to a mutation probability, an individual is 

chosen to be mutated and the changing point will be 

randomly chosen.  

V. SIMULATION 

To prove the effectiveness of the proposed system, a 

simulation was carried out based on the actual data at 

Fukuoka-city of Japan with the micro traffic simulator. 

The multi-forked road intersection is shown in Fig.4. In 

this intersection, the traffic signals of the direction 1 and 

4 are same, and direction 2 and 6 are same. Therefore, 

the congested roads 2, 4 and roads 3, 5 are selected to 

predict the probabilistic distribution of the standing 

vehicles, and to optimize the traffic signals using GA. 

 

Fig.4. Multi-forked road intersection 

The table 1 presents parameters of the fitness function. 

The parameters are empirical value by simulation with 

the simulator. In the GA, the number of generations set 

to 30; population size set to 31; and the mutation 

probability is 0.04. During the calculating time of GA, 

the traffic signal will be updated at every 5cycle (15 

minutes). 

Table 1. Parameters of fitness function 

 Road 2 Road 3 Road 4 Road 5 

Smax 35 35 110 35 

wi 1 0.7 0.9 0.5 
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Fig.5 Progress of the fitness function 

The progress of the fitness function shows the 

minimization by the GA illustrated in Fig.5. The traffic 

signals by the proposed method are shown in Fig.6. The 

traffic signals of the pre-timed are fixed, but the traffic 

signals by the new method are updated with the changing 

traffic flows. 

 

Fig.6 New traffic signals 

 

Fig.7 Traffic queue of the roads 

 Fig.7 represents the traffic queue of the each road. In 

the congested roads 2 and 3, the traffic queue is reduced 

by the proposed method. In the road 2 and 3, the average 

of traffic queue is decreased by 13m and 40 m, 

respectively. On the other hand, for the road 4 and 5, the 

traffic queue is maintained in a steady range.  

By the proposed method, the average delay time is 

decreased compare with by the pre-timed, and the results 

are shown in Fig.8.  

 

Fig.8 Average delay time of each cycle 

The total number of the passing vehicles from the 

intersection is increased from 8,242[cars] to 8,586[cars].  

VI. CONCLUSIONS 

In this paper, the optimization of the traffic signal 

timing by GA and the simulator based on the stochastic 

forecasting model were proposed. Through the 

simulation with the multi-forked road intersection of an 

urban area, the effectiveness of the proposed method is 

shown.  
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Abstract: Platooning technology is becoming a future task which suggests as a way of reducing carbon dioxid

e emissions and realizing safe driving at a high speed velocity. This paper describes a few control methods f

or vehicle-platooning. The conventional control method improved fuel consumption by shortening the distance 

between vehicles. By contrast, the method we proposed improves it by controlling the velocity at the time of 

acceleration gently. The velocity is controlled by generating the desired value of inter-vehicular distance corres

ponding to the leading vehicle velocity. Another method which is planned to realize a highly efficient arterial 

traffic distribution system includes reducing aerodynamic drag by minimizing the distance between vehicles to 

allow drafting. In this paper, the two degrees-of-freedom control system is applied for it. These proposed met

hods were evaluated by simulation and some experiments. 

 

Keywords: Platooning, control method, two degrees-of-freedom, distance  

 

 

I. INTRODUCTION 

Platooning is considered as one of the innovations in 

the automotive industry that aim to improve the safety, 

efficiency, mileage, and time of travel of vehicles while 

relieving traffic congestion, decreasing pollution and 

reducing stress for passengers[1]. Also, platooning 

makes it possible for vehicles to travel together closely 

and safely. This leads to a reduction in the amount of 

space used by a number of vehicles on a highway. Thus 

more vehicles can use the highway without traffic 

congestion [2].  

In our research, we use the equipment of robot car 

which is a kind of electric cars carrying the laser range 

sensor and CCD camera. By robot car, we can carry out 

the research of automation driving and platooning. 

In this paper, it designs the model for the robot car 

platooning system and develops two degrees-of-

freedom control system to control the distance of 

vehicle-platoon. 

 

II. OUTLINE OF PLATOONING SYSTEM 

2.1 Modeling of Robot car 

In this research, the response characteristic of 

acceleration from target value to actual value is given 

by equation (1). 

1

1

)(

)(
)(




sTsu

sa
sG

ma

a   (1) 

Where, Tm is the time constant of the acceleration 

response characteristic. The acceleration response 

characteristic is controlled by model matching control 

system shown in Fig.1 [3]. This control system consists 

of model matching compensator, robust compensator 

and plant. The model matching compensator generates a 

signal to match the actual response characteristic and 

ideal response characteristic shown in equation (1). 

Furthermore, robust compensator generates a signal to 

reduce the effect of fluctuation of plant characteristic. In 

this research, we defined the time constant as Tm=1.0 in 

the same way as reference [4].  

+

-

+

+

a

Robust 
compensator

Model matching 
compensator

Plant
ua

 

Fig.1. Robust model matching control system 

2.2 Constitution of vehicle-platoon 

The constitution of platoon is shown in Fig.2. In this 

research, we deal with three robot cars as a vehicle-

platoon. Each robot car detects distance between two 

cars by radar sensor. The variable’s numbers shown in 

Fig.2 corresponds to each robot car’s number. For 

example, v2 represents the velocity of robot car 2. 
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Robot car3

position:d3

velocity:v3

acceleration:a3

Inter-vehicular 
distance:dr2

Robot car2 Robot car1

position:d2

velocity:v2

acceleration:a2

position:d1

velocity:v1

acceleration:a1

Inter-vehicular 
distance:dr1

Fig.2. Constitution of platoon 

 

III. DESIGN OF CONTROL SYSTEM 

3.1 Object of the system 

When the leading car moves quickly, it is necessary 

to control the velocity of following robot car rapidly for 

remaining the target inter-vehicular distance. However, 

the fuel consumption is also increased rapidly. In order 

to solve this problem, it is necessary to determine the 

target inter-vehicular distance corresponding to the 

leading car’s driving situation. Moreover, the control 

system which can regulate the inter-vehicular distance 

without influencing ride quality is required. 

3.2 Constitution of control system 

Two degrees-of-freedom control system shown in 

Fig.3 is designed to attain the design requirements, [6]. 

The control system consists of controlled object P(s), 

target inter-vehicular distance generator Gref(s), model 

matching compensator GM(s), feed forward 

compensator CFF(s) and feedback compensator CFB(s). 

And this kind of control system is carried in each robot 

car. 

Model matching 
compensator

GM(s)

-

-

-

+

dr,nua,n

Feedback 
compensator

CFB(s)

Feed forward 
compensator

CFF(s)

Controlled 
object
P(s)

uff,n

ufb,n

dm,n

edr,n

Target inter-
vehicular distance 

generator

Gref(s)

Vn+1Vn+1

dr,n

dref,n

 

Fig.3. Constitution of control system 

3.3 Control objective 

The block diagram of the controlled object is shown 

in Fig.4. The transfer function of the control objective 

P(s) from target acceleration ua(s) to actual inter-

vehicular distance dr(s) is given by equation (2). 
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Fig.4. Block diagram of control objective 

3.4 Inter-vehicular distance generator of target 

Inter-vehicular distance of target dref,n(s) is 

calculated by equation (3). 

)()()( ,,, sdsdsd narefnvrefnref     (3) 

Where, dref-v(s) represents the element of inter-

vehicular distance of target correspond to leading car’s 

velocity and dref-a(s) represents another element of target 

inter-vehicular distance correspond to the leading car’s 

acceleration. dref-v(s) and dref-a(s) are given by equation 

(4), (5), respectively. 
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Where, h represents inter-vehicular time coefficient 

and λa represents control parameter. Therefore, dref-v(s) 

increases as leading car’s speed increases. In my 

research, we defined the inter-vehicular time coefficient 

as h=2.0 in the same way as reference [5]. When leading 

car moves quickly, dref-a(s) also increases quickly. Due 

to long target inter-vehicular distance, it is not necessary 

for subsequent robot car to accelerate rapidly. 

3.5 Model matching compensator 

The transfer function of the model matching 

compensator GM(s) from inter-vehicular distance of 

target dref(s) to inter-vehicular distance response dm(s) is 

given by equation (6). 
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Where, ζ represents attenuation coefficient and ω 

represents character frequency. F(s) is a filter given by 

equation (7). 
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Where, TF represents time constant. In this research, 

time constant is defined as TF =0.1. 

3.6 Feed forward compensator 

A block diagram of feed forward control system is 

shown in Fig.5. In order to match the actual inter-

vehicular distance dr(s) and inter-vehicular distance 

response dm(s), it is necessary to equalize the transfer 

function of feed forward compensator from target inter-

vehicular distance dref(s) to actual inter-vehicular 

distance dr(s) and the transfer function of model 

matching compensator. Therefore, transfer function of 

feed forward compensator is given by equation (8), (9). 
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Feed forward compensator can control actual inter-

vehicular distance dr(s) similar to inter-vehicular 

distance response dm(s). However, due to disturbance 

and fluctuation of plant characteristic, feedback 

compensator is also necessary. 

dref,n
)(sCFF

)(sP
dr,n

)(sGM

dm,n

 

Fig.5. Feedforward control system 

 

3.7 Feedback compensator 

A block diagram of feedback control system is 

shown in Fig.6. This compensator controls transfer 

characteristic from a disturbance to actual inter-

vehicular distance shown in equation (10). 
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Feedback compensator can control disturbance 

response without influencing desired value response. In 

this research, sensitivity function for disturbance is 

given by equation (11). 
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Where, λS represents a parameter of sensitivity 

function. From equation (10) and (11), transfer function 

of feedback compensator is calculated as equation (12). 
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In my research, the parameter of sensitivity function 

is defined as λS=3.0. 

)(sCFB
)(sP

dr,n

-

+dm,n + +

dd,n

 

Fig.6. Feedback control system 

 

IV. SIMULATION 

4.1 Simulation condition 

Initial position of the vehicle-platoon is shown in 

Fig.7. The vehicle-platoon contains one leading robot 

car4 and three robot cars 1,2,3 and each initial inter-

vehicular distance is 3[m] and each initial velocity is 

0[m/s]. The velocity of robot cars1,2,3 are controlled by 

proposed control system and the velocity of robot car4 

is given as Fig.8. Simulation parameters of each Robot 

car are given by Table.1. Under above conditions, Inter-

vehicular distance and velocity of each robot car are 

simulated. 

dr3 = 3[m] dr2 = 3[m] dr1 = 3[m]

v4 = 0[m/s] v3 = 0[m/s] v2 = 0[m/s] v1 = 0[m/s]

Robot car3 Robot car2 Robot car1Robot car4

Fig.7. Initial position of Robot car 

 

 
Fig.8. Speed fluctuation of leading-robot car4 
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Table.1:Simulation parameters 

Parameters Robot car1 Robot car2 Robot car3 

λa 0.65 0.45 0.25 

h 2.0 2.0 2.0 

ζ 1.5 1.5 1.5 

ω 0.7 0.7 0.7 

 

4.2 Simulation results 

The calculated value of robot car’s velocity and each 

inter-vehicular distance is shown in Fig.9(a), Fig.9(b), 

respectively. From simulation results, it is verified that 

the velocity of subsequent robot car is controlled more 

gently than that of leading robot car. This result 

indicates that the proposed method can prevent 

subsequent following vehicles from accelerating rapidly. 

Moreover, Fig.9(b) indicates that actual inter-vehicular 

distance dr(s) is controlled accurately to match the inter-

vehicular distance response dm(s). 

 
(a)Velocity 

 
(b)Inter-vehicular distance 

Fig.9. Simulation results 

5. CONCLUSION 

In our research, it presents a two degrees-of-freedom 

control system to control the platooning. The system 

controls the velocity of vehicle-platoon smoothly and 

keeps the distance of vehicle-platoon accurately. 

The future plan is to carry out the simulation of 

model predictive control and do the comparison. And 

we will lead the control system into robot car.  
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Abstract: This paper deals with the building of the reusable reverse logistics model considering the decision of the 

backorder or the next arrival of goods. The optimization method to minimize the transportation cost and to minimize 

the volume of the backorder or the next arrival of goods occurred by the Just in Time delivery of the final delivery stage 

between the manufacturer and the processing center is proposed. Through the optimization algorithms using the 

priority-based genetic algorithm and the hybrid genetic algorithm, the sub-optimal delivery routes are determined. 

Based on the case study of a distilling and sale company in Busan, Korea, the new reverse logistics model in reusable 

recovery of empty bottles is built and the effectiveness of the proposed method is verified.  

 

Keywords: Reusable Recovery, Reverse Logistics, Backorder or Next arrival of Goods 

 

 

I. INTRODUCTION 

For achievement of the resources recycling society 

and the low carbon society, the reverse logistics which 

targets the flow from production recovery to 

reproduction of end of life products has been received 

attention in the logistics field. During tightening 

regulation on environment increasingly, the reverse 

logistics has been magnified by the following reasons: 

First, economic effect resulted from the cost reduction 

of raw materials in manufacturing process. Second, the 

propensity to consume changed to the environment-

friendly product. Third, business strategy tried to 

improve the image of corporate.  

However, the reverse logistics is different from the 

traditional forward logistics where new material or part 

are produced and sold to customer. In the reverse 

logistics, it is not only hard to predict the appearing time 

or amount of arrivals by the used periods or condition of 

the recovered products, but also the recovery routes are 

complex as there are lot of recovery centers. Moreover, 

even though the recovery products are environment-

friendly, its market is not large yet because of the 

stereotype of customers who regard the recovery 

product as used goods. And the reverse logistics costs 

more than the traditional forward logistics to construct 

and operate the system.  

There have been lots of researches on the 

remanufacturing recovery that processing operation is 

complex and the forms of products are various  

Jayaraman[1] represented the reverse logistics model of 

the Remanufacturing Recovery considering the delivery 

cost from the returning center to the processing center. 

And Tang[2] showed the reverse logistics model 

considering the disassembly process in the processing 

center. However, they haven’t discussed the processing 

operation to clean and refill the recovered products. On 

the other hand, researchers[3] extended these models, 

and represented reverses logistics model of the 

remanufacturing recovery that the disassembling, 

cleaning, refilling operations were included in the 

processing center and the transportation cost from the 

returning center to the processing center, manufacturing 

plant is considered. Moreover, they have built the 

reverse logistics model considering that a reusable part 

is delivered to the manufacturer and a part to disposal. 

In additions, they have discussed the reverse logistics 

model considering the direct route to each processing 

operation in processing center, recycling center, 

manufacturing plant or disposal as the condition of 

recovered product in the returning center. And the 

remanufacturing reverse logistics model was built 

considered inventory cost before and behind each 

processing operation which the recovered product 

through the returning center.  

Therefore, for optimizing the reverse logistics with 

uncertainty of amount or occurrence time of the 

recovery product, to build a model is necessary 

considering not only transportation cost but also the 

date and the processing of the decision whether waiting 

for arrival of an end-of-life product with the unclear 
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necessary parts for manufacturing.  

In this paper, a reusable reverse logistics model 

considering the decision of backordering or waiting for 

the next arrival of goods on the base of the reusable 

recovery is built. And, the optimization method of the 

reusable recovery to minimize the transportation cost 

and the volume of the backorder or next arrival of goods 

occurred by the just in time delivery of the final 

delivery stage between the manufacturer and the 

processing center is described. In addition, this method 

can be also applied to the remanufacturing recovery and 

the recycling recovery. 

  

II. BUILDING OF REUSABLE REVERSE 

LOGISTICS MODEL AND OPTIMIZATION 

CONSIDERING TRANSPORTATION, 

INVENTORY, AND BACKORDER COSTS 

The reverse logistics model in newly building 

reusable recovery is considered the Just in Time 

delivery cost from the processing center to manufacturer 

included decision whether waiting for arrival of the end-

of-life product or backordering necessary parts for 

manufacturing when the end-of-life product gathering 

goods to the processing center through the returning 

center is less than the demand of manufacturer. 

 

 

 

 

 

 

 

Fig. 1. Reusable reverse logistics model considering 

backorder or next arrival 

 Figure 1 describes the model combined the 

decision factors of the backordering or wait for the next 

arrival of goods based on the total inventory of the 

manufacturer in case of the end-of-life product 

gathering goods to the processing center through the 

returning center is less than the amount of demand. 

Indices 

i: returning center (i=1, 2, …, I； I： number of 

returning centers) 

j: processing center (j=1, 2, …, J；J：number of 

processing centers) 

t: time period (t=1, 2,…, T) 

Parameters 

ai: capacity of the returning center i  

bj: capacity of the processing center j 

dK: capacity of the manufacturer K 

ri(t): amount of the end-of-life product recovered to the 

returning center i  

dK(t): demand of in the manufacturer K  

uK: amount of an upper limit of backorder of the 

manufacturer K 

c
1
ij: unit cost of the transportation from the returning 

center i to the disassembly center j 

c
2
jK: unit cost of the transportation from the processing 

center j to the manufacturer K  

c
3
jD: unit cost of the transportation from the processing 

center j to the disposal D 

c
4
SK: unit cost of the transportation from the supplier S 

to the manufacturer K 

c
op

j: unit holding cost of the processing center j 

c
H1

j: unit inventory cost per period at the processing 

center j 

c
H2

K: unit inventory cost per period at the manufacturer k 

Decision Variables 

xij(t): amount shipped from the returning center i to the 

processing center j in the period t 

xjK(t): amount shipped from the processing center j to 

the manufacturer K in the period t  

xjD(t): amount shipped from the processing center j to 

the disposal D in the period t  

xKB(t): backorder amount of the manufacturer K at the 

period t  

y
H

j(t): inventory amount at the processing center j in the 

period t 

z
H

K(t): inventory amount at manufacturer K in the period 

t 

wK(t): Binary variable equals 1 when the safety 

inventory is secured in manufacturer K and 0 when 

backorder is necessary 

zj: Binary variable equals 1 when processing center j is 

hold, otherwise 0. 

Objective Function 

Minimize the transportation cost, occurred 

backorder cost or inventory cost by the JIT delivery 

according to waiting for the next arrival of goods 
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The recovered amount of the end-of-life product: 
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Capacities of the processing center and manufacturer: 

    (3) 

 

    (4) 

The amount of the backorder when selecting the 

backorder:   

 (5) 

The inventories of the processing center and 

manufacturer: 

  (6) 

 

 (7) 

The restriction not to be able to execute waiting of 

arrival of goods and relapse note at the same time in the 

processing center: 

 (8) 

  (9) 

Non-negativity of the decision variables: 

  (10) 

Decision variable of the holding determination: 

 (11) 

The reverse logistics is formulated as a mixed integer 

programming problem, and is one of the NP-hard 

problems. The mixed integer programming problem 

with comparatively little integer variable is possible to 

be solved in practicable time using traditional 

optimization software. But it becomes impossible to be 

applied for the large-scaled problem in this research 

since the calculating time or using memory increase 

geometrically. Therefore, the sub-optimal solution is 

calculated using GA as the solution of this problem. 

 

III. OPTIMIZATION OF REUSABLE 

REVERSE LOGISTICS USING GENETIC 

ALGORITHM 

1. Priority based genetic representation 

Encoding: The chromosome with length which is 

totalized by returning center (I) and processing center 

(J) is generated. The value of each gene represents the 

priority and an initial value allocated by the priority 

starts from total of the gene, (I+J). Then the priority 1 

less than the selected gene randomly is allocated till 

every gene has the priority value. For example, two 

chromosomes with the total of returning centers, I=5 

and total of processing centers, J=3, the capacities of the 

returning center and the processing center and the 

transportation cost from the returning center to the 

processing center are shown in the Figure 2.  

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. Example of Representation for Chromosome 

Decoding: In case of the first chromosome, the lowest 

cost of returning center for processing center with the 

highest priority is the returning center 5. The shipments 

(50) are decided by the maximum deliveries (50, 110). 

Moreover, the returning center 4 with the second lowest 

transportation cost is selected for the processing center 

3. The Shipments (60) are decided by the maximum 

deliveries (70, 60). Since the capacity 110 in the 

processing center 3 was satisfied, the priority is reset to 

0, and the returning center 1 with the second highest 

priority is selected.  

2. Genetic operators 

The WMX crossover determines a cutting point 

randomly and generates an offspring exchanging the 

right parts of the chromosomes from the cutting point. 

The exchanged right parts are arranged by each 

ascending orders. Next, the numbers of genes that 

become a pair to each other are checked and changed by 

the relationship. The Swap mutation [4] selects 

randomly the pairs of the gene exchanged in eight genes 

and exchanges the selected genes. 

3. Optimization by priority-based Genetic Algorithm 

Priority-based genetic representation adopted for the 

chromosome representation is used to show the node of 

the gene position and the value is used to show the 

priority of the node.  

4. Optimization by hybrid Genetic Algorithm 

Besides the function of priGA, hGA improves the 

searching ability of GA through adjusting the parameter 

appropriately in each generation using FLC [4] and 

making a suitable situation by the optimal solution 

search.  
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IV. SIMUTAION AND RESULTS 

1. Numerical example  

 This paper considers the ten returning centers and 

the six processing centers, the manufacturer, the 

disposal and one each supplier. In the Figures 3 and 4, 

the sub-optimal delivery route and the amount of 

backorder in period t1 and t2 are shown respectively. 
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Fig. 3 Sub-optimal delivery routes and amount of 

backorder of the example at t=1 
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Fig. 4 Sub-optimal delivery routes of the example at 

t=2 

This minimum costs 1,290,220 includes the 

transportation cost of from the returning center to 

processing center, the holding cost of the processing 

center, the transportation cost from the processing 

center to the manufacturer, the inventory cost of the 

processing center and the manufacturer, the backorder 

cost of the supplier and the disposal cost. Neither 

processing centers 2 and 5 are selected nor is holding 

cost reduced.  

2. Case of Bottle reusable reverse logistics of 

distilling and Sale Company  

The optimization problem of the bottle reusable 

recovery case with a distilling and sale company in 

Busan, Korea by the real data was simulated. It set to 20 

of the population size, 0.7 of the initial WMX crossover 

rate, 0.3 of the initial mutation rate, and 5000 of the 

maximum generation as a simulation condition of the 

proposed method. The minimum costs of the priGA and 

hGA are 3,975,048 and 3,963,330 respectively. Figure 5 

shows the sub-optimal delivery routes and the selected 

situation of the returning center. In this sub-optimal 

delivery routes, the five recovery centers (dotted circle 

in the Figure 5 are removed because of these high 

holding cost. The total of variables in this case study is 

22435, and it is impossible that the traditional 

optimization software LINGO calculates the solution in 

practicable time. However, the priGA and hGA could 

calculate the solution in the practicable time, 6.42[sec] 

and 4.45[sec], respectively. 

 
Fig. 5 Sub-optimal delivery routes and selected or 

unselected recovery centers 
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Abstract: Recently many drain pipes used for transportation of water and gas at the plants have become old. These 

pipes have many defects caused by corrosion and cracking and they cause serious accidents because of leakage, fire 

and blasts. Therefore, to forestall these accidents, we believe it is important to do drain pipe inspections and 

maintenance using drain pipe inspection robots. 

'Rotating probe' and 'Image processing' are used for the method of inspecting pipe in this research. Then, the 

development of the Pipe Inspection Robot measures the irregularity and the form of the defect in pipe. Therefore, this 

robot using the rotating probe of this touch sensor is profitable. 

 

Keywords: Drain pipes, Pipe inspection robot, Rotating probe, Image processing 

 

 

I. INTRODUCTION 

Recently many drain pipes used for transportation of 

water and gas at the plants have become old. These 

pipes have many defects caused by corrosion and 

cracking and they cause serious accidents because of 

leakage, fire and blasts. Therefore, to forestall these 

accidents, we believe it is important to do drain pipe 

inspections and maintenance using drain pipe inspection 

robots. A lot of pipe inspection robot that uses image 

processing has been developed up to now. However, 

whether it is a defect or a pattern might not be 

understood only from the image processing. Then, the 

presence of the defect is confirmed with a touch sensor. 

In this research, the composition of the robot is 

described, and the image processing, the explanation of 

the rotating probe, and the outcome of an experiment 

are described. Subsequently, I describe the future plans. 

 First of all, the video shooting in pipe is done as a flow 

of the system of the picture processing. Next, the 

confirmation and the correction of a center point are 

done. Finally the developed figure of the video image is 

made by development of the image and correcting the 

seam. The recording cameras of the image processing 

are 300,000 pixels CCD. 

 Next, the probe (sensor) that enabled the defect 

detection was developed. The performance experiment 

of the sensor is installed in the rotational mechanism of 

'Mogurinko 250' by 'Ishikawa iron works Ltd'. In 

separate research, the Indian Institutes of Techonology 

Kanpur has researched a rotating probe using piezo 

element for inspecting the inside of pipes with a touch 

sensor system. It explains the composition and the 

operation of the probe, and the outcome of an 

experiment in the made pipe model is shown. 

 

II. ROBOT STRUCTURE 

 In this research, the robot of 'Mogurinko 250' by 

'Ishikawa iron works Ltd' was used. This robot has CCD 

camera in the front and the rotating probe was installed 

in the back. Fig.1 shows the appearance diagram. 

Fig.1 The appearance diagram of robot 

 

This robot can be controlled by wireless radio 

communication in the inside pipe and can also transmit 

image information of the inside of the pipe in real time. 
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Specifications of this inspection robot: 

・ Size: length 370mm, width 180mm, height 

160mm.  

・ Moving speed: 13.7m/min, 

・ Driving mode: double motor, 

・ Electric Power: rechargeable batteries 7.2V. 

・ Wireless frequency: apply to 2.4/5 GHz and 

Data transmission by 100 base-T Ethernet. 

・ USB Camera(300 thousand pixel) 

 

III. IMAGE PROCESSING METHOD 

The image processing to be a center point correction of 

pipe and develop of the image, it is very difficult to 

recognize the defect based on video in pipe. Then, the 

image is converted from circular image to zonal image 

and the inside of pipe is vertically seen. It becomes easy 

to recognize the defect by processing it like that. 

 

3.1 Center Point Correction 

 The obtained video doesn't necessarily have the center 

of the pipe at the center of the image. Accordingly, the 

center of the pipe is found and it is necessary to process 

the image centering on the point. 

 Center point correction method is ' Hough 

transformation method ' and ' Least squares method '[1]. 

Fig.2 is the second order polynomial approximation. 

Fig.2 Least-squares method 

 

Fig.3 Hough transformation method 

 

 

3.2 Zonal Image Making 

 When a center point is found, circular image is 

developed to the zonal image. The acquired image is 

taken by perspective. Therefore, the correction is put, 

and a circular image is converted to a zonal image. 

Fig.4 Zonal image making 

 

3.3 Development Image Making 

 When an arbitrary zonal image is made, a zonal image 

is continuously made. And, the image of development in 

pipe is made by joining it. 

Fig.5 Development Image 

 

Fig.6 Image processing result 
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IV. ROTATING PROBE METHOD 

4.1 Structure of Rotating Probe 

 The probe consists of spring steel and piezo film is 

positioned at the base of the probe. The steel strip can 

be used as cantilever. To control the cable of the rotating 

probe, a steel strip was used, as shown in Fig.7 

Fig.7 Rotating probe 

 

4.2 Operating Principles of Rotation Probe 

When the rotating probe touched the defected area, the 

piezo film could detect the curve and change of the 

stress. This stress change of the piezo film can be 

measured as voltage change. Movement of rotating 

probe is shown Fig.8.  

First, four probes rotate and the probes approach the 

defect of the inside pipe. (Fig.8-①)Next, the probes 

start to touch the defect and its detected defect. (Fig.8-

②.③) Afterward the probe moves away from the defect. 

(Fig.8-④) 

Fig.8 Movement of rotating probe 

 

V. Performance experiment of Probe 

This experiment used a resting robot with a rotating 

probe in a clean vinyl chloride pipe with a 25cm 

diameter, as shown in Fig.9. The defects were made of 

slices of eraser. 

Fig.9 Experiment Conditions 

 

5.1 Data Capture Method 

The voltage change happens from bending of the probe. 

The voltage change is taken into the microcomputer. 

And, it displays it in CPU of the robot by using serial 

communications. The sampling period at this time is 

0.01 seconds. The microcomputer used H83664tiny 

microcomputer. Fig.10 shows the appearance diagram 

of microcomputer.  

Fig.10 The appearance diagram of microcomputer. 

 

5.2 Experiment Method 

 The experiment doesn't drive the robot, and operate 

only the rotation probe. And probe touched to the defect 

of experimental object. What voltage change happens is 

measured as a result. 

 Table.1 shows the experimental condition. 
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Table.1 Experimental condition. 

 

5.3 Experimental Environment 

 Figure of each experimental condition is enumerated 

as follows. 

 Experiment 4 

 Fig.11 Defect form: Semicircular and Equilateral 

triangle 

 Experiment 5 

Fig.12 Defect form: Concave type 

 

5.4 Experimental Results 

 The Table.2 and Table.3 shows the outcome of an 

experiment. 

Table.2 Experimental Results (Size) 

Table.3 Experimental Results (Form) 

 

VI. AUTOMATIC DEFECT RECOGNITION 

METHOD 

 Automatic defect recognition method was made based 

on these outcomes of experiments. Fig.13 shows the 

algorithm of automatic defect recognition method. 

Fig.13 Pipe inspection algorithm 

 

VII. CONCLUSION 

 In this paper, a rotating probe in vinyl chloride pipe 

was tested, and a new inspection robot system for drain 

pipe was developed. Moreover, the image was 

processed, a circular image was developing, and it was 

possible to make it to a plane image. In the future, these 

two researches are combined, and the defect diagnostic 

system with good accuracy will be made. And, it 

actually experiments in pipe. 
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Abstract: Computer vision and recognition is playing an increasing important role in the modern intelligent control. 
Object detection is the first and the most important step in object recognition. Traditionally, special objects can be 

detected and recognized by the template matching method, but the recognition speed has always been a problem. Also 

for recognition by the neural network, training the data is always time consumption. In this paper, the genetic 

algorithm-based face recognition system is proposed. The genetic algorithm (GA) has been considered as a robust and 

global searching method. Here, the chromosomes generated by the GA contain information (parameters) of the image, 

and we use the genetic operators to obtain the best match between the original image and the face of interest. The 

parameters are the coordinate (x, y) of the center of the face in the original image, the rate of scale and the angle Ѳ of 

rotation. Finally, the experimental results and some other considerations are also given.  

 

Keywords: Face detection and recognition, Genetic algorithm, Image processing, Template matching method. 

 

 

I. I�TRODUCTIO� 

Lots of papers and applications are presented on the 

web, in conference proceedings or journals about the 

intelligent control. Among them, image processing and 

recognition occupy a very large percentage [1-3]. The 

higher the degree of intelligence is, the more important 

is the image detection and recognition technology. 

For an intelligent control system, it is necessary to 

acquire information about the external world 

automatically by sensors, in order to recognize its 

position and the surrounding situation. A camera is one 

of the most important sensors for computer vision: the 

intelligent system endeavors to find out what is in an 

image taken by the camera: traffic signs, obstacles or 

guidelines, etc. 

The reliability and time-response of the object 

detection and recognition have a major influence on the 

performance and usability of the whole object 

recognition system [4]. The template matching method 

is a practicable and reasonable method for object 

detection [5], but the recognition speed has always been 

a problem. 

In addition, in order to search for the object of 

interest in an image, lots of data need to be processed. 

The genetic algorithm (GA) has been considered to be a 

robust and global searching method (although it is 

sometimes said that GA can not be used for finding the 

global optimization [6]). Here, the chromosomes 

generated by GA contain information about the image 

data, and the genetic and evolution operations are used 

to obtain the best match to the template [7]: searching 

for the best match is the goal of this paper. 

This thought emerged from the features of GA, and 

the need to recognize the faces of special people easily 

and quickly by an intelligent system. The single concept 

and feature of image processing and the GA will not be 

introduced here, because there is already extensive 

literature on these subjects. 

In this paper, the encoding and decoding method of 

the GA and the experimental setting, the experiment and 

the analysis, and conclusion are addressed sequentially. 

II. THEORY A�D EXPERIME�T 

If we want to find a special person in an image, we 

first have to detect people in the image, and then 

recognize which one is the person of interest 

(sometimes these two steps will be executed 

simultaneously). 

1. Genetic encoding 

Since the chromosomes generated by the GA contain 

information about the image data, the first step is to 

encode the image data into a binary string to the GA [8]. 

Some important parameters of GA are given in Table 

1, and the search field and region are given in Table 2. 

Table 2 shows that there are 4 image parameters: the 

center of a face (x, y) in the original image, the rate of 

scale of the face, and the rotating angle Ѳ, are encoded 

into the elements of gene (the meanings of which will 

be introduced below). Since one parameter uses 8 bits 

1.
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(1 byte), and there are 4 image parameters, thus one 

chromosome contains 4 bytes shown in Fig.1. 

Table 1. Setting for the GA parameters 

Source The original and the template images 

Generations 
Maximum = 300 (the stopping 

criterion) 

Population 

Size 
200 

Reproduction 

 (selection) 

Pr of the best individuals will be 

selected to survive. The remained (1-

Pr) will be treated by the genetic 

operators (crossover and mutation) 

Crossover 

Offspring are produced from parents 

by exchanging their genes at the 

crossover point, the ratio is Pc 

Mutation 

Produce spontaneous random 

changes in various chromosomes. Th

e general random change method is 

used at the rate of Pm 

 

Table 2. Setting for the experiment 

Image parameters (field) 

x 8 bits (0, max_x) 

y 8 bits (0, max_y) 

rate 8 bits (1.0, 3.0) 

Ѳ 8 bits (-35
o
, 35

o
) 

GA parameters 

Pr 0.6 

Pc 0.5 

Pm 0.01 

2. Genetic algorithm 

The fitness is defined as [9] 

 
  (1) 

 

 

In Eq.1, temp(i, j) is the gray level of the coordinate 

(i, j) in the template image, the width and height of 

which are temp_x and temp_y. f(x, y, rate, Ѳ) gives the 

gray level in the original image, the coordinate of which 

are calculated by translation from (x, y), and by 

changing the scale and the rotation angle Ѳ from the 

template. Since the images have 256 gray levels, in Eq.1, 

division by 255 ensures that the resulting fitness is 

between 0 and 1. 

Based on Eq.1, in the program, the fitness is 

calculated by the following four steps, and Fig.2 gives 

the figural example. 

(1) The coordinate (i, j) in the template is scaled by the 

value of parameter rate, then we get the result f(x, y, 

rate, Ѳ) = f(0, 0, rate, 0) = (i × rate, j × rate);  

(2) The result of step (1) is rotated by the value of 

parameter Ѳ, thus f(x, y, rate, Ѳ) = f(0, 0, rate, Ѳ); 

(3) The result of step (2) is translated from the 

coordinate (x,y) in the original image, then the gray 

level of the pixel f(x, y, rate, Ѳ) is gotten; 

(4) All the differences between the gray level of the 

coordinate (i, j) in the template and that of the 

calculated f(x, y, rate, Ѳ) in the original image are 

summarized by Eq.1 to calculate the fitness. 

If the value of the fitness is lager than the preset 

threshold, the search process is over and the result is 

given, otherwise the loop will be continued.  

3. Decoding 

In order to obtain the true value of the image 

parameters from the chromosome, decoding is needed. 

In Eq.2, after decoding from datum of GA, the value of 

each parameter is standardized. A figural example is 

given in Fig.3.  

)GA from datum(
255

MINMAX
MINValue ×

−
+=    (2) 

4. Experiments 

The experiment is done by first loading the original 

and the template images. GA is used to find whether or 

not there is the object (face) of a template in the original 

Fig.1. One chromosome contains 4 bytes 

 

Ѳ 

255)temp_y()temp_x(

|),(temp),,,(|

0.1fitness

temp_y

0

temp_x

0

××

−

−=

∑ ∑
= =j i

jirateyxf θ

Fig.2. Figural example of calculation by Eq.1 

A
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image. If the answer is YES, then in the original image 

the result gives the coordinate of the center of the face, 

the rate of scale, and the rotation angle from the 

template. 

Fig.4 and Fig.5 are the template and the original 

images for the experiment. The values are the width × 

height in pixels of the image. In Fig.5, two original 

images are presented, the sizes of which are the same 

320×240. 

The maximum number of generation is limited to 

300, and the threshold of the matching rate is set to 0.85. 

Thus if within 300 generations the matching rate can 

reach 0.85, it is said that the template is found in the 

original image (the template matched the original image 

by the threshold). The result of the GA-based face 

recognition is given in Fig.6 and Table 3. 

 

Table 3. Results of searching by GA 

 Result for Fig.5a Result for Fig.5b 

Fitness 0.858 0.875 

Generation 28 18 

(x, y) (71, 108) (51, 107) 

Rate 2.0039 1.9333 

Angle [deg] 12.59 -9.76 

III. CO�CLUSIO� 

In this paper, the GA-based image (face) recognition 

method is tested. 

The GA starts with an initial set of random solutions 

called the population. Each individual in the population 

is called chromosome, and represents a solution to the 

problem. By stochastic search techniques based on the 

mechanism of nature selection and natural genetics, 

genetic operations (crossover and mutation) and 

evolution operation (selecting or rejecting) are used to 

search the best solution [10]. 

In this paper, the chromosomes generated by the GA 

contain information about the image, and we use the 

genetic operators to obtain the best match between the 

original image and the template. The parameters are the 

coordinate (x, y) of the center of the object in the 

original image, the rate of scale, and the rotation angle 

Ѳ.  

In fact, translation, scale and rotation are three main 

invariant moments in the field of pattern recognition. 

However, for face recognition, the facial features are 

difficult to be extracted and calculated by the general 

pattern recognition theory and method. Even these three 

main invariant moments will not be invariant because 

the facial expression is changed in different images. 

Thus the recognition only gives the best matching 

result within an upper predetermined threshold. The 

result in the paper shows that the recognition is satisfied. 

By using the GA-based recognition method, the 

settings of the search field (in this paper, (x, y, rate, Ѳ) 

is selected), the determination of the genetic operations, 

and the selection and the optimization of the fitness 

function all have a strong effect on the level of 

recognition of the resultant image. 

Based on the results of experiments described here, 

further work will emphasize (i) optimizing the fields of 

chromosomes, and (ii) improving the fitness function by 

adding some terms to it. This work is important and 

necessary in order to improve the GA-based face 

recognition system. 
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Study on the Disturbance Rejection of Virtual Slope Walking 
by Stepper-2D Robot 
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Abstract: Virtual Slope Walking is a new realization of powered walking based on Passive Dynamic Walking, which is 
not only effective in generating fast walking, but also achieving advantages on disturbance rejection. Under the open-
loop condition without external sensing device，the step-handling walking with maximum step height of 10% leg 
length is realized on a planar bipedal robot Stepper-2D. This paper theoretically studies the disturbance rejection of 
Virtual Slope Walking by introducing the ground step perturbation. We theoretically proved that the step perturbation 
can be transformed to the disturbance of initial system state and successful step handling walking comes from the 
system’s cyclic stability. The necessary and sufficient condition of recovering from the step perturbation is obtained and 
confirmed by the experiment on Stepper-2D. 

Keywords: Bipedal robot; Virtual Slope Walking; Disturbance Rejection. 

I. INTRODUCTION 

McGeer [1] demonstrated that a Passive Dynamic 
Walker can walk down a shadow slope with no control 
and actuation in the early of 1990. Then the concept of 
Passive Dynamic Walking has been used as a starting 
point for designing powered walkers to walk on level 
ground. Wisse[3], Hobbelen[4] and Collins[5]. 
demonstrated several realizations of powered walking 
based on kinematic energy complement. Asano [6], 
Honjo [7] and Harata [8] introduced the parametric 
excitation for potential energy restoration. In our 
previous work [9] [10], we proposed Virtual Slope 
Walking by introducing the leg length modulation and 
achieved a relative speed of 4.48leg/s on a planar 
bipedal robot Stepper-2D. 

Disturbance rejection, defined as the ability to deal 
with unexpected disturbances [11], is considered as one 
of the fundamental performances for bipedal walking. 
There exists several ways to measure the disturbance 
rejection for a PDW based walker theoretically, such as 
Floquet multipliers, Basin of Attraction and the Gait 
Sensitivity Norm. But the most commonly used 
experimental measure is the ground step perturbation 
that a walker can handle without falling. Wisse[12] 
realized powered walking under a step height of 2% leg 
length disturbance. Pratt [13] realized powered walking 
under a step height of 9% leg length. Geng [14] 
achieved powered walking under a step height of 4% 
leg length by on-line machine learning and PDW based 
mechanism designed. We[15][16] have realized a 
powered walking under a step height of 10% leg length 
on Stepper-2D based on Virtual Slope Walking.  

In this paper, we theoretically study the 
disturbance rejection of Virtual Slope Walking and 
present its stabilizing mechanism under. Based on the 
asymptotic expression of stride function and the fixed 
point, we theoretically proved that ground step 
perturbation can be transformed to the disturbance of 
initial system state and the successful step handling 

walking comes from the fixed point’s stability. Then the 
necessary and sufficient condition of recovering from 
the step perturbation is presented based on the analysis 
of the relationship between the system state and the 
minimum initial state in the transition phase, providing 
the possibility to quantitatively analyze the maximal 
relative step height. 

The remainder of this paper is organized as follows. 
In Section Ⅱ, the model of Virtual Slope Walking is 
presented. In Section Ⅲ, the ground step disturbance 
handling is illustrated, and the performance of 
disturbance rejection is analyzed in Section Ⅳ. Section 
Ⅴ presents the experimental results and Section Ⅵ the 
conclusion and future work. 

II. Model of Virtual Slope Walking 

1 Model Description 
A cartoon of the Virtual Slope Walking model is 

shown in Fig. 1. We assumed that the model has two 
telescopic massless legs and a point mass body at the 
hip. The stance leg is actuated for extending from rs to re 

following a smooth leg length trajectory r(t), the swing 
leg is actuated for shortening from re to rs in one step. 
The length shorten ratio is then defined as =rs/re. Since 
the swing leg is assumed massless, it can be swung 
arbitrarily quickly to the position with constant inter-leg 
angle φ0 before heel strike. The impact of the swing leg 
with the ground is assumed to be fully inelastic (no slip, 
no bounce) and instantaneous, which implies that there 
exists discontinues change in the velocity of the center 
of mass and unchanged system configuration. 

 
Fig. 1 Model of Virtual Slope Walking 
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We define a walking step starts when the new 
stance leg (lighter line) has just made contact with the 
ground in the upper left picture, namely instant I. The 
stance leg swings to the position at θ=θII in the upper 
right picture for the beginning of extension, namely 
instant II. And the stance leg extension ends at θ=θIII in 
the bottom left picture, namely instant III. The swing 
leg (heavier line) is shortened and swings to the position 
with constant inter-leg angle φ0 just before heel strike in 
the bottom middle picture, and hits the ground in the 
bottom right picture, namely instant IV. Then, the stance 
leg and swing leg exchange subsequently, and the 
walking cycle repeats continuously. 

2 Governing Equations 
The governing equations of the system consist of 

nonlinear differential equations for the swing phase and 
algebraic equations for the transitions of heel strike. 

(1) Swing phase from I to II: Using Lagrangian 
Equations, the second-order differential equation of 
motion is given below for the swing phase of the stance 
leg with the constant length rs under the dimensionless 

time variable
eg r t   

1
( ) sin ( )   





        (1) 

For the simplicity, we will refer to dimensionless time τ 
as the time variable, henceforward. 

(2) Stance leg extension From II to III: The stance 
leg acts as an inverted pendulum with variable length 
r(τ). Using the Lagrangian Equations, the equation of 
motion can be written as 

2

2
( ) sin ( ) ( ) ( )

( ) ( )

( ) ( ) ( ) cos ( )

e

e e

r
r

r r

F
r r r r

mg

      
 

     

  

   


  



    (2) 

where F is the force that the leg exert on the center of 
mass during the stance leg extension. 

(3) Swing phase from III to IV: Similar to the 
equation in Eq. (1), the equation of motion for the 
stance leg with the constant length re can be written as 

 ( ) sin ( )   


               (3) 

(4) Heelstrike transition from IV to I of the 
subsequent step: The heelstrike from step n to the 
subsequent step n+1 occurs when the geometric 
collision condition 

I 0 IV

I IV

( 1) ( ( ))

cos ( 1) cos ( )

n n

n n

  
  

   
  

      (4) 

is met, where the ‘I’ and ‘IV’ subscripts denote the 
instant I and IV respectively, φ0 is the constant of the 
inter-leg angle at heels trike. Eq. (4) also reflects a 
change of names for the two legs. The swing leg 
becomes the stance leg, and vice versa. 

From the conservation of angular momentum about 
the swing foot contact point at heel strike, we obtain the 
following transition equation 

0
I IV

cos
( 1) ( )n n

 


            (5) 

Eq. (1)-(5) construct the dynamic equations of this 
hybrid system. 

3 Stride Function and Fixed Point 
The general procedure for the study of this model 

is based on interpreting a step as a Poincaré map, or, as 
McGeer termed it, a ‘stride function’ [1]. Our Poincaré 
section is at the start of a step, namely instant I in Fig. 1. 
Given the state of the system at instant I, the Poincaré 
map f determines the state just after the next heelstrike. 
Note that in the geometric collision condition Eq. (4), 
the stance leg angle θI is constant with inter-leg angle φ0 

0
I

0

cos
arctan

sin

 



            (6) 

So the heels trike transition reduces this problem in 2D 
state space {θI, ωI} to a one dimensional map f, only 
consisting of angular velocity ωI. So, while the system 
has only one independent initial condition, we need to 
specify ωI at the start of walking step n to fully 
determine the subsequent motion at steps n+1, n+2,… 
so that ωI(n+1) can be obtained from ωI(n) by the 
Poincaré mapping. We have proved that under the 
Equivalent Definition, The Trajectory Leg Extension 
(TLE) can be equivalently transformed to the 
Instantaneous Leg Extension (ILE) [15] in Virtual Slope 
Walking. Consequently, defining a new variable q=ω2

I 

as the system state, the stride function f can be 
analytically obtained under the Instantaneous Leg 
Extension (ILE) as follows 

2 2
0

2 *
0 2

( ) cos

1 1
2 cos [cos ( ) cos ( )]

q q 

    
 



   II I

f
 (7) 

where θ*
II is the equivalent extension angle. Since the 

walking with TLE and its equivalent ILE produces the 
equivalent cyclic walking motion, ILE can be used as a 
theoretical tool for the analysis of Virtual Slope Walking 
without the dependence on numerical simulation. 

The fixed point of the stride function is defined as 
f(qf) = qf. From Eq. (7), the fixed point can then be 
obtained as follows 

2 * 3 3
0

2 2 2
0

2cos [cos (1 ) cos ( )]

(1 cos )
II Ifq

     
  

  



 (8) 

III. Ground Step Disturbance Handling 

1. Transition Walking 
After entering into the periodic state in Virtual 

Slope Walking, once the system is perturbed by a single 
step, there will be a transition phase in the subsequent 
one or two walking steps. And after that, the system 
state will approach the fixed point asymptotically the 
same as the condition of initial state’s disturbance in 
Virtual Slope Walking. We will illustrate such transition 
walking by introducing the single step-up and step-up-
down perturbations in the following section. 
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2. Single Step-Up Perturbation 
We assume that the system is in the periodic state 

in step n-2, and a single step-up perturbation occurs at 
the end of step n-1, just at heel strike. The subsequent 
transition walking step n is shown in Fig. 2. In the 
transition phase, there exist the perturbations not only 
on the system state q, but also on the stance leg angle θI 
and θIV, which is constant in normal walking, resulting in 
the variation of the stride function. After the transition 
phase ends, only disturbance on the system state q exists. 

1n  n

IV
n

1n 

I
n

2n 

I
f

IV
f

I
f

I
f

IV
f IV

f

h

 
Fig. 2 Transition Walking of the Single Step-Up Perturbation 

Let h be the step disturbance height, and hr=h/re be 
the relative value. Then, the perturbation on the stance 
leg angle θI and θIV resulted from the step height 
disturbance in the transition walking step n can be 
obtained as follows 

IV I 0

IV Icos cos

n n

n n
rh

  

  

  


 

         (9) 

The system state at the start of step n can be considered 
as the output of the stride function with perturbed θIV of 
step n-1. Let θf

I and θf
IV be the constant stance leg angle 

which is corresponded to the fixed point, then q(n) can 
be represented as 

2 2
0

2 *
0 II IV I2 2

( ) cos

1 1
2cos [cos ( ) ( cos cos )]

f

n f

q n q 

     
 



   
 (10) 

There exists the perturbation on θI in transition walking 
step n (Fig. 2), so q(n+1) can be considered as the 
output of the stride function with perturbed θI of step n 

2 2
0

2 *
0 II IV I2 2

( 1) cos ( )

1 1
2cos [cos ( ) ( cos cos )]f n

q n q n 
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 

 

   
 (11) 

θI and θIV returns to the constant value from step n+1, 
then q(n+2) can be represented as 

2 2
0

2 *
0 II I2

( 2) cos ( 1)

1 1
2cos [cos ( ) cos ( )]f

q n q n 

    
 

  

   
 (12) 

The transition phase ends after step n, and the system 
state starts approaching the fixed point asymptotically 
with the initial state of q(n+1). 

It can be concluded from Eq. (10)&(11) that the 
single step-up perturbation introduces the disturbance 
on the system state q of step n and transfers such 
disturbance by the stride function in the subsequent 
transition phase. It is indicated from Eq. (12) that after 
the transition phase ends, the step perturbation can be 
totally transformed to the disturbance of initial system 
state. So, once the continuous walking condition of the 
initial state is satisfied, the system state will definitely 
approach the fixed point in the following walking steps. 

3. Single Step-Up-Down Perturbation 
We assume that the system is in the periodic state 

in step n-2, and a single step-up-down perturbation 
occurs at the end of step n-1, just at heel strike. The 
subsequent transition walking steps n and n+1 are 
shown in Fig. 3. The same as the step-up perturbation, 
in the transition phase, there exist the perturbations not 
only on the system state q, but also on the stance leg 
angle θI and θIV, which is constant in normal walking, 
resulting in the variation of the stride function. After the 
transition phase ends, only disturbance on the system 
state q exists.  

1n  n 1n  2n 

1
IV
n 

IV
n

I
n

1
I
n 

2n 

I
f I

f
IV
f

IV
f

IV
f

h

Fig. 3 Transition Walking of the Single Step-Up-Down 
Perturbation 

The perturbation on the stance leg angle θI and θIV 
resulted from the step height disturbance in the 
transition walking step n and n+1 can be obtained as 
follows 

1 1
IV I 0 IV I 0

1 1
IV I IV I

,
cos cos cos cos

n n n n

n n n n
r rh h

     

     

 

 

     
 

     

 (13) 

The system state at the start of step n can be considered 
as the output of the stride function with perturbed θIV of 
step n-1. So q(n) can be represented as 

2 2
0

2 *
0 II IV I2 2

( ) cos

1 1
2cos [cos ( ) ( cos cos )]

f

n f

q n q 
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 



   
 (14) 

Both perturbations on θI and θIV exist in transition 
walking step n (Fig. 5), so q(n+1) can be considered as 
the output of the stride function with perturbed θI of step 
n and θIV of step n+1 

2 2
0

2 * 1
0 II IV I2 2

( 1) cos ( )

1 1
2cos [cos ( ) ( cos cos )]n n

q n q n 
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

 

   
 (15) 

There exists the perturbation on θI in transition walking 
step n+1 (Fig. 3), so q(n+2) can be considered as the 
output of the stride function with perturbed θI of step 
n+1 

2 2
0

2 * 1
0 II IV I2 2

( 2) cos ( 1)

1 1
2cos [cos ( ) ( cos cos )]f n

q n q n 
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

  
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 (16) 

θI and θIV returns to the constant value from step n+2, 
then q(n+3) can be represented as 

2 2
0

2 *
0 II I2

( 3) cos ( 2)

1 1
2cos [cos ( ) cos ( )]f

q n q n 

    
 

  

   
 (17) 

The transition phase ends after step n+1, and the system 
state starts approaching the fixed point asymptotically 
with the initial state of q(n+2). 

It can be concluded from Eq. (14)-(16) that the single 
step-up-down perturbation introduces the same 
disturbance as that of the single step-up perturbation. It 

The Sixteenth International Symposium on Artificial Life and Robotics 2011 (AROB 16th ’11), 
B-Con Plaza, Beppu,Oita, Japan, January 27-29, 2011

©ISAROB 2011 525



is indicated from Eq. (17) that after the transition phase 
ends, the step perturbation can be totally transformed to 
the disturbance of initial system state. The only 
difference is that the transition phase of single step-up-
down perturbation includes one more step than that of 
single step-up perturbation. So, once the continuous 
walking condition of the initial state is satisfied, the 
system state will also definitely approach the fixed point 
in the following walking steps. 

So we can draw the conclusion from the above results 
that the step height perturbation can be totally 
transformed to the disturbance of initial system state, 
and the disturbance rejection problem in Virtual Slope 
Walking can be transformed to the stabilizing problem 
of the fixed point if the continuous walking condition is 
satisfied. 

Ⅳ Analysis of Disturbance Rejection of 
Virtual Slope Walking 

1. Maximum Relative Step Height 
There exists the maximum relative step height hr

max 
when q(n)=qz(n) holds as hr increases, which describes 
the performance of disturbance rejection of Virtual 
Slope Walking. Therefore, hr

max can be obtained as 
follows 

max 2
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2 cos

1 (1 )(1 cos )cos1
cos , 0

2 cos

n
r

f f

f f

h

q

q

  

     


      
 



     


     


 (18) 

where hr
max and θI

n satisfy 

IV I 0

max
IV Icos cos

n n

n n
rh

  

  

  


 
        (19) 

It can be concluded from Eq. (18)&(19) that the 
maximum relative step height hr

max is determined by the 
model parameters length shorten ratio β, equivalent 
extension angle θ*

II and inter-leg angle φ0. We will 
illustrate the influence of model parameters on the 
disturbance rejection in the following section. 

2. Influence of Model Parameters  

2.1 Effect of the Length Shorten Ratio β 
The maximum relative step height hrmax is shown as 

a function of β in Fig.4 with four values of φ0. It is 
indicated from Fig.4 that hrmax decreases with an 
increase in β. An increase in β causes a net decrease in 
the extended leg length, resulting in a decrease in the 
complementary energy Ec and a decrease in the system 
kinematic energy which is represented by the system 
state q. On the other side, an increase in β causes an 
increase in qz. Consequently, hrmax decreases from 
combined action with the effect of changing in q(n) and 
qz(n). 

The main conclusion from this graph is that a decrea
se in β leads to a greater hr

max and a larger disturban
ce rejection in Virtual Slope Walking. However, β is a

lways restricted by the physical parameters of the real ro
bot. 
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Fig. 4 Trajectory of maximum relative step height hr

max 
versus length shorten ratio β 

2.2 Effect of the Equivalent Extension Angle θ*
II 

The maximum relative step height hr
max is shown 

as a function of θ*
II in Fig. 5 with two values of β and φ0 

respectively. Fig. 5 shows a second order relationship 
between hr

max and θ*
II. As θ*

II approaching zero from 
both side, hr

max increases and reaches a maximum value 
at θ*

II =0o. The vertical projection of leg length 
extension increases as θ*

II approaching zero, and more 
potential energy is complemented. As a consequence, 
q(n) and hr

max increase while qz(n) stays constant. The 
vertical projection of leg length extension reaches its 
maximum at θ*

II =0o. 
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Fig. 5 Trajectory of maximum relative step height hr

max versus 
equivalent extension angle θ*

II  

It can be concluded from this graph that extending 
the stance leg more close to mid-stance will result in 
a greater hr

max and a larger disturbance rejection in 
Virtual Slope Walking. We can extend this conclusion 
to the Trajectory Leg Extension (TLE) that the 
extension phase being close to mid-stance also produces 
larger disturbance rejection. 
2.3 Effect of the Inter-leg Angle φ0 

The maximum relative step height hr
max is shown as a 

function of φ0 in Fig. 6 with four values of β. As shown 
in Fig. 6, hr

max decreases with an increase in φ0. The 
dissipation energy Er increases as φ0 increases. As a 
consequence, the system kinematic energy decreases, 
and q(n) decreases. On the other side, an increase in φ0 
causes an increase in qz. Consequently, hr

max decreases 
from combined action with the effect of changing in 
q(n) and qz(n). 
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Fig. 6 Trajectory of maximal relative step height hrmax versus 

inter-leg angle φ0 
So we can conclude from this graph that a smaller 

φ0 results in greater hr
max and a larger disturbance 

rejection in Virtual Slope Walking.  

2.4 Adjoint Relationship between the Walking Speed and 

Disturbance Rejection 
The walking speed described by the Froude Number 

Fr is also determined by the model parameters β, θ*
II, 

and φ0 [16]. Therefore, as the model parameters change, 
there exists an adjoint relationship between the walking 
speed and disturbance rejection. The maximum relative 
step height hr

max is shown as a function of Fr in Fig. 7. 
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Fig. 7 Trajectory of maximal relative step height hrmax versus 

walking speed Fr 
It is indicated from Fig. 7 that hr

max increases with an 
increase in Fr. Since the effect of model parameters on 
hr

max is the same as that on Fr, this conclusion exists 
distinctly. Such conclusion suggests that achieving fast 
walking speed always accompanying with large 
disturbance rejection. 

From the above analyze results, it can be 
concluded that the performance of disturbance rejection 
in Virtual Slope Walking can be determined by the 
model parameters β, θ*

II, and φ0, which will be 

confirmed in the following experiment results. 

Ⅴ. Experiment 

1. Planar Bipedal Robot Stepper-2D 
We use the planar bipedal robot Stepper-2D as a 

test bed of disturbance rejection in Virtual Slope 
Walking under single step perturbation. As shown in Fig. 
8, Stepper-2D is mounted on a boom to constrain the 
body motion in the sagittal plane. The boom has three 
orthogonal DOF and the length is six times more than 
the height of the robot, so its effect on the robot sagittal 
movement can be ignored. Stepper-2D’s leg length is 
250mm and hip mass is 390g. 

 
Fig. 8 Planar Bipedal Robot Stepper-2D with Point Foot. 
The leg with the point foot is actuated in the hip and 

knee joint by digital servo motors. The telescopic leg 
motion is realized by bending and unbending the knee 
joint. And the swing leg motion is achieved by hip 
motor actuation [15]. All digital servo motors are 
controlled by a computer through serial bus. 

2. Experimental Results 
Stepper-2D successfully recovers from a maximum 

single step perturbation of 25mm in height, with a 
maximum relative step height hr

max of 10% leg length. 
The hip and knee joints data from the motor sensors in 
the real walking experiment. Fig.9&10 presents the 
image sequences of the walking experiment under a 
single step-up and step-up-down perturbation of 
Stepper-2D respectively. The robot reaches the periodic 
state after several steps. And when the step height is 
greater than 25mm, it falls backward. 

All the videos about the walking experiments 
including the single step-up and step-up-down could be 
found on our website 
http://v.youku.com/v_show/id_XMjA3ODM5OTcy.htm
l. 

 
Fig. 9 Image sequence extracted from video of a single step-up perturbation experiment (hr

max=25mm) 

 
Fig. 10 Image sequence extracted from video of a single step-up-down perturbation experiment (hr

max=25mm) 

The Sixteenth International Symposium on Artificial Life and Robotics 2011 (AROB 16th ’11), 
B-Con Plaza, Beppu,Oita, Japan, January 27-29, 2011

©ISAROB 2011 527



The compararison of maximum relative step height of 
Stepper-2D with other typical dynamic walkers is 
shown in table 1, suggesting that Stepper-2D achieves 
an improvement on the disturbance rejection of the 
previous research. 

Table 1 Compararison of maximum relative step height  

Type of dynamic walker Maximum 
Relative Step Height 

Stepper-2D 10% 
Flaminge [17] 9% 
Runbot [18] 4% 
Mike [15] 2% 

VI Conclusion and Future Work 

In this paper, we analytically study the disturbance 
rejection of Virtual Slope Walking by introducing the 
ground step perturbation. We theoretically prove that 
ground step perturbation can be transformed to the 
disturbance of initial system state and the successful 
step handling walking comes from the system’s cyclic 
stability. We then obtain the necessary and sufficient 
condition of recovering from the step perturbation by 
analyzing the relationship between the system state and 
the minimum initial state in the transition phase. Finally, 
we illustrate the effect of leg length shorten ratio β, 
equivalent extension angle θ*

II and inter-leg angle φ0 on 
the maximum relative step height hr, demonstrating that 
achieving fast walking speed always accompanying 
with large disturbance rejection in Virtual Slope 
Walking. The step handling walking experiment of 
Stepper-2D verifies the theoretical analysis results and 
presents an improvement on the disturbance rejection 
compared with the other current results. 

Starting from the step handling walking under the 
open-loop condition without external sensing device in 
this paper, we will introduce the sensing data of the step 
perturbation and study the sensor-based powered 
walking from the kinematic energy complement 
viewpoint, aiming at obtaining larger disturbance 
rejection for Virtual Slope Walking in the future work. 
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Abstract: A new method for mobile robots to avoid collision with moving obstacles is proposed in this paper. It adopts 
the concept of safe sectors in the vector field histogram (VFH) method but simplifies its description. Moreover, the new 
method takes the threat of moving obstacles into account when selecting motion direction and a new speed control law 
that considers more factors is designed. Hence it can better avoid moving obstacles than the VFH method. Simulation 
results indicate that the new method also shows many advantages over the dynamic potential field (DPF) method which 
is a representative approach for avoiding moving obstacles. Experiments have further verified its applicability. 
 
Keywords: mobile robots; obstacle avoidance; moving obstacles 
 

I. INTRODUCTION 

Obstacle is one of the key issues in many fields. 

Many methods [1]-[9] have been proposed to indicate 

the influence of obstacles and solve this problem over 

the past twenty years. For example, In [2][3], they 

found recess shape to play an important role in the 

performance of aerostatic bearings, and found vortex 

flows in the recess by numerical experiments 

which cause instabilities and vibrations of the bearing. 

The elimination of obstacle influence is one of 

important reasons in this research. This paper mainly 

studies on the obstacle avoidance of mobile robots. 

Although there are many methods on this research, most 

previous works focus on static obstacles and only a few 

works [6]-[9] address the problem of dealing with 

moving obstacles.  

To deal with moving obstacles, one concept is 

previously planning a safe path which takes moving 

obstacles into account to guide the robot [6]. The 

drawback of this concept is that it assumes the 

trajectories of moving obstacles are known in advance, 

which is unrealistic in many scenarios. Another concept 

is dynamically planning the motion in every control 

cycle by sensory information [7]-[9]. This concept is 

more practicable since it can adapt the changing motion 

of moving obstacles. One representative method based 

on this concept is the DPF method [7], [8]. In this 

method, the target generates an attractive force and the 

threat of all the moving obstacles is represented by a 

repulsive force. The robot always moves in the direction 

of their resultant force. 

In this paper, we propose a new obstacle avoidance 

method for mobile robots to deal with moving obstacles. 

The new method adopts the concept of safe sectors in 

the VFH method [1] which is a motion planning method 

mainly for static environments. But the new method 

simplifies its description to lower the computational and 

spatial complexity and takes the threat of moving 

obstacles into account when choosing motion directions. 

Hence it can better handle moving obstacles than the 

VFH method. Another improvement of the new method 

is its speed control law that takes more factors into 

account than the VFH method. The new method also 

shows advantages over the DPF method in many 

aspects, which has been discussed in this paper. The 

remainder of this paper is arranged as follows: the VFH 

method is briefly reviewed in Section 2 and the new 

method is presented in Section 3. Some simulations and 

experiments are presented in Section 4. 

 

II. THE VFH METHOD 

As an efficient obstacle avoidance approach, the 

VFH method [1] can generate smooth trajectory without 

oscillations and guide the robot to go through narrow 

corridors. The VFH method divides all the directions 

around the robot into some safe sectors that the obstacle 

density (a value that is proportional to the negative of 

the distance from the robot to obstacles) in any direction 

of these sectors is no less than a threshold. The middle 

directions of such sectors are candidates for motion and 

the one that has the minimal bias to the target direction 

is selected as the final motion direction. Nevertheless, 

the VFH method only takes the distances of obstacles 
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into account and ignored their velocities. Therefore it’s 

not suitable to be applied in environments containing 

moving obstacles especially when they move fast. 

 

III. THE PROPOSED METHOD 

The new method proposed in this paper adopts the 

basic concept of safe sectors in the VFH method but 

improves it in three main aspects. Firstly, the new 

method directly compares the obstacle distance of one 

direction with a threshold to judge whether the 

direction is safe without figuring out a density value 

based on a grid map that needs updating in every 

control cycle as the VFH method does since the latter 

is unnecessary but computational and spatial expensive. 

Secondly, we design a new speed control law that 

considers more factors especially the obstacle speed. 

The third also the key improvement is that in the new 

method, we take the threat of moving obstacles into 

account when selecting motion directions. Hence the 

new method can better deal with moving obstacles. 

The process for selecting the direction and speed of the 

robot in the new method is presented below. It can be 

illustrated by the example shown in Fig.1. 

 

Fig.1. An example that 
0

30θ = o  and 3N =  

Step 1 (Find all the safe sectors and take their middle 

directions as candidates for the final motion direction) 

The new method divides all the directions around the 

robot into a series of sector units whose width is 
0

θ  

(
0

5θ = o in our experiments). Any sector that consists of 

N  ( 24N =  in our experiments) continuous units 

whose minimal obstacle distances are all larger than 
S

d  

( 0.4m
S

d =  in our experiments) is considered as a safe 

sector. Additionally, there is a special sector whose 

middle direction is the target direction Tθ  and width is 

0
/ 2Nθ . If the minimal obstacle distance in this sector 

is larger than 
S

d , it is also considered as a safe sector. 

Note that two safe sectors can overlap in part. Only the 

middle directions of the safe sectors can be selected as 

the motion direction of the robot. In the example of 

Fig.1, there is only one safe sector whose middle 

direction is θ  (All the angles in this paper refer to the 

local coordinates where the original angle equals to the 

head direction of the robot and anticlockwise direction 

is positive). 

Step 2 (Calculate the corresponding maximum speed of 

every candidate direction) To keep safe, every candidate 

direction θ  has a corresponding maximum speed that 

is calculated by 
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where 
n

d  and 
n

θ  are the obstacle distance and the 

direction of the nth sector unit, a  is the average 

acceleration of the robot, 
0

v  is a constant, 
max

nv  

represents the maximum speed limited by the obstacle 

distance of the nth sector unit based on the requirement 

that the obstacle distance must be large enough for the 

process of brake. The item ( )2cos L  in (1) is used to 

slow down the speed when the bias between θ  and the 

current direction of the robot is large, which can shorten 

the path length generated by turning. 

Step 3 (Evaluate the threat from moving obstacles for 

every candidate direction) We define the threat value 

( )Tht θ  from a moving obstacle for a candidate 

direction θ  as 
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where r  and Or  are the radius of the robot and the 

obstacle, Ov  is the obstacle speed, SD  is the distance 

from the obstacle to the straight line that passes through 

the robot’s center and parallels the vector ′v  which is 

the relative velocity between the robot and the obstacle 

if specific θ  and its corresponding v are selected as 

shown in Fig.1. Note that v  is the speed that generates 

the lowest threat value in the speed boundary if specific 

Moving Obstacle 

Ov

SD  

Safe Sector  

O−v  

′v  

( , )vθv  

Robot 

Threshold 

The Sixteenth International Symposium on Artificial Life and Robotics 2011 (AROB 16th ’11), 
B-Con Plaza, Beppu,Oita, Japan, January 27-29, 2011

©ISAROB 2011 530



θ  is chosen. If there are multiple moving obstacles, the 

final threat value is the maximum ( )Tht θ  generated by 

them. 

Step 4 (Select the final motion direction and speed from 

all the candidates) The final direction is selected by 

{ }1 T 2arg min ( )Thtθ α θ θ α θ= − +⋅ ⋅       (3) 

where α and 2α are constants. For soft-landing, the 

final speed is calculated by { }T, 0.5min v D⋅  where v  

is the corresponding speed calculated in Step 3, TD  is 

the distance between the robot and the target. 

The new method described above shows many 

advantages over the DPF method for avoiding moving 

obstacles. In the DPF method, all the effects of moving 

obstacles are abstracted as a repulsive force. Such a 

description is simple for implementation. However, as 

pointed out in [1], it loses detailed information about the 

obstacle distribution and can lead to a series of 

problems, e.g., oscillations in the presence of obstacles, 

difficulties in going through narrow corridors [10]. The 

VFH method has well solved these problems by 

introducing safe sectors to describe the distribution of 

obstacles [1]. The new method proposed in this paper 

has inherited the concept of safe sectors in the VFH 

method and therefore it can also avoid the above 

problems in the DPF method. Furthermore, some works 

[7] about the DPF method hasn’t paid much attention to 

the speed control law as the method proposed in this 

paper. Simple linear functions are usually adopted, 

which will affect their performances. The advantage of 

the DPF method is that some related works address the 

problem of how to pursuit a moving target [7], [8], 

which hasn’t been taken into account in this paper. 

 

IV. SIMULATIONS AND EXPERIMENTS 

To show the performance of the proposed method, 

several simulation results are presented below. 

For testing the performance of the new method 

proposed in this paper, we design a scenario that the 

robot meets an obstacle moving toward it as shown in 

Fig.2 (In all the simulations in this paper, the start points 

of the robot and the obstacle are respectively at (0,8) 

and (0,0); the robot’s target is at (0,-2); the dash circle 

represents the locations of the robot and the obstacle at 

the time labeled aside). Fig.2(a) shows the result if the 

robot moves in the direction that has the minimal bias to 

the target direction from all the middle directions of safe 

sectors ( 0.4m
S

d = ) without taking the obstacle speed 

Ov  ( 0.1m/sOv = ) into account, which is the concept of 

the VFH method. The result is that the robot hits the 

obstacle at 60T (T is the length of the control cycle). 

This collision can be avoided if we increase 
S

d  to 

keep enough distance to the obstacle. However, it will 

be not safe again if the obstacle increases its speed and a 

large 
S

d  will make it difficult to go through narrow 

corridors. As a comparison, navigated by the new 

method proposed in this paper, the robot smoothly 

bypasses the same obstacle as shown in Fig.2(b). 

Moreover, the new method is adaptive when the 

obstacle increases its speed as shown in Fig.2(c) 

( 0.4m/sOv = ). The simulation results of Fig.2 indicate 

the importance of taking the obstacle speed into account 

for obstacles avoidance, which is just the advantage of 

the method proposed in this paper over the VFH method. 

 
(a) The method ignoring the obstacle speed 

 
(b) The proposed method ( 0.1m/sOv = ) 

 
(c) The proposed method ( 0.4m/sOv = ) 

Fig.2. Results of simulation 1 
The simulations in Fig.3 have compared the new 

method with the DPF method proposed in [7]. Fig.3(a) 

is the result of the work in [7] in the same scenario of 

Fig.2(b). Compared with Fig.2(b), there are oscillations 
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in the trajectory of Fig.3(a) due to the shake of the 

potential force shown in Fig.3(b). Such shakes occur 

frequently when the robot suddenly meets an obstacle 

and it is an inherent drawback of the DPF method due to 

its oversimplified description of the obstacle effect. It 

can be also observed that the trajectory in Fig.3(a) is 

much longer than the result in Fig.2(b). The proposed 

method also shows advantages over the work in [7] in 

many aspects of the speed control. As an example, in 

the scenario of Fig.3(c) and Fig.3(d) (the robot moves 

from (0,8) to (0,-2) but its initial direction is opposite to 

the target), the method proposed in this paper generates 

shorter path than the work in [7] when turning due to 

the item ( )2cos L  in (1). 

 
(a) The DPF method 

 
(b) The force components in X-axis and Y-axis 

  
(c) The proposed method   (d) The DPF method 

Fig.3. Results of Simulation 2 

 
Fig.4. A scenario of experiments on real robots 

The proposed method has also been implemented on 

real Pioneer3-AT robots as shown in Fig.4. Experiment 

results have further verified its validity and applicability. 

 

V. CONCLUSIONS 

A new method for mobile robots to avoid collision 

with moving obstacles is proposed in this paper. The 

new method adopts the concept of safe sectors in the 

VFH method but simplifies its description. Moreover, it 

takes the threat of moving obstacles into account when 

selecting motion direction and a new speed control law 

that considers more factors is designed. Hence it can 

better deal with moving obstacles than the VFH method. 

Simulation results show that the new method also 

performs better than the DPF method in many aspects.  
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Abstract: This paper introduces the background of the research. 

It summarizes the applications related with robots actuated by 

Mckibben muscles. Based on the robot joint structure, the 

robots are classified into two types. The paper indicates that the 

different modeling methods and the control algorithms are 

needed to the two types of the robots.  
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1. Introduction 

How to simulate the human behave and develop humanoid 

devices has been a hot spot and a difficulty in the robot field for 

times. As it is thin and light and soft and similar to the 

biological muscle, the Mckibben muscle has the special 

advantage for developing humanoid robots when it is used as 

the actuator to robots. Right just due to its above characteristics, 

the requirement for its connection to robots is not too high. The 

connection to robots can simulate the way by which the 

biological bones and muscles connect with each other in the 

animal joint. Based on this kind of connection structure and the 

appropriate control algorithm, the robot can imitate animals 

much better. 

To the robot, in order to complete special tasks, it has to 

interact with the outer environment. A very important problem 

is the security, especially when interacting with human such as 

medical nursing. This means that the robot should keep stable 

and compliant at the same time when it is carrying out tasks 

accurately. The traditional robot, consisting of motors or fluid 

actuators and stiff linkers, is heavy and joint-stiff. So it is not 

suited to carry out these kinds of tasks, except the very 

complicated control algorithms are designed. But the 

McKibben muscle is inherently compliant – just like biological 

muscles. The robot actuated by it will act easily like animals. It 

will easily generate soft touching and relative safe 

operation. And human will feel the robot more like an 

animal than a machine. 

The world should be welfare. The development of the 

robot capable of assisting elders, handicappeds, and 

patients is one of the main directions. Developing the 

devices capable of helping getting well for patients is one 

of the main tasks of the modern technology. It’s expectant 

for the McKibben muscle to play an important role in these 

fields. In some places such as Japan, America, and Europe, 

the artificial assisted suit made of McKibben muscles has 

come out. The suit is called as “dressable robot”. Besides, 

the bipedal robot actuated by McKibben muscles has been 

developed too. These artificial assisted suit or bipedal 

robot can only realize the main actions. They can’t 

perceive the intention of human actions. 

Usually, the McKibben muscle consists of an 

expandable rubber tube and a fiber weave mask. The outer 

fiber mask expands when the rubber tube stimulated by the 

pressured gas, pulls its two ends and shortens the 

McKibben muscle, just like the biological muscle contracts. 

The weave mesh changes its length and diameter by 

changing the incline angle. The pulling force F is linear to 

the gas pressure P and nonlinear to its length L, which can 

be calculated by formula (1) in which both b and n are the 

structure parameters. The maximal contraction ratio is 

usually less than 30%. Fig.1 shows its structure and the 

simple operation. It can output enough force and keep 

definite compliantness, so the robot actuated by McKibben 

muscles is suited to carry out the “environment friendly” 

tasks such as nursing handicappeds and snatching at fragile 

goods and so on. 
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F=Pb2(3L2/b2-1)/(4πn2)      (1) 

 

 

Fig.1 The Mckibben muscle 

 

Our project aims at an artificial suit actuated by pieces of 

Mckibben muscles. The artificial suit can put on the human 

upper body including the two arms. Not only it can act like 

human arms, but also it can perceive automatically the action 

intention of the human arms and output the intended actions. 

But how to configure the Mckibben muscles in the artificial 

suit and how to model and design the control algorithm become 

the key problems. 

 

2. The applications 

There have been many applications about the robots 

related with our problems. Fig.2 shows the photos of the related 

robots actuated by Mckibben muscles. Fig.2(a) shows a robot 

which’s arms are actuated by Mckibben muscles[1]. Fig.2(b) 

shows a bipedal robot designed by Shadow Robot Company 

which’s legs are actuated by Mckibben muscles[2]. Fig.2(c) 

shows a bipedal robot designed by Oita University which’s legs 

are actuated by Mckibben muscles too[2]. But the connection 

structure is different from that in Fig.2(b). Fig.2(d), Fig.2(e) 

and Fig.2(f) show the artificial suit actuated by Mckibben 

muscles which are designed by Tokyo University of Science[4]. 

Fig.2(g) shows an assisted device which can help the patient’s 

ankle. 

 

   

Fig.2(a) 

 

    

Fig.2(b) 

 

 

    

Fig.2(c) 

 

 

 

Fig.2(d) 

 

 

 

Fig.2(e) 
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Fig.2(f) 

 

 

Fig.2(g) 

 

Fig.2 The applications 

 

3. The two types of robot joints 

To all the different applications, the structure of the robot 

joint can be classified into two types on whole. One is the 

“regular” structure with which two Mckibben muscles parallel 

to each other in the same size connect with each other by a 

pulley, such as Fig.2(a) and Fig.2(b). The other one is the 

“irregular” structure, such as Fig.2(c), Fig.2(d), Fig.2(e), 

Fig.2(f) and Fig.2(g). Fig.3(a), Fig.3(b) and Fig.3(c) show that 

the robot joint with “regular” structure can be analyzed as 

one-input and one-output system. Fig.3(d), which is the 

configuration of Mckibben muscles in the robot shown in 

Fig.2(c), can be used to represent the robots with the 

“irregular” joint structure. Fig.3(e) shows the relationship 

between the three inputs and the one output. With three 

Pressure inputs, it can’t be simplified as one-input and 

one-output system. 

 

 

Fig.3(a) 

 

Fig.3(b) 

 

 
Fig.3(c) 

 

 

 

Fig.3(d) 

 

 

 

Fig.3(e) 

 

Fig.3 The “regular” structure and the “irregular” structure 

robot 

 

 

4. How to model and control the robot 

  To analyze the robot, the model of it should be 

established. And to control it, the control algorithm should 
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be designed. To the “regular” structure robot joint shown in 

Fig.3(a), the pressures of the two McKibben muscles vary 

relatively instead of independently. At the initial, the two 

pressures of the two Mckibben muscles are P10 and P20 

respectively. When the joint bends, P1 increases by ∆P and P2 

decreases by ∆P at the same time. Contrariwise when the joint 

stretches, P1 decreases by ∆P and P2 increases by ∆P at the 

same time. The change of ∆P leads to the change of both P1 

and P2 in the opposite direction. In this way the joint angle can 

be regulated. Therefore the joint system can be considered as a 

single input (∆P) and single output (θ) system. At this rate, the 

system is simplified and the control algorithm for it may be 

simpler. 

But to the “irregular” structure robot, the structure 

parameters are not “regular”. Different from the “regular” 

structure joint system, there are more than two Mckibben 

muscles to actuate one robot joint, such as shown in Fig.3(d) 

and Fig.3(e). The lengths of them are different and they are not 

parallel to each other. And there is coupling between the 

neighbor robot joints. So how to model the robot system will be 

a great challenge.  

As to the application shown in Fig.2(g), the robot joint 

structure can be either “regular” or “irregular”. 

With the above application examples, the operation to the 

Mckibben muscles is mainly based on the operation 

experiences. Few literatures explain their modeling and the 

related control algorithms. 

Anyway, we are going to configure the Mckibben muscles in 

“irregular” structure. And our project aims at the following: 

1. Modeling of the artificial suit physically. The key is 

the configuration of Mckibbe muscles; 

2. Designing the neural network based intelligent control 

algorithm; 

3. Automatic sensing the behaving intention and 

complete the action rapidly.  

4. Realizing the main actions of the human arm. 

Based on the literature and the above applications, the elbow 

joint can bend larger than 100 degrees. The shoulder angle can 

get to about 90 degree, and so on. Comparing with human[5]. 

The robot arm joints’ rotation angles may be 70-90% of the 

human’s. One of the main reasons is that the contraction 

ratio of the Mcibben muscle is less than that of the human 

muscle’s[6]. 

 

5. Conclusion: 

   Based on the characteristics of the Mckibben muscles 

and the different applications, it is possible to develop an 

artificial suit which can realize the main action of the 

human arm. And most of the related applications configure 

the Mckibben muscles in “irregular” structure. But how to 

model and control it are the key problems. The achievable 

angles will be less than the human’s. They may be 70-90% 

of the angles which the human arm joints can realize. 
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Abstract: Vehicle 3D estimation is important in intelligent transportation systems. To simplify system structure and 

improve system accuracy, an algorithm based on one-camera system and prior knowledge is presented. The 

experimental result shows that the algorithm can achieve satisfied accuracy. 
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I. INTRODUCTION 

In intelligent transportation systems, it is usually to 

use images captured by video cameras to identification 

information of vehicles. The most usually method to get 

vehicle boundary box is to use 2 or more video cameras 

for 3D estimation. This kind of system considers vehicles 

as moving objects with no prior knowledge. Hence they 

usually have low accuracy for 3D estimation. In the 

method proposed in this paper, we want to take fully use 

of prior knowledge and estimate 3D information of 

vehicles based on single video camera. 

We get some helpful prior knowledge, including the 

physical coordinates of 3 or more feature points in the 

image, physical coordinates of the video camera, the 

driving direction of vehicles, the range of length and 

width of a certain kind of vehicle, and the position of light. 

The mapping between image coordinates and 

physical coordinates can be acquired from the physical 

coordinates of feature points. So vehicle area that is got 

by motion detection can be projected to physical 

coordinate. When the vehicle is moving along the street, 

the length direction of the vehicle can be confirmed. 

Intuitively, the length of the vehicle can be got by 

measuring the move area along the driving direction. 

However, because of the height and shadow, the 

vehicle area got by motion detection is not precise. To 

remove the impact of height information, we can do the 

measurement in different frames of the same video. In 

this process, some height information can be got. 

Shadow removal is a great problem in CV. If we get 

the prior information of the position of the light and the 

average length of this type of vehicle, it is easy to know 

the approximate location of the shadow. And a suitable 

location of the shadow segmentation can be found by 

calculate variance of a slide window along the length 

direction. It is the same to estimate the width of a vehicle 

as the length estimation. In the end, the result of 3D 

estimation is given. 

 

II. METHOD 

1. Motion Detection 

Motion Detection is to detect the moving areas in each 

video frame from the background. When a car is running 

on the road and a static camera captured the entire scene 

saved as a piece of video, what we do is to find the 

moving car area in every video frame. The called 

“moving area” means that there are one or more moving 

objects in these labeled moving areas. Effective and 

efficient motion detection is the basement of tracking of 

moving objects [1]. 

Gaussian Background Model has been widely used for 

robustly modeling complicated backgrounds, especially 

those with small repetitive movements (such as leaves, 

bushes, rotating fan, ocean waves, rain). According to 

Gaussian Background Model, the distribution of each 

pixel’s lightness of a background image meets Gaussian 

distribution, which means for an image B [2]: 
( )2

22 2
1

( , ) ~ ( , ) ( 0)
2

x

B
I x y N u e

μ

σσ σ
πσ

−
−

= >    (1) 

Thus, each pixel has two parameters which are 

average u  and variance 2σ . Meanwhile, the 

background image is changing slowly with time. The 

parameters of each pixel in the background image should 

be updated: 

1
( 1, , ) ( , , ) (1 ) ( , )

t
u t x y u t x y I x yα α

+
+ = ⋅ + − ⋅  (2) 
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Where ( , , )u t x y  is point ( , )x y ’s average in the time 

t , 
1
( , )

t
I x y

+
 is the pixel of point ( , )x y  in 1t +  frame, 

and α  is the updating speed. The changing of 2σ  is so 

little to be ignored [3]. 

According to the model above, we use the first frame 

without moving to build the background model and 

update the model with the latest input frame. The moving 

areas can be got by the current frame subtracting 

background model. The pixels with high difference 

belong to moving areas. Then we filtrate the noise in the 

image by morphologic processing and Gaussian filter. For 

visual effect, we label background pixel black and object 

pixel white, producing a binary image. The result shows 

that the Gaussian background model achieves better 

performance. Fig. 1(a) is the Gaussian background model. 

Fig. 1(b) is some frame with a moving object. Fig. 1(c) is 

got by Fig. 1(b) subtracting background model. Fig. 1(d) 

is the moving object detected after dilate and erode. 

  
(a)                    (b) 

  
(c)                    (d)  

Fig.1 (a) Gaussian background, (b) Frame with vehicle, (c) 

Subtract result, (d) Dilate & erode 

2. Convert to physical coordinate 

Image coordinate can be converted to physical 

coordinate with some necessary prior knowledge. The 

system geometry is shown below. Here we take the left-

bottom point as the origin, and direction of vehicle as y-

axis. The z-axis is perpendicular to the ground. 

At first, we measure the physical coordinate of the 

following points: 2 edge points of the view field, which 

are named (x1, y1, 0) and (x2, y2, 0); point which is in the 

center of the image (x4, y4, 0); camera optical center 

points (x0, y0, z0). 

If the focus length of the camera is f, the camera 

imaging plane equation is: 

2 2 2

2 2 2

2 2 2

( 4 0)
( 0 4)( 0 )

4 0) ( 4 0) ( )

( 4 0)
( 0 4)( 0 )

4 0) ( 4 0) ( )

( )( ) 0
4 0) ( 4 0) ( )

f x x
x x x x

x x y x h

f y y
y y y y

x x y x h

fh
h z h

x x y x h

−
− − −

− + − +

−
+ − − −

− + − +

+ − + =
− + − +

  (3) 

 
  Fig 2 Schematic diagram of the system geometry 

The 3 straight line equations that separately get pass 

the 3 edge points of the view field and camera optical 

center point are similar, take the line that get pass (x1, y1, 

0) and (x0, y0, z0) for example: 

             

( 1 0) 0

( 1 0) 0

( 1 0) 0

x x x t x

y y y t y

z z z t z

= − +

= − +

= − +

⎧
⎪
⎨
⎪⎩

          (4) 

With the plane equation and 3 straight line equation,  

the physical coordinate of the camera imaging plane edge 

point (X1, Y1, Z1), (X2, Y2, Z2), (X3, Y3, Z3)  are got. 

If pixel size of the image is 780*560, the physical 

coordinate of (i, 0) and (0, j), which is image coordinate, 

in the camera imaging plane is: 

            

1 ( 2 1) 1
780

1 ( 2 1) 1
780

1 ( 2 1) 1
780

i
U X X X

i
V Y Y Y

i
W Z Z Z

= − +

= − +

= − +

      (5) 

            

2 ( 2 1) 1
560

2 ( 2 1) 1
560

2 ( 2 1) 1
560

j
U X X X

j
V Y Y Y

j
W Z Z Z

= − +

= − +

= − +

        (6) 
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Physical coordinate and image coordinate are both des
cribing the position of the same point. When (i, j) = (i, 0) 
+ (0, j) in image coordinate, the physical coordinate of (i, 
j) is 

          

1 2

1 2

1 2

U U U

V V V

W W W

= +

= +

= +

                 (7) 

The equation of the straight line that get s
 pass the camera optical center and (U, V, W) is: 

         

( 0) 0

( 0) 0

( 0) 0

x U x t x

y Y y t y

z W z t z

= − +

= − +

= − +

⎧
⎪
⎨
⎪⎩

             (8) 

The intersection of this line and z=0 plane is: 

         

0
( 0) 0

0

0
( 0) 0

0

0
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−
−

= − +
−

=

        (9) 

    Here we find the mapping between image pixels to 
real world point. So the virtual grid can be drawn in i
mages. Every grid is 10cm*10cm in physical world; the 
sides of grids are separately along the vehicle length and 
width direction. 

 

3. Shadow Cutting 

We use slide window and histogram for shadow 

cutting. At first, convert the image from RGB space to 

HSV space, which is more suitable for dividing shadow 

and vehicle body. Secondly, we create narrow and long 

window along length direction. And calculate histogram 

of H component of HSV. Thirdly, compare the difference 

of histogram of adjacent window, as shown in figure 4, 

and find some local maximum line. The algorithm of 

comparison is as follows [4]: 
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    (10) 

With time-series images, we can find local maximum 

lines in every image. We can find some stable lines after 

converted to physical coordinate and fitting, 

Here the prior knowledge of statistical average vehicle 

width can be used, and choose the nearest line as shadow 

cutting line, Fig. 8 shows the result of shadow cutting. 

 
            Fig 3 Virtual grid 

 
        Fig 4 Histogram calculate area 

 
        Fig 5 Shadow cutting line 

4. Get Real Size 

After shadow cutting, we can get the 4 edge point of 

the vehicle, from which the look length and look width 

can be got. 

The look length of the vehicle can be got in every 

image, as shown in Fig.7: 

   
(a)                      (b) 

Fig.6 (a)Edge points, (b)Edge points 
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           Fig 7 System geometry 

With time-series images, a lot of look length can be 

got by measurement 
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To get a least squares solution of the over determined 

equations, we can calculate the solution of equation: 

     T TA Ax A b=                   (12) 

Because of ( )Yi Yj i j≠ ≠ , the rank of matrix A is 2. 

So we can get 

            ( ) ( ) 2Trank A A rank A= =       (13) 

Here is the lease square solution: 

     1( )T Tx A A A b−=                (14) 

III. RESULT 

We test our algorithm in 5 different kinds of different 

vehicles, of which the result is shown in table 1, 2 and 3. 

Table 1. 3D estimation result：length 
Vehicle 
type 

Real Length Estimate Length Length 
Error 

Car 48.00 50.31 -2.31 
SUV 46.00 45.35 0.65 
Mini-Car 36.00 34.47 1.53 
Truck 60.00 58.23 1.77 
Bus 72.00 69.78 2.22 

Table 2. 3D estimation result：width 
Vehicle type Real Width Estimate Width Width Error 
Car 20.00 22.03 -2.03 
SUV 21.00 21.40 -0.4 

Mini-Car 19.00 20.19 -1.19 
Truck 35.00 35.49 -0.49 
Bus 24.50 25.53 -1.03 

Table 3. 3D estimation result：hight 
Vehicle type Real Height Estimate Height Height Error
Car 14.00 9.80 4.2 
SUV 17.50 16.46 1.04 
Mini-Car 14.00 9.64 4.36 
Truck 33.00 31.06 1.94 
Bus 28.00 26.78 1.22 

 

In table 1, 2 and 3, most estimate error is less than 2 

cm, except the height of car and mini-car. That is because 

the real top point does not influence the look length and 

look width of the vehicle in images.  

IV. CONCLUSION 

Vehicle information extraction is being widely 

studied. This paper comes up with an algorithm for 

vehicle 3D estimation with prior knowledge. With time 

series images, 3D information can be extracted from the 

2d information in every image.  

The shortcoming of the algorithm is that it cannot 

accurate estimate vehicle information when it changes 

moving direction.  
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Abstract: Electroencephalography (EEG) interpretation is important for brain diseases inspection. In this study, an 
automatic technique was developed to realize the automatic drawing of correct topographical distribution of EEG 
rhythms, which would be an assistant tool for EEG interpretation. Unified suitable reference electrode was selected 
automatically to construct the common referential derivation. Topographies were drawn according to the amplitudes 
of EEG rhythms calculated among the scalp of head. The final result of topographical distribution was helpful to 
highlight the EEG rhythms of interest for automatic EEG interpretation. The developed technique has application 
significance for real clinics.  
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I. INTRODUCTION 

The electroencephalogram (EEG) waveforms are 

generally described by kinds of rhythms according to 

the frequency, amplitude and shape. The interpretation 

on the distribution of EEG rhythms had clinical 

significance for brain diseases inspection, when the 

normal properties of EEG rhythms were becoming 

abnormal.  

An automatic EEG interpretation system had been 

applied for real clinics. The relative EEG potential 

between the recorded electrode position and the 

reference were analyzed to judge the grade of normality 

or abnormality of awake EEG records [1] [2]. The EEG 

waveform under different reference potentials, which 

was called derivations, could bring different results. 

When the reference was contaminated by artifacts, the 

derived EEG waveform would be unsuitable for 

automatic interpretation. Therefore, the selection of 

reference was important to obtain correct EEG 

interpretation result.  

In this study, an automatic technique was developed 

to realize the automatic drawing of correct 

topographical distribution of EEG rhythms based on 

unified suitable reference electrode. The ultimate 

purpose was to obtain the correct interpretation result 

for clinical practice. The reference was selected based 

on an iterative method, to construct the common 

referential derivation. The obtained EEG waveforms 

and periodograms under common referential derivation 

were analyzed. The amplitudes of EEG rhythms were 

calculated among the scalp of head based on the 

common referential derivation. Finally, the obtained 

topographical distributions of EEG rhythms were 

evaluated comparing with the visual inspection. 

 

II. METHOD 

1. Data acquisition and visual inspection 

The EEG data of one patient suffered by brain 

disease was analyzed. The data was recorded at Kyoto 

University, Japan. According to the International 10-20 

System [3], totally 19 channels of EEG waveforms were 

recorded including Fp1, F3, C3, P3, O1, Fp2, F4, C4, 

P4, O2, F7, T3, T5, F8, T4, T6, FZ, CZ and PZ which 

covered the scalp of head. Another 2 channels recorded 

at left and right ear-lobes of A1 and A2. The recording 

was done with the time constant of 0.3 s, the high cut 

filter of 120 Hz and a sensitivity of 0.5 cm/50μV. The 

sampling rate was 200 Hz for all the channels. The long  
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EEG record was divided into consecutive segments of 

5- second long each for analysis.  

The recorded data was inspected by a qualified 

clinician, especially the EEG rhythms distribution. The 

EEG waveform of test subject was moderately abnormal. 

There were ‘continuous irregular slow wave more on 

the right posteriorly and can be a localized slow wave in 

the right midtemporal (T4) to central (C4) region’.  

2. Automatic reference selection 

An iterative method had been developed to find out 

the unified suitable reference for EEG interpretation. 

The flowchart of automatic reference selection was 

illustrated in Fig. 1.  
 

 
Fig.1. Flowchart of automatic reference selection 

 

There were four main steps. Firstly, the cross-

spectrum of bipolar EEG was adopted to detect the 

focus of EEG rhythm as step A. Under the bipolar 

derivation, the reference was the neighbor electrode. 

The cross-spectrum showed the relation of two bipolar 

EEGs. Parameters of coherence and phase were 

calculated to analyze phase reversal. The detected phase 

reversal area corresponded to the focus of EEG rhythm. 

In step B, C and D, the distribution of amplitude of EEG 

rhythm was analyzed to detect the distributed area 

among the scalp of head. Finally, a unified suitable 

reference was selected excluding all the distributed 

electrodes. The detail algorithm was described in [4].  

3. Topographical distribution of EEG rhythms 

A. Referential derivation construction 

The 16 channels of EEG waveforms, Fp1, F3, C3, 

P3, O1, Fp2, F4, C4, P4, O2, F7, T3, T5, F8, T4, and T6 

covering left and right hemisphere, were obtained by 

taking the relative potential of each electrode with the 

selected unified reference.  

B. Distribution of amplitude of EEG rhythm 

Fast Fourier Transformation (FFT) was taken for the 

EEG waveform under the constructed referential 

derivation. According to the sampling rate, the data 

length of each 5-second segment was 1000 points. By 

taking 1024-point FFT, the frequency resolution of 

peirodogram was 0.2 Hz. The amplitude of EEG rhythm 

was calculated by 

           S(f)4A(f)  ,                (1) 

where S was the amount of power within the frequency 

band of EEG rhythm.  

C. EEG rhythm separation 

The obtained amplitude value for totally 16 channels 

indicated the topographical distribution of EEG rhythm 

among the scalp of head. A band pass filter was utilized 

to extract the EEG rhythm component from the EEG 

waveform to evaluate the consistency between the 

automatic result and visual inspection.  

 

III. RESULTS 

1. Unified suitable reference selection 

The EEG data of one 5-second segment was 

analyzed. Based on the original EEG data from EEG 

recorder, bipolar derivation was constructed. The cross-

spectrum of slow wave 0.5-8 Hz was analyzed for both 

horizontal and vertical directions of bipolar EEG.  

 The result of cross-spectrum analysis for phase 

reversal detection was illustrated in Fig. 2. The left side 

was cross-spectrum, coherence and phase for horizontal 

bipolar EEG. The right side was the cross-spectrum,  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.2. Cross-spectrums of bipolar EEG 
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Fig.3. EEG waveforms under referential derivation 

 

coherence and phase for vertical bipolar EEG. For the 

test subject, T4 was detected automatically as the focus. 

By using the iterative method, F8, C4, P4, O2 and T6 

were detected as the distributed area. 

Finally, the automatically selected reference was the 

average potential of all electrodes excluding T4, F8, C4, 

P4, O2 and T6. The EEG waveform under the new 

constructed referential derivation was shown in Fig. 3.  

2. Periodograms analysis 

The periodogram of the EEG waveform shown in 

Fig. 2 was obtained by taking 1024-point FFT. The 

periodograms were illustrated in Fig. 4. For each 

channel, the power of frequency band from 0.5 to 25 Hz 

was displayed. The frequency band from 0.5 to 25 Hz 

covered the main activities of EEG rhythms. The slow 

wave from 0.5 to 8 Hz was marked by grey color. The 

scale of each peirodogram was the same and the amount 

of slow wave can be observed among the scalp of head. 

The empty circles indicated the automatically detected 

peaks within the slow wave frequency band. The 

detected peaks would be utilized for EEG rhythm 

separation.  

3. Topographical distribution of EEG rhythms 

According to the peridogram, the amplitude of slow 

wave from 0.5 to 8Hz was calculated for each channel. 

The amplitude values were shown as the topographical 

distribution of EEG rhythm of slow wave. Comparing 

with other channels, the lager amplitude values can be  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.4. Periodograms. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.5. Topographical distribution of EEG rhythm of 

slow wave among the 16 EEG channels. 

 

observed at the dotted area of focus T4 and distributed 

F8, C4, P4, O2 and T6 in Fig. 5. 

Furthermore, the detected peaks in periodograms 

showed that the distributed slow wave frequency was 

lower than 4 Hz. A band pass filter of FFT-IFFT was 

adopted to separate the frequency activity from 0.5 Hz 

to 4 Hz out of the EEG waveforms. The separated 

results were illustrated in Fig. 6. It can be observed that 
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T4, F8, C4, P4, O2 and T6 had obvious slow wave. The 

separated results were consistent with the visual 

inspection.  

 

IV. DISCUSSION 

1. Unified suitable reference selection 

The visual inspection on EEG interpretation is a 

critical skill for neurologists. Automatic EEG 

interpretation had been developed which can bring 

subjective inspection result as an assistant tool for 

clinical practice. The reference selection problem was 

important for both visual inspection and automatic 

interpretation. When the reference was unproper or 

contaminated by artifacts, the derived EEG waveform 

would affect the interpretation result. In this study, we 

investigated on the reference selection for automatic 

interpretation. Focus was detected by cross-spectrum of 

bipolar EEG and distributed area was detected by 

considering the distribution of EEG rhythm among the 

scalp. The obtained unified suitable reference can 

highlight the EEG rhythm of interest and bring correct 

interpretation result. 

2. Topographical distribution of EEG rhythms  

According to the selected unified suitable reference, 

an automatic drawing method for topographical 

distribution of EEG rhythm was developed. The 

amplitude of EEG rhythm was calculated for each 

channel. Band pass filter was adopted to separate EEG 

rhythm according to the peaks in periodogram. The 

topographical distribution can be observed based on the 

amplitude values. The separated waveform can reflect 

the frequency property of the distributed EEG rhythm. 

The obtained result highlighted the EEG rhythm of 

interest and was fit to the visual inspection. For the test 

subject, the peaks in the periodogram were rather closed. 

According to the brain diseases, there may be several 

peak groups in other case. Further proper separation of 

EEG rhythms would be developed as the future works 

. 

V. CONCLUSION 

The automatic drawing of topographical distribution 

of EEG rhythm was investigated. The main method was 

based on a unified reference selection technique. The 

obtained automatic result was consistent with visual 

inspection. The developed technique had clinical 

application for EEG interpretation. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.6. Separated EEG rhythm from 0.5 to 4 Hz. 
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Abstract: The traditional Surface crack detection method based on artificial vision, due to low detection efficiency and high 

labor strength etc., can hardly fit the demand of the actual testing operation. In order to meet this demand, in this paper we 

propose a new method based on laser scanning and image processing techniques for surface crack detection. The analysis of 

experimental results has shown the feasibility, accuracy and effectiveness of this method, and detection results were quite 

satisfied. 

Keywords: crack; detection; laser scanning; image processing 

 

I. INTRODUCTION 

For engineering structures, products, parts, etc., the 

crack resulting from various reasons will affect their 

regular service, durability and security. In many cases, the 

occurrence of crack is inevitable, and the propagation of 

crack is usually ongoing. In order to guarantee the safety 

of life and property, the crack detection is very necessary 
[1] [2]. 

The commonly used methods for surface crack 

detection include manual detection, mechanical detection, 

optical fiber detection, laser detection, machine vision 

detection and so on. Among them, the manual detection 

has many shortcomings, such as low detection efficiency, 

high labor strength, poor quality and low detection 

reliability depended on many subjective factors. 

Mechanical detection is contact detection, and its 

detection efficiency is low. Both optical fiber detection 

and laser detection are high precision methods, but their 

cost is also too high. Although machine vision detection 

method based on image processing techniques is objective, 

non-contact, high accuracy and convenient, it also can not 

meet the demand. That is because images contain many 

interferences except crack, and there are no common and 

appropriate methods to eliminate these effects [3]. 

In this paper we propose a new method based on 

laser scanning and image processing techniques for 

surface crack detection. The main steps of this method are 

as follows. Firstly, a red laser emitted a laser beam which 

formulated a straight laser line in the detected surface. 

Secondly, we used a CCD camera to capture target images 

from the detected surface. Thirdly, we applied the image 

processing techniques to judge whether the red laser line 

in the detection surface is continuous, to identify whether 

cracks are exist in the images. And the results of 

experimental have shown that this method can meet the 

demand of surface crack detection. 

II. THE OVIEW 

The core idea of this paper is to use machine vision 

instead of artificial vision for automatic detection of 

surface crack. Machine vision for crack detection depends 

on image processing technology [4]. Considering both the 

disadvantages of image processing technologies and the 

advantages of laser technology, we use a combination of 

them to detect surface crack.  

The sketch map of the detection method is as 

follows. 
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Fig. 1 The sketch map of the detection method 

As shown in Fig.1, the 5 is a red laser. It emitted a 

red laser beam and formulated a straight red laser line in 

the detected surface (1). And, we used a CCD camera (4) 

to capture the image from the captured region (2). Then, 

we saw the CCD camera (4) and the red laser (5) as a 

whole thing, and let them move together along with the 

direction of movement. Therefore, we can capture the 

entire image information of the detected surface. In the 

end, we applied the image processing techniques to judge 

whether the red laser line in the detection surface is 

continuous, to identify whether crack is exist in the 

images. 

III. THE BASIC PRINCIPLE AND 

EXPERIMENTAL TEST 

1. The basic principle of the crack detection method 

In addition to crack, the interferences, such as stains, 

adhesive materials, texture etc., were also contained in the 

detected surface. Before identifying crack from the 

interferences, we need to know their differences. And the 

obvious difference is as follows. When there is a crack in 

the surface, the material in the crack region is no longer 

close and a gap will appear in the surface. On the contrary, 

the interferences usually do not have this feature [6]. 

 

Fig.2 The case without crack and interferences 

 

Fig.3The case with crack and interference 

Therefore, we can do the following analysis. 

As shown in Fig.2, a red laser beam was emitted to 

the detected surface and most of it will be reflected back. 

And in the captured image, we can see a continuous red 

laser line. As shown in Fig.3, there is a case when surface 

contains crack and interference. In the crack region, the 

red-laser beam will through the crack and not be reflected 

back basically. In the interference region, there were still 

some of the red laser will be reflected back. Then in the 

captured image, we can see a red laser line which is 

discontinuous and uneven thickness. 

2. Experiment 

To verify the above analysis, we made the following 

experimental test. 

  

(a) (b) 

  

(c) (d) 

Fig.4. Testing images: containing inferences. (a) Cement stains, (b) 

Adhesive materials, (c) Texture, (d) Ink stains. 

Cement  
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Adhesive 
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Ink stains 
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Fig.5. Testing image: containing crack 

For the testing images that contain inferences, which 

is shown in Fig.4, the red laser line is continuous. As 

shown in Fig.5, the red laser line disconnected obviously 

in the crack region. According to the above results, we can 

see that the method for surface crack detection is feasible. 

IV. THE IMAGE PROCESSING SYSTEM 

In this paper, the surface crack detection method is 

based on image processing technology. And the image 

processing system is a core part of the crack detection 

method. Therefore, image processing system is directly 

related to the accuracy of the results of image processing.  

1. Hardware program 

As shown in Fig.6, we designed a hardware program 

for surface crack detection [5]. 

 

Fig.6 the hardware program 

2. Flow chart of crack detection 

The image processing flow chart of crack detection 

is shown as follows [7] [8]. 

 

Fig.7. Flow chart of crack detection method. 

A. Original Image: Use a CCD camera to capture 

images. 

B. Gray Scale: Make the color image into the 

gray-scale image, so is suitable for image processing. 

C. Analysis Region: According to the least square 

method, we can get the analysis region (the red laser 

line region). 

D. Threshold: Apply Dual Threshold Method. And the 

required threshold could be got by calculating the 

histogram. 

E. Judge the continuity: According to the distribution of 

gray, we can select the analysis region. Then, in the 

selected region, we can judge the continuity by 

analysis the ratio of the target gray value. 

F. Crack Measurement: Combined with the analysis 

results of multiple images, we can measure the crack. 

G. Data Out: Save data to Access database. 

V. THE PROBLEMS 

For this crack detection method, we found the 

following problems by the experimental tests: 

A. Cannot identify the micro-cracks: For the 

micro-crack (its width less than 0.2mm), the 

intermittent feature of the red laser line in the crack 

region is unobvious, which is shown in Fig.8. 

However, by increasing the intensity of laser and the 

magnification of the camera, we can solve this 

problem. 

Red laser line 

Crack 
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Fig.8. Testing image: containing a micro-crack. 

B. The impact of a large contrast ratio: When the color 

of interferences is much difference from that of 

background, this method can not rule out the impact 

of interferences, which is shown in Fig.9. 

 

Fig.9. Testing image: the color of interferences is much difference from 

that of background. 

C. The impact of shooting angle of the camera: Where 

the shooting angle of the camera is not perpendicular 

to the detection surface, this method can not rule out 

the impact of interferences, which is shown in 

Fig.10. 

 

(a) 

 

(b) 

Fig.10. Testing images: containing ink stains. From left to right: 

the angle between the shooting direction of camera and detection 

surface is (a)90
。

, (b)45
。

. 

VI. CONCLUSION 

In this paper, we propose a new method based on 

laser scanning and image processing techniques for 

surface crack detection. For relying solely on image 

processing techniques, the crack detection method we 

have proposed can make up its shortage. The role of laser 

scanning is equivalent to the function of image filtering. It 

can effectively filter the interferences except crack form 

the image. Through experimental tests, we verified the 

feasibility of this method. However, any method has its 

shortcomings, this method also exist shortcomings. For 

example, it is difficult to detect the micro-crack (its width 

less than 0.2mm); this method has improved the control 

requirements of movement and detection angle for camera 

and red laser. The purpose of this paper is to explore new 

ideas for workers who engaged in the work of crack 

detection. 
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Abstract: In Emergency situation, speech recognition speed is very important. Therefore, in this paper, we propose a fast 

filtering algorithm. Firstly, FIR filter selectively passes through the frequency range of speech, and secondly, the Wiener 

filter filters out the extraneous noises. Because of that, the processing time is reduced. 
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I. INTRODUCTION 

One of the key factors in the speech recognition is 

noise[1]. The real situation is quite different from the 

controlled environment of the speech laboratory. 

However, the surrounding noises are a particularly 

difficult problem in the real speech recognition. The 

difference in the controlled environment and the real 

environment in speech recognition comes into play in 

three distinct processes: signal process, feature space 

process, and model process. Of these three processes, 

the difference is most evident in the signal process [2]. 

Here, the noise in the speech data after the signal 

process is filtered by a novel digital filtering system. A 

FIR filter is first used to separate the speech region and 

the noise region, and then a Wiener filter is used to 

improve the overall speech recognition.  

 

II. Combined Filtering 

Generally, the speech recognition system is 

configured by six stages. In stage 1, voice data are 

inputted by converting the audio signals into the 

electrical digital signals. In stage 2, the voice signals are 

separated from the surrounding noises. In stage 3, useful 

traits in speech recognition are extracted by using a 

speech recognition model. In stage 4, a standard speech 

pattern database is formed by speech recognition 

training. In stage 5, new voice data are compared to the 

standard speech pattern database, and the closest match 

is searched. In the final stage of 6, the matched result is 

put to use through the user interface. 

In the preprocessing (noise elimination) stage of 2, 

analog audio signals from a CCTV or a sensor are 

digitized and then fed to the digital filter. The digital 

filter, which is widely used and proven, selects the 

passband and filter out the stopband.  

 

------------------------------------ 

This paper is supported by Gyeonggi-do Regional 

Research Center in Korea (suwon GRRC 2009-B3) 

 

Depending on the presence of feedback processes, the 

digital filter is divided into IIR(Infinite Impulse 

Response) and FIR(Finite Impulse Response) filters. 

The latter is known to be less error-prone. For noise 

elimination in the subsequent processes, the Wiener and 

Kalman filters[3] are widely used. In emergency 

situations that require accurate interpretation of a rather 

brief voice data, the Wiener filter is usually preferred. 

The general model-based Wiener filtering process can 

be expressed as follows: 

 

            ))()((*)()(
^

tntstgts              (1) 

 

Where,  )(
^

ts  is the speech to be recognized, )(ts is 

the speech data containing noise, )(tn is the noise, and 
)(tg is the Wiener filter. 

In Eq. (1), )(
^

ts is being sought. In it, an estimate of 
)(tn  is derived from )(ts , and then the approximate 

value of )(
^

ts is obtained by using )(tn . In order to 

achieve a better approximation of )(
^

ts , the GMM as 

expressed below in Eq.(2) is used. It expresses 

mathematically the general characteristic of speech data. 
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Based on Eq. (2), the model-based Wiener filter is 

designed per following steps: In the inputted current 

frame, the noise region is determined by a statistically-

based VAD. In the noise region found, the noise model 

is renewed to the previous value. In the preprocess-WF 

block, a temporally noise-free clean speech is estimated 

using the decision-directed Wiener filter. Using the 

estimated values from the previous step, the Gaussian 

post probabilities of the GMM are calculated. In the 

final WF using the MMSE method, the probabilities are 

used to estimate the noise-free clean speech. The 

estimated noise-free speech and the noise model are 

used to design the final Wiener filter. The current frame 
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is processed using the Wiener filter designed, and the 

noise-free clean speech is obtained. Then the above five 

steps are repeated for the next frame.  

For emergency detection, we propose a fast 

recognition filtering method. The basic concept is to 

selectively use the audio signal being transmitted from 

the CCTV's. That is, from the transmitted signal, only 

the audio energy spectrum that is relevant to the speech 

is to be selected, digitized, and saved for further 

analysis. A high-performance FIR Wiener filer can be 

used to digitally filter out the unwanted portion of the 

audio signal, prior to actual speech recognition.  

As human speech generally falls within 300-3400khz, 

the FIR filter [4,5] can separate the incoming audio data 

into passband(the speech region), stopband, and 

threshold-band. This will greatly reduce the time and 

improve the performance of a speech recognition 

system.  

The basic mathematical concept of the FIR filter can 

be expressed as follows:. 
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In Eq.(3), is the speech information input, is the 

output speech information after filtering, is the finite 

impulse response characteristic, and N is the filtering 

step number. As the input information and coefficients 

are multiplied and summed, the time required for noise 

filtering is quite long if Eq. (3) is implemented as is. 

However, the multiplication steps in Eq. (3) can be 

eliminated if a bit-serial algorithm [6] is applied. The 

result is expressed in Eq. (4) below: 
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Here, ih
, N , and M represent the coefficient h 's 

j th bit, tab number, and coefficient bit number, 

respectively. The bit-serial algorithm multiplies 

multiplicand to the multiplier while shifting LSB to 

MSB and then adds the result to the previous sum. To 

reduce the total multiplication cycles, the odd and even 

part of the Eq. (4) can be separated and the result can be 

written as follows: 
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Eq. (4) requires a total of multiplication cycles, while 

Eq. (5) requires a total of multiplication cycles, a factor 

of 2 increase in the speed.  

In this way, utilizing the benefits of the FIR filter, a 

Wiener filtering that minimizes the noise error by 

effectively separating the speech signal and the noise is 

implemented.  

Afterwards, the noise signals are extracted by 

subtracting the output speech data from the incoming 

speech data. Then the extracted noise data and the 

incoming speech data are used in Eq. (1) to design an 

improved noise filter. 

In terms of mathematical expression, the general 

Wiener filter consists of multiplications and 

summations of current and past data and filtering 

coefficients. Thus, it can be designed using the device 

transfer functions and the mathematical expressions. 

Within the scope of this research, the physical states, 

such as operational stability and sensitivity and the safe 

transmission of data, are assumed to be steady, and the 

main priority is placed on minimizing the number of 

devices and increasing the speed of the filter operation. 

Finally, the noise elimination Wiener filter is 

expressed as follows: 

 

                      )()()( wSwHwSo              (6) 

 

In Eq. (6), )(ws is the noise-containing speech signal, 

)(0 ws
is the noise-free speech signal, and )(wH is 

estimation function of the Wiener filter. An effective 

way to determine )(wH is a major focus of this research. 

Accordingly, a mathematical expression for )(wH  is 

proposed as follows:  
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Here, 
)(wPs is the audio spectrum of the original 

speech signal, and 
)(wPd is the audio spectrum of the 

noise signal. An error is introduced in estimating the 

audio spectrum of the original speech signal during the 

filtering process. To reduce the error, a coefficient is 

introduced as below:  

 

                   



 













)()(

)(
)(

wPwP

wP
wH

ds

s

         (8) 

 

Here, parameters α, β and squaring the averages of 

the signals are used to reduce the error. 

The Wiener filtering processes the noise-containing 

speech information effectively, but it takes time, so that 

speech recognition is delayed. To minimize the time 

delay, the concept expressed in Eq. (8) is applied during 

the statistically-based VAD process[7] of stage. The 

resulting process model is expressed in Eq. (9) below. 

In this model, the speech data and the noise data are 

considered to be asymmetric. By applying asymmetric 

window to these two data in designing the Wiener filter, 
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the time required for noise filtering can be significantly 

reduced. 
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In Eq. (9), 1P
, 2P

, respectively, represents the period 

of the left and right portions of the asymmetric window 

function, 0n
 is the location of the maximum value, and 

N is the total length of the window function.  

Based on the noise-free speech signal obtained thus 

far, a speech recognition database is complied and used 

in analysis of emergency situations. In this effort, the 

phonemic recognition of individual words is initially 

chosen as the key element of speech recognition, and 

the database is complied accordingly. 

 

 
 

Fig.1. The overview of proposed speech recognition 

system 

 

Fig. 1 illustrates the overview of the speech 

recognition system founded on the concepts described 

in Fig. 1. MATLAB[8] is used for the proposed FIR 

Wiener filter, and HTK and ECHOS are used for the 

subsequent processes. The finished speech recognition 

system basically uses sound models to search key words, 

and the flat lexicon and lexical tree are used in this 

word-based speech recognition system. The lexical tree 

is efficient in the usage of the memory, but is somewhat 

slow in applying the probability values of the language 

models and is also somewhat complex in implementing 

word models. Thus, a duplicate tree algorithm is used. 

That is, a parallel structure is used in the lexical tree for 

single-phoneme words. 

The speech recognition result obtained by these 

serious of processes is then sent to the user interface of 

the system. 

 

IV. Results  

To test the speech recognition system developed thus 

far in this work, speaking word database developed by 

SITEC is used. The database is recorded in 16kHz/16 

bit, and contained the voices of 500 individuals. For 

comparison to the database, voice data from a 

microphone or CCTV in 16kHz/16 bit format are 

used[9]. 

As discussed in the introduction, it would be unwise 

to use all the collected voice information in speech 

recognition, as it will consume too much time and may 

result in inaccurate analysis. By first extracting the 

audio frequency region useful for speech recognition by 

using the FIR filter proposed, the overall processing 

time can be greatly reduced. 

The noise that escapes the initial filtering will then be 

eliminated by the Wiener filter. By comparing two 

filtering, it is found that the FIR Wiener filter visibly 

eliminates the background noise. Also, the effect can be 

audibly felt by listening to the before and after sounds. 

By comparing the noise-free speeches processed 

through the MATLAB-constructed Wiener filter, to the 

existing database of key words, a very accurate speech 

recognition effect was realized. 

By filtering out the unnecessary portions of the 

speech information, such as non-audible frequency 

regions, environmental noise, and transmission noise 

from the CCTV's, the level of speech recognition is 

found to be greatly increased. Also, the word models are 

found to be very useful in the success of speech 

recognition and in the reduction of the processing time. 

That is, the word model that considers the relationships 

between the words being searched had much more 

successes. 

Using the database complied with noise-free sound 

data, two-pass bigram and bigram+trigram searches 

under ECHOS were found to indicate that the word-

correlated model was much superior in terms of the 

recognition success rate and the search time than the 

simple model that does not consider the relationships 

between words.  

As a result, in case of using model for each words, 

the speech recognition rate is much faster than without 

model. In model case, it is about 88.9% in bigram and 

90.0% in bigram and trigram combination model of 

speech recognition rate(%) respectively. However, in 

without model case, it is about 77.2% in bigram and 

80.1% in bigram and trigram combination model of 

speech recognition rate(%) respectively. Also, the 

recognition time(sec/sentence) is much faster than 

without model. It is about 21.0% in bigram and 22.1% 

in bigram and trigram combination model of speech 

recognition rate(%) respectively. However, in without 

model case, it is about 5.4% in bigram and 6.3% in 

bigram and trigram combination model of speech 

recognition rate(%) respectively. 
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It is interesting to note that in HMM the success rate 

for the standard bigram (left to right) search method is 

lower by 8% than the trigram search method that 

searches in the reverse direction and also considers the 

relationships between different phonemes. Nonetheless, 

the search time was longer for the latter method.  

Lastly, a significant processing time reduction and a 

fast situation response were realized by selectively 

processing the audible voice region of the audio signals 

transmitted from the CCTV. 

 

 

Fig.2 Simulation Result ‘Hello’ 

 

    

V. Conclusion 

Unlike the controlled environment where a speech 

recognition system can easily filter out the extraneous 

noises, it is rather difficult in the real environment 

where a sensor, such as a CCTV, collects abundant 

noises from various human, mechanical, and natural 

sources. The success of speech recognition in the real 

environment thus depends critically on how well these 

noises are filtered. Just as important, the processing 

time for noise filtering needs to be reduced, as time is 

the most critical element in emergency situations. Thus, 

effective noise filtering combined with fast processing 

time is considered to be the essence of speech 

recognition. Towards these goals, an improved speech 

recognition system is proposed in this work. The system 

has the FIR and Wiener filters as the key elements and 

effectively filters out the extraneous noises and 

produces clean noise-free speech data in a reasonable 

time.  

One of the problems cited during the work is that the 

extraneous noise that is present in the audible band of 

300-3400khz can still pose some problems even with 

the proposed FIR filter. As the noise filtering in this 

frequency region is not yet completely understood, 

further research in this front is currently underway. 
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Abstract: Multiple robotic systems can accomplish tasks that no single robot achieve, since ultimately a single robot, no 
matter how capable, is spatially and physically limited. However, achieving cooperative robotics is quite challenging. 
Many issues must be addressed in order to develop a working cooperative team, such as action selection, coherence, 
conflict resolution, resources management, coordination, cooperation and communication. In this paper Pemex-BE 
robot is used to represent the individual robot that makes up a team for multi robotic system dedicated for humanitarian 
demining. The multi Pemex-BE robots for mine clearance represents an attempt to reduce the gap between the research 
level and the actual needs on the ground. The technical features and navigation system with obstacle avoidance along 
with the scenario of multi robotic system is presented. 
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I. INTRODUCTION 
   Research on using population of robots for 
achieving a given task efficiently has mostly been 
inspired by animal behaviors. There has been increased 
research interest in systems composed of multiple 
autonomous mobile robots exhibiting cooperative 
behavior. The study of multiple-robot systems naturally 
extends research on single-robot systems. Multiple-
robot systems can accomplish tasks that no single robot 
can accomplish, since ultimately a single robot, no 
matter how capable, is spatially limited. Achieving 
cooperative robotics is desirable for a number of 
reasons [1-4].  
1. Many robotic applications are inherently distributed 

in space, time, or functionality, thus requiring a 
distributed solution. In addition, tasks may be 
inherently too complex or impossible for a single 
robot to accomplish it, 

2. It is quite possible that many applications could be 
solved much more quickly if the mission could be 
divided across a number of robots operating in 
parallel by duplicating capabilities across members 
of the robot team. 

3. Building and using several simple robots can be 
easier, cheaper, flexible, and has the potential of 
increasing the robustness and reliability of the 
automated solution through redundancy. It would be 
much cheaper and more practical in many 
applications to build a number of less capable robots 
that can work together at a mission, rather than 
trying to build one robot which can perform the 
entire mission with adequate reliability, and 

4. The constructive and synthetic approach inherent in 
cooperative mobile robotics can possibly yield 
insights into fundamental problems in the social 
sciences (organization theory, economics, cognitive 

psychology), and life sciences (theoretical biology, 
animal ethology). 

   Achieving cooperative robotics, however, is quite 
challenging. Many issues must be addressed in order to 
develop a working cooperative team, such as action 
selection, coherence, conflict resolution, resources 
management, coordination, and communication. 
Furthermore, these cooperative teams often work in 
dynamic and unpredictable environments, requiring the 
robot team members to respond robustly, reliably, and 
adaptively to: unexpected environmental changes, 
failures in the inter-robot communication, modifications 
in the robot team that may occur due to mechanical 
failure, learning of new skills, the addition or removal 
of robots from the team by human intervention, or full 
robot failure etc. 
   Small, lightweight, and inexpensive robots tend to 
have better mobility but it might be unavoidably slow 
[5-7, 9, 10]. Smaller in size and light in weight also 
means reducing certain capabilities. With the use of a 
large number of such robots, the good mobility can 
compensate for the low speed while it is necessary to 
develop efficient group behaviors to compensate for the 
reduced capabilities. When designing the multi robotic 
systems for demining, it is important to decide the type 
of movement strategy the robots adopt when scanning 
the minefield, the standard set of behaviors that all 
individual robot should have and the set of specialized 
behaviors that are assigned to specific individual robots 
and the way robots are going to communicate 
information.  
   Random collective behaviors with improved 
algorithms have been proposed to look for mines on 
beaches [8]. This technique cannot fulfill humanitarian 
demining requirements, as there is a need to assure that 
every square inch of the terrain is explored reliably and 
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as safely and as fast in a minimum amount of time and 
cost 
 

II. MULTI ROBOTIC SYSTEM SCENARIO 
FOR HUMANITARIAN DEMINING 

 
The outline of multi robotic system scenario for 
humanitarian demining using Pemex-BE robot is stated 
as follows: 
a. The higher level of control is represented by a 

mobile monitoring station. The monitoring station 
receives the task description either from human-
operator through a multimodal graphical interface, or 
by using a topographical map, or an aerial picture 
with precise coordinates. The operator divides the 
area of the assigned minefield into sectors and 
allocates a robot for each sector. Then, the 
monitoring station informs the task and the starting 
global /reference location of each sector to the 
relevant robots through radio module. Periodical 
polling tracks task execution, clarifications, and 
reported difficulties that might be raised by any of 
the robots or by the searching mission. The 
monitoring station helps to resolve any problems by 
individual robots that are in deadlock situations or 
robots that require additional resources. In this case 
the monitoring station and human operator can 
instruct and extend help to the relevant robot directly 
to fulfill its needs in finding safe path, resolve the 
deadlock, emergency help and guide, etc. If this is 
not possible, the monitoring station reports that to 
human operator. Human operator interacts with the 
monitoring station to instruct a specialized robot for 
emergency to help the robot in question and resolve 
the deadlock, or give charging service, etc. 

b. Individual robots. Each robot (see Figure 1) 
initializes itself and performs a self-check to emulate 
his readiness to achieve a set of possible tasks and 
informs the monitoring station about its availability 
and readiness to execute these tasks. Each robot in 
the multi robot team receives the assigned task from 
that monitoring station and reports back on its 
activity and performance update: scanning for mines, 
marking mines, and communicating with other 
robots. In addition, each robot tries to get out of a 
detected deadlock situation by means of its own 
available knowledge and resources before reporting 
it to the monitoring station. Mines are marked and 
possibly exploded using a small charge placed by the 
robot and triggered after the robot has backed at a 
safe distance. Each robot has its behavior navigation 
system with set of standard behaviors available for 
all robots, and set of specialized behaviors that are 
dedicated for special tasks and needs (See Figure 2). 
The principle requirement is that each of the 
demining robot in the team should operate in a 
remote control mode or, at least, semi-autonomously. 
All robots are assumed to have the following 
capabilities: position encoders, GPS, obstacle 

detection sensors, mine sensor, and radio 
communication. Some of the robots might have extra 
sensing and physical capabilities depending on the 
assigned task requirements.  
 

  
Fig.1. Pemex-BE in different environments 

 

 
Fig.2. Pemex-BE in different environments 

 
 

III. IMPLEMENTATION OF THE ADOPTED 
MULTI ROBOTICS SYSTEM SCANRIO 

 
   Pemex-BE robot was used to represent the 
individual robot that makes up the team for multi 
robotics system. The mobile monitoring station is 
considered as a car of suitable size, which can adjust its 
location as needed to support the demining process and 
its requirements. In this case, the mobile monitoring 
station represents the higher level of control. Within this 
architecture, human-operator stations inside the car 
interacting with the monitoring station with the 
possibility to communicate with other land-based sub-
operators through radio. The operator describes the task 
to the monitoring station. The monitoring station 
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interacts with the assigned operator and takes care of 
task distribution and allocation for individual robots 
according to the size of the minefield and the available 
number of robots. The station supervises the execution 
and control of tasks, and communicates with robots as 
individuals, groups or as a whole to follow-up task 
execution, mapping, and problem solving updates. The 
skill required by human-operator should be kept to 
minimum. Figure 3 shows an example for dividing a 
minefield into three sectors, the mobile monitoring 
station and some high level behaviors. Efficient 
distributed robotics architecture must allow robots to be 
efficiently added to the system or removed from it. 
Once, a Pemex-BE robot starts to operate; it is  in a 
standby mode while reporting to the monitoring station 
its readiness in performing a set of tasks according to 
the associated physical functional capabilities.  

 

 
Fig.3. Terrain to be cleared with three robots 

 

 
Fig.4. Terrain scanned after certain time by the work of 

three robots 
 

   Each of the dedicated robots for mine search 
receives the global reference location of an assigned 
sector along with its width and depth. A digital map of 
the minefield and the searched area within each of the 
assigned sectors have to be maintained and continuously 
updated with the support of a seamless interactive 
interface between the human operator and the 
monitoring station from one side and between each 

robot and the monitoring station from the other side. 
Each robot maintains its own version of the map based 
on its searching activity and shares it with the 
monitoring station. For the purpose of this work, the 
operator at the monitoring station is responsible decide 
whether the minefield is completely cleared or there is 
still remaining issues or regions within the assigned 
sectors that need to further follow-up (see Figure 4). 
Hence, the operator must have a comprehensive view of 
the demining process performed by the participating 
robots that constitute the demining team. Marking a 
detected mine within an assigned land on a digital map 
enables immediate and easy interactive interpretation by 
human operator or the monitoring station. In addition, it 
helps to decide whether further exploration for that land 
is needed or not.  
   During the actual operation of mine searching, an 
assigned working area for each individual robot can be 
redefined depending on the circumstances facing the 
robot and the searching progress, e.g., help can be 
requested when one robot is discovering more mines or 
more obstacles within its own assigned area and needs 
some help from other robots that already finished 
searching their sectors. Coordination of movements is 
required if one robot is stuck into a hole or at a corner or 
lost its detection or mechanism capabilities; in such 
situation, another robot (either specialized emergency 
robot for such mission or any of the other individual 
robots) should pull it back and such a decision is made 
in consultation through the monitoring station and 
possibly through human operator too. 
   The main functional capabilities of the monitoring 
station can be summarized as:  
1. It receives a demining task description through 

human-friendly graphical user interface using, for 
example aerial pictures, topological maps, etc. 

2. It divides the located mined area into sectors and 
allocates a robot to each sector. Human has the 
capability to interfere and do or adjust this job 
directly. 

3. It communicates with the available robots by radio 
transmission through periodical polling or per 
demand as needed. This aims to announce a task, 
track task execution, solve deadlock, manage 
collaborative action, mapping searched area, re-
planning, etc. 

4. Tracks all marked mines. 
5. It maintains a global and updated digital map of the 

minefield. 
6. It confirms and announces the completion of a 

demining task. 
7. Adding new robots to the team or removing 

damaged members. 
 

 
IV. COMMUNICATION MANAGEMENT 

 
   In order to enable parallel behaviors and efficient 
task achievement, follow up progress and update, and to 
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extend support to any robot in need, a communication 
management module at each robot and at the mobile 
monitoring station is considered necessary under the 
work of this paper for message and information 
exchanges. Group communication among all robots 
(inter robots communication) including the monitoring 
station requires protocols that can operate without 
central control and handle dynamic topology changes 
due to the mobility of the robots and the station itself. 
Multicast is the most important group communication 
primitive and it is critical in applications where close 
collaboration of teams is needed. A radio based 
communication module has been developed and its 
communication framework consists of communication 
protocol to establish physical communication link and 
message protocol to exchange messages corresponding 
to necessary information. The main functions of the 
message protocol are negotiation (task assignment, 
cooperation, etc.), inquiry (look for information, etc.), 
offer (information, help, etc.), announce and 
synchronize, deadlock solve, etc.  
   It is important to remember that even the most 
sophisticated radio systems are subject to interference, 
both loss of bandwidth due to RF noise and competition 
for bandwidth. In addition, when dealing with tasks in 
real-time, much information has a severely limited 
useful lifetime which influences how reliability of 
communication must be addressed. The communication 
management will be helpful to add new robots to the 
system and removing damaged ones. When a robot is 
unreachable through communication by others for 
varying periods of time, it is considered temporarily to 
be damaged and the system requires dynamically to do 
change in the makeup of a robot team. 
 
 

V. CONCLUSIONS 
 
   The multi Pemex-BE robots for mine clearance 
structure presented in this paper as an attempt to reduce 
the gap between the research level and the actual needs 
on the ground. This requires proper understanding of the 
exact problems at the minefields sites and concludes a 
design of a low cost, flexible, and light weight mobile 
robot while considering local resources and constraints.  
   There is still a need for further analysis to formulate 
the efficient navigation system for Pemex and its 
motion. A better sensory combination and fusion 
techniques are still needed. Better mobility is of high 
demand. Further analysis is required to develop 
dynamic behaviors supporting coordination, 
communication and cooperation capabilities. 
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Abstract: Natural Orifice Transluminal Endoscopic Surgery is an advanced and experimental surgical technique 
performed via natural orifices (mouth, anus, vagina, urethra, etc.). Therefore, unlike other surgery methods such as 
laparoscopic surgery or single port access surgery, NOTES can avoid remaining external incisions or scars. Surgical 
manipulator for NOTES should be flexible in order to be inserted into channels of overtube. This paper presents a 
development of flexible robotic manipulator for NOTES, including design and kinematic analysis. Developed thin 
manipulator has 4 DOF motion and only 5.0 mm in diameter. And it uses multi-revolute joints that have gradual curve 
in order to enlarge the workspace and minimize the diameter of manipulator. 
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I. INTRODUCTION 

Laparoscopic surgery, a kind of MIS which stands 
for Minimally Invasive Surgery, means a surgical 
technique performed in the abdomen through some 
small incisions. These days it is common surgical 
method in the case of simple abdominal surgery such as 
cholecystectomy because of advantages like short 
hospital stay and small scars. However it usually takes 
longer time to operate laparoscopic surgery than 
traditional open surgery. Development of laparoscopic 
instruments helped to make the procedure short and 
simple, and finally the introduction of medical robot 
caused a shift of power in the medical surgery. Da 
Vinci®, developed by Intuitive Surgical Inc., is the 
representative medical robot system for the laparoscopic 
or thoracic surgery. This kind of surgical robot can 
operate surgery much more dexterously than traditional 
manual surgery.  

The smaller the incisions for surgery are, the bigger 
the merits of MIS are. Traditional open cholecystectomy 
needed an incision bigger than 20 cm, while recent 
laparoscopic operation makes three to five small 
incisions of only about 10mm. Furthermore, surgeons 
are trying to minimize the incision for surgery as ever. 
Therefore they invented two kinds of new experimental 
surgical methods for abdominal surgery in recent years. 
One is SPA(Single Port Access) surgery, and the other is 
NOTES(Natural Orifice Transluminal Endoscopic 
Surgery). The SPA surgery is performed using single 
entry port, typically the patient’s navel. Though SPA 

surgery remains no visible scar after a while, external 
incision on the patient’s skin is still needed. On the 
other hand, NOTES has significantly different 
procedure to laparoscopic surgery. The biggest 
advantage of NOTES is that it makes no incision on 
patient’s skin. Instead, it is performed via natural 
orifices such as mouth, anus, vagina or urethra, and 
internal incision on the wall of organ is necessary to 
approach the surgical site. Patient barely feels pain on 
the internal incision and can leave the hospital much 
earlier. Besides, lower anesthesia requirements and 
avoidance of the potential complications are also big 
merits of NOTES [1]. Therefore, NOTES can be 
considered an ideal abdominal surgery from the 
viewpoint of MIS. However there is an obstacle to carry 
out this brand-new technique that is absence of proper 
instruments for NOTES. Unlike SPA surgery, NOTES 
cannot utilize traditional laparoscopic instruments, 
because flexible surgical tools should be inserted via 
bent human orifices [2]. Therefore various surgical 
instruments for NOTES should be developed so that 
NOTES can be one of general surgical operations for 
abdominal surgery. Furthermore, robotic system for 
NOTES is expected to change the status of NOTES in 
abdominal surgery as in the case of laparoscopic surgery. 

 

II. DESIGN OF ROBOT ARM 

More than two surgical instruments are needed to 
perform surgical procedures, and they should be 
exchangeable. Therefore, for the sake of NOTES, two 
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instruments should be inserted along an overtube with 
an endoscope as shown in Fig.1. At this moment, there 
is no commercial NOTES robot system, but some 
NOTES prototypes, such as EndoSAMURAI (Olympus 
Corp., Tokyo, Japan) and DDES (Boston Scientific, 
Natick, MA), are considerable for development [3]. 

 

 
Fig.1. Overview of NOTES robot 

 
The target surgery of this research is transgastric 

cholecystectomy. The diameter of overtube is limited to 
25 mm due to the size of patient’s esophagus. Of course, 
it’s obvious that small diameter is good for smooth 
insertion. In this research, the diameters of overtube and 
robot arms are determined to 20 mm and 5 mm each. 
Different from the conventional flexible endoscopic 
instruments, 2 additional DOF (degrees of freedom) 
joint can make surgical procedures easy. Thus each 
robot arm has 4 DOF including translation and axial 
rotation except grip motion.  

 

 
Fig.2. Flexible shaft composed of short links 

 

 
Fig.3. 2 DOF multi-spherical joints driven by 8 wires 

Further, flexibility and force are important 
requirements for robot arm for NOTES. Thin and 
flexible robot looks nearly impossible to apply heavy 
radial force on the tip. Therefore, flexible shaft 
composed of lots of short rigid links are used in order to 
apply axial and torsional forces effectively. 2 DOF 
active joint also can be composed of similar links. There 
are several types of small sized joint mechanism that 
can be applied to NOTES instruments [4]. Multi-
spherical joints design is frequently applied for many 
researches because of the advantage that it’s relatively 
easy to product small sized joints [5][6]. However this 
kind of manipulators has a severe problem that they are 
so weak to external forces that the assembled joints are 
easily bent. In order to prevent the S-shaped bending by 
applied external forces, French CNRS fixed lots of 
actuating wires on each links and actuated them with 
different speed using pulleys [6]. 5 mm sized Endowrist, 
laparoscopic instrument for da Vinci® system, has 
similar but advanced mechanism using universal joint at 
proximal driving part. It helps the system minimize the 
size of driving part. Notched nylon rod or superelastic 
NiTi tube can be used for bending joint similarly, and 
they are good to serve a working channel for gradual 
bending [7]. Nevertheless, they cannot beat muti-
spherical joints because of elasticity and small 
applicable forces. 

Although there is no commercial robotic NOTES 
system now, lots of researchers are trying to develop 
NOTES system. Purdue University develops a NOTES 
robot based on the laparoscopic surgery robot named 
Laprotek, while Columbia Univ. and Intuitive Surgical, 
Inc. are developing SPA surgery robot [7][8]. These 
three systems have elbow-out function in common, 
because the scope and two arms should be located in 
small sized overtube head. Therefore the distance 
between two robot arms is so narrow that it’s difficult to 
secure enough workspace and field of view without 
elbow-out joints. They are essential for NOTES robot, 
but wire-driven toggles are sufficient for them. As 
shown in Fig.4, surgical robot arm consists of tooltip, 
long flexible shaft and driving part. Three DC motors in 
the driving part drives the 2 DOF bending joints and the 
forceps using stainless steel wire ropes. And Fig.5 
shows the actual built robot arm combined with the 
overtube. The overtube serves three working channels 
for a camera and two arms. 
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Fig.4. Designed NOTES robot arm 

 

 
Fig.5. Built robot arm combined with the overtube 
 

III. KINEMATIC ANALYSIS 

2 DOF bending section is composed of 4 unit 
revolute joints. If the number of segmental revolute 
joints is large enough, this kind of 2 DOF joint can be 
considered as a long flexible shaft even though it 
consists of rigid links. Furthermore, it makes a circular 
arc shaped bending under the assumption of zero 
gravity and no friction. This bending section is difficult 
to express using traditional D-H (Denavit-Hartenberg) 
parameters. It causes some duplicated symbols like θ3 

and θ4 as shown in Table.1. There are four variables (θ1, 
d2, θ3, and θ4) because this manipulator has 4 DOF. And 
here d3 is a function of θ3 as follows. 

 
Link αi-1 ai-1 di θi 
1 0 0 0 θ1 
2 0 a1 d2 0 
2’ 0 0 0 θ4-90˚ 
2’’ -θ3/2 0 0 0 
2’’’ 0 0 d3 0 
2’’’’ -θ3/2 0 0 0 
4 0 0 0 90˚-θ4 
5 0 0 d4 0 

Table.1. Denavit-Hartenberg parameters 
 

 
Fig.6. Kinematics of 4 DOF manipulator 
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LT is the length of bending section when unfolded, 

and θ4 is the angle between x2 axis and the projected 
line of bending section on the x2 y2 plane. As a result, 
the bending section has 2 DOF motion and it can be 
expressed as a transformation matrix with two variables, 
θ3 and θ4, as follows. 
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By the benefit of assumption on the bending section, 

the overall kinematics also can be expressed with quite 
simple transformation matrix. (eq.4) and (eq.5) indicate 
the rotation matrix and the position vector in (eq.3). 
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  (5) 

 
In spite of the rough assumption, this result does not 

show a significant error. Besides, the bending amount is 
meaningless in the NOTES arm because of long and 
flexible shaft, while the bending direction is quite 
accurate. 

 

IV. EXPERIMENT 

A simple experiment was performed to confirm the 
linearity between commanded angle and actual 
measured angle in the bending section. Angles were 
observed for several cycles of simple bending motion in 
order to check the repeatability. This experiment was 
performed with 8 segmented bending section and 
400mm long flexible stem in S-shaped experimental 
working channel whose size is only 70 mm in radius of 
curvature. The two values of commanded and actual 
angles would be same on the idealized assumption. 
Unfortunately, however, the plot shows severe 
hysteresis. It’s impossible to eliminate this phenomenon 
completely. Nevertheless, it can be improved by 
minimizing friction and tolerance and slope correction 
technique [7]. 
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Fig.7. Hysteresis loop for repeated bending motion 
 

V. CONCLUSION 

Long, thin and flexible surgical robot suitable for 
NOTES procedure was developed. Although the 
diameter is only 5 mm, it serves 4 DOF motion except 

grip. It’s designed to apply high axial and torsional 
forces and to have small radius curvature for smooth 
insertion into bent channel. Even though the result of 
the repeating experiment was not so good, it showed the 
possibility of NOTES. In the near future, NOTES is 
expected to be established as one of the standard 
procedures for abdominal surgery. 
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Abstract: In this paper, we considered swing-up and LQR stabilization of rotary inverted pendulum. A DC motor 

rotates a rigid arm. At the end of the rigid arm, joint is attached and a pendulum is suspended. Two encoders check the 

degree of the rigid arm and pendulum every 0.5ms. This paper proposes a modified bang-bang control which swings up 

a pendulum fast and safe. In order to solve the stabilization problem, this paper used linear quadratic regulator. When 

the user gives a large disturbance to the pendulum and when the pendulum loses its position, the pendulum quickly 

recovers to upright position. Experimental results showed that the proposed bang-bang controller and LQR controller 

can stabilize a rotary inverted pendulum system within 3.0s for any starting point. The system also showed robustness 

from large disturbance. 

 

Keywords: Inverted pendulum, Swing-up, Linear Quadratic Regulator 

 

 

I. INTRODUCTION 

Inverted pendulum has been a great test bed for 

decades to deal with the control problems. Inverted 

pendulum has nonlinear characteristics and are not 

difficult to analyze systems near the equilibrium point. 

For these reasons, a lot of researchers used this tool to 

verify their ideas. 

Furuta proposed rotary inverted pendulum which 

has a direct-drive motor as its actuator source and a 

pendulum attached to the rotating shaft of the motor [1].  

Yoshida proposed an energy-based swing-up control 

and Å ström showed that swinging up a pendulum by 

energy control is very effective and if acceleration of the 

pivot is sufficiently large, the pendulum can reach 

upright position in one swing [2], [3]. 

In recent years, a lot of control theories have been 

applied to control inverted pendulum such as fuzzy 

control [4], adaptive PID control [5], iterative impulsive 

control [6], neural network control, sliding mode control 

and other various control methods. 

Most papers concentrated on how to swing-up the 

pendulum and how to stabilize it to upright position. In 

this paper, we will also deal with situations after the 

pendulum was stabilized. The user applied large 

disturbance to a stabilized pendulum which pushed the 

pendulum to an unstable position. Once the pendulum 

lost its position, the controller returns it back to stable 

position quickly. We adjusted the parameters of LQR 

controller by simulations and experiments. 

This paper is organized as follows. In section II, 

design and kinematics of rotary inverted pendulum by 

[1] will be introduced. Section III, IV discusses swing-

up strategy and LQR controller. Controllers are 

switched properly by control laws. Experimental results 

are shown section V. Conclusions are in the last section. 

II. ROTARY INVERTED PENDULUM 

 
Fig. 1. Sketch of the rotary inverted pendulum 

 

The above figure shows a sketch of the rotary 

inverted pendulum [1]. To use the Euler-Lagrange 

dynamic equation, 

 

 ( ) ( ) , ( ) ( ) 0
d L L d L L

T
dt dt  

   
   

  
 (1) 

 

we need to get the kinetic and potential energy. 

Assuming that mass of the rotating arm is M and the 

mass of pendulum is m. The kinetic energy of this 

system is 
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A rotating arm’s potential energy is zero, so the net 

potential energy of system is 

 cos
2

net pen

L
P P mg    (3) 

Putting (2) and (3) to Euler-Lagrange equation (1), 

we can get two equations of motion. 
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 (4) 

 

The table below shows a specification of SRV02 

with ROTPEN. 

 

Table 1. Specification of inverted pendulum 

Parameter Definition Value Units 

r Rotating arm length 20 cm 

L Pendulum length 35 cm 

m Pendulum mass 0.128 kg 

M Rotating arm mass 0.278 kg 

   

III. SWING-UP STRATEGY 

Swing-up strategy is giving 90% of maximum 

torque to the opposite direction of pendulum speed 

when the pendulum heads near the ground. It is a very 

simple strategy and it works if motor’s torque is enough. 

However, if a pendulum being pushed by a user lost 

its position, it could revolve very fast. If a pendulum’s 

speed is high, then swing-up control laws gives 

acceleration to the pendulum. When acceleration and 

speed are increased, LQR controller couldn’t hold it 

anymore. This can makes the pendulum rotates all the 

time and it may cause malfunction of a motor. 

To prevent this problem, we need to modify the 

control laws. We introduce the weighting factor 

, which decides the working range of swing-up 

controller. Because encoders give  and   every 

0.005sec, we can get pendulum’s speed easily.   

decreases when the pendulum’s speed is high and vice 

versa. A motor operates if  located between 

210 150    degrees, and   changes according 

to the speed of the pendulum. Output torque is 90% of 

maximum torque multiplied by .  By trial and error, 

if  is faster than 900(deg/ sec) , the pendulum 

revolves. Therefore we determined  as follows.  

 

 

1 600(deg/ sec)

3 600 (deg/ sec)
900

for

for

 


 

 
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 (5) 

 

Modified control law slowly shuts down the motor 

when the pendulum’s speed is too high. It also operates 

the motor in the opposite direction when is extremely 

high. Overall, this controller is same as the bang-bang 

controller when  is in the normal range. 

If you change the working range of swing-up 

controller, should be reconsidered. 

IV. LQR STABILIZATION 

When the swing-up controller brings the pendulum 

to the range between -30 degrees and 30 degrees, the 

LQR controller will operate. We can linearize (4) near 

the equilibrium point ( 0  ). For convenience, we set 

the auxiliary variables as shown in the equations below. 
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By (6), we make the state-space representation: 
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After digitizing (7) with 2 kHz, the system changes 

to  

 ( 1) ( ) ( )x k x k u k    (8) 

 

The system (7) is unstable but controllable. 

Therefore by using linear quadratic regulator, we can 

make it stable. LQR minimize the object function 
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and its control law is 
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where 
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We want to settle  and   as fast as possible. Q2 

is just 1 and Q1 is 
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which emphasize  and  . After calculate (10) and 

(11), we can finally get K
. 

   

V. EXPERIMENTAL RESULTS 

Controllers discussed in section 3 and 4 are used for 

these experiments. We used SRV02 with ROTPEN. 

 

1. Swing-up and small disturbance 

At the start, the pendulum is located at -180 degree. 

After the pendulum is stabilized, the user push it to the 

left and to the right. This changes alpha by almost 20 

degrees but not enough to make the pendulum fall down. 

 
Fig. 2(a). Angle of a pendulum 

 

 
Fig. 2(b). Angle of rotating arm 

 

Fig. 2(a) and Fig. 2(b) show the first experiment 

result. A pendulum swung to upright position in 2 

seconds. Between 10 ~ 14 seconds, the user applied 

disturbance to the left and right. The pendulum head 

was moved about 20 degrees and the rotating arm was 

moved more than 100 degrees but the controller was 

able to recover their position quickly. This shows that 

both controllers work correctly. 

 

2. Large disturbance 

This time, the user will apply a large disturbance 

which can make the pendulum fall down to the bottom. 

We will show that the controller is still able to move it 

back to upright position.  

 
Fig. 3(a). Angle of a pendulum 

 

 
Fig. 3(b). Angle of a rotating arm 

 

Fig. 3(a) and Fig. 3(b) shows the second experiment 

result. In the figures, 0 and 360 degrees represent same 

angle. Between 2 and 3 seconds, the pendulum fell 

down but recovered to the upright position right away. 

Between 4 and 5 seconds, user applied disturbance to 

the opposite direction and it still operated. 

 

VI. CONCLUSION 

In this paper, the modified bang-bang controller and 

LQR controller worked successfully. The pendulum 

showed convergence and achieved robustness from the 

large disturbance. Swing-up time was less than 3.0s and 

the whole recovery process worked immediately. 
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I. Introduction 

Recent developments of the internet and network 

technologies evoke the technical change of the data 

processing from conventional centralized and local 

processing system to the distributed processing system. 

Many studies have been actively carried out in a 

distributed processing environment by using agent 

systems for efficient network management. Multi agent 

systems promote the efficiency in solving problems by 

cooperating among agents. Also, each agent 

independently manages its own tasks by dividing a whole 

work into smaller units and assigning them to each agent. 

There are many application areas in the real world, using 

the multi agent systems. One of these areas is the digital 

library system. This is a library developed to replace the 

conventional library, in order to serve information from 

databases on the web to users according to the 

development of computers and the related fields.  

University of Michigan Digital Library (UMDL) [1, 2] 

is one of the most famous agent-based digital library 

systems. Agents in UMDL autonomously use their 

resources through negotiation among them. Also, the 

UMDL is very flexible for updating the library system 

when a new agent needs to be added. As another famous 

agent-based digital library, Green Stone Digital Library 

(GSDL) [3] was developed by New Zealand Digital 

Library project team. The GSDL provides a novel 

method for organizing information using the open source 

digital library [4, 5] and making it useful over the 

internet. McNab et al. [6] improved the open source 

digital library system by proposing a flexible protocol for 

communicating between an interface server and a search 

engine. Their system is suitable for distributed 

computing environment. Also, Witten et al. [7] improved 

the functionalities of finding, collecting, and organizing 

information in the GSDL for the distributed environment.  

Even though most conventional digital library systems 

provide the convenient life to users for searching and 

managing information, a hot issue has been paid attention 

to many researchers. It is that their search results include 

undesired results because of no information of users‟ 

profile. Thus, users have to establish the directories in 

users‟ personal computer for developing personalized 

digital library. In order to solve the problem, the 

personalized digital library systems have been developed.  

Bollacker et al. [8] introduced a personalized CiteSeer 

digital library system which is an automatic paper search 

system. The system can track and recommend the similar 

papers whose topics are very relevant, using the content-

based relatedness measures [10]. Torres et al. [9] 

improved the performance of the automatic paper search 

system by developing the hybrid recommender which is 

the combination of user-based collaborative filtering 

method [11] and content-based filtering method [12].  

The personalization is done by analyzing the topic of 

papers. In this case, the papers whose topic is not 

relevant to the queried keywords request by a user but 

contents are relevant to them are not recommend. In 

order to solve the problem, we consider the abstracts in 

the papers for providing a personalized paper search list 

according to the user‟s behavior on the papers and the 

relevance among keywords in the abstracts.  

Also, another problem the multi agent-based digital 

library systems have is that users themselves should visit 

all possible search servers one by one. To overcome the 

problem, we propose a new platform of multi agent 

digital library system which is mobile search system. 

Users do not need to visit all possible search servers with 

the same query by using the new platform. Our system 

automatically visits to all possible search servers when 

user requests a query. In this case, the scheduling of 

visiting the search servers is needed. Also, the 

negotiation for the results searched from the servers 

needs to be made for complicated situations such as the 

duplicated search results from multiple servers. Also, our 

personalized paper search algorithm builds user‟s 

individual relevance network from analyzing the 

appearance frequencies of keywords in the searched 

papers. The relevance network is personalized by 

providing weights to the appearance frequencies of 
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keywords according to users‟ behaviors on the searched 

list, such as “downloading,” “opening,” and “no-action.” 

Also, we enable interaction among multi agents by 

developing an artificial negotiation algorithm.  

In the experimental section, we demonstrate our 

method using 100 faculties‟ search information 

employed in the University of Suwon. Also, the 

performance of our method is compared with that of the 

conventional paper search system by surveying the 

satisfaction of users for both systems. In addition, we 

analyze the searching speed of our system to show both 

the advantage and disadvantage of our mobile-based 

searching system. 
 

II. Proposed Multi Agent-based Platform for 

Information Retrieval 

 
A digital library serves a lot of information on-line. 

The advantages of digital libraries over conventional 

libraries are user friendly, on-site service, and 

accessibility. However, in case of not having 

standardized platform, the search of heterogeneous 

information from digital libraries may be hard, or 

impossible in some cases. To solve the problem, we 

develop a mobile multi agent-based digital library system 

using DECAF. The „mobile‟ means that agents 

autonomously move a server to a server without user‟s 

interference. The mobile multi agent-based digital library 

system can eliminate unnecessary and duplicate 

information stored in Internet or DB. Also, existing 

digital libraries do not have or learn about the user‟s 

information. It causes unnecessary or useless information 

for the user to appear in the searched results. To solve 

the problem, we propose a mobile multi agent-based 

personalized digital library system (MAPS). MAPS 

provide the personalized search list from users‟ usage 

history.   The overall structure is in Fig.1. 

 

 
Fig.1 Overall Structure 

 

Once a user requests a query with keywords, Agent 

Manger (AM) in DMMAF receives the query through the 

Matchmaker Agent and prepares the user‟s profile 

because the search results are obtained by the user‟s 

profile. Scheduling Agent determines the order of the 

agents‟ visit to the digital library server. The documents 

are collected from an agent‟s visit to web servers 

(DBMS) according to the scheduled order. Digital 

Library Server (sub host) accepts the agents by defined 

port, agents approach the DBMS of web servers. During 

the agent visiting, Negotiation Agent customizes the 

collection at each web server by eliminating duplicate 

documents with its previously visited web servers via a 

network. Each visit is done in company with the Mobile 

Multi Agent (MMA). The attributes of MMA includes 

the plan code, agent ID, host URL, and resources (user‟s 

profile). The plan code is the agent‟s task generated by 

Scheduling Agent. The agent ID is the unique number of 

each agent, which is generated by Matchmaker Agent. 

The host URL is the address to return. The resource is 

the user‟s profile. Personalization Agent provides the 

user a personalized search list from the negotiated 

documents according to the user‟s profile. Then, 

Information Collection Agent shows the final searched 

results to user through the user interface (UI).  

DMMAF is a proposed agent framework for 

distributed environment in this paper. DMMAF has five 

components such as Agent Manager, Plan Editor, ANS, 

MMA , Transfer Protocol. 

Agent Manager receives a user‟s query, creates agents, 

and controls the agents‟ operations. Matchmaker Agent 

communicates between Matchmaker Agent and UI. Also, 

Matchmaker Agent creates agents according to the 

schedule generated by Scheduling Agent. Scheduling 

Agent searches the optimal path to visit servers and 

informs it to the plan editor in DECAF. The plan editor 

creates the plan codes. Information Collection Agent 

sends the final searched results to the user through UI. 

Negotiation Agent removes the duplicated results 

through KQML communication language among MMAs. 

Agent Name Server creates the MMA and saves the 

multi agents‟ record about creation and deletion 

information of each MMA. The transfer protocol of the 

MMA is to encrypt and decrypt the agent byte code, plan 

code, user profile, and resources. Byte codes which are 

sent through network are doing the parsing process. 

MMA visits the host having user keyword and user 

profile. MMA negotiates with other agents using 

negotiation algorithm and search the DB.  

The proposed negotiation algorithm in Negotiation 

Agent is explained in detail as seen in Fig. 2. 

 
/* improved negotiation algorithm of MMA */  

Switch(one of 5 relations) { /* relation_name(sender, receiver) */  

case 1: Add_R(Ai_Mi, Aj_Mj)  

/* (i≠j), Ai=agent, Mi=method */  

         while(Aj_Mj is finished)  

              no-operation (Ai-Mi); break;  
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  case 2: Compensate_R(Ai_Mi, Aj_Mj)   

Ai_Mi and Aj_Mj are operated in real situation 

by call(inference) function;  

          Inference() is from user profiles or user information repository;  

          break;  

  case 3: Replace_R(Ai_Mi, Aj_Mj)  

          Aj_Mj=Ai_Mi;  

          break;  

  case 4: Contradict_R(Ai_Mi, Aj_Mj)  

          Aj_Mj=Aj_Mj;  

          break;  

  case 5: Activate_R(Ai_Mi, Aj_Mj)  

          if wait(Aj_Mj) then awake(Aj_Mj) and restart;  

          break;  

  default:  

}  

 
 

Fig.2 Negotiation method among MMA 
 

Agent_Task Group assigns Task_1, Task_2, and 

Task_3 to Agent 1, Agent 2, and Agent 3 respectively. 

The tasks are automatically decomposed into methods, 

and the agents execute the assigned tasks by the methods. 

There are five types of relationships among methods. 

Add_R is the add relationship, i.e., adding the result of a 

method to that of other methods. Activate_R is the 

relationship making the running method keep running 

continuously. Compensate_R is the relationship that 

compensates the results of methods if needed. Replace_R 

replaces the results of receiving methods with those of 

sending methods. Contradict_R ignores the results of 

receiving methods. Also, there are lots of relationships 

between methods and tasks and between methods and 

resources, such as Enable, Facilitate, Produce, Consume, 

and Limits. In the negotiation algorithm, if the agents in 

the same level take different actions, then max operation 

operates to produce the output of the agents. Otherwise, 

min operation is operated.  

Fig. 3 is the flow chart of the negotiation process 

between two MMAs. Fig. 4 is the schematic of the 

negotiation mechanism of information exchange between 

two MMAs by KQML protocol.  

 

 
 Fig.3 The flowchat of the negotiation process between 

two MMAs  
 

 
Fig.4 The negotiation mechanism of information 

exchange between two MMAs by KQML protocol 

 

The information about MMA moving is transferred in 

byte stream type surrounded by the defined tag of the 

KQML protocol. The byte stream is parsed according to 

the defined tag and the clone byte of the byte stream is 

transferred to the next web server. The detailed algorithm 

of the moving MMA is the followings. 

 
receive( Socket s ) {  

   InputStream inputByteStream = new InputStream();  

   inputByteStream = new InputStream( s.getByteStream() );  

  while( ( tempByte = inputByteStream.read()) != End ) {  

      Parsing() 

      if( nextHost == null ）｛  

        try{  

           ByteCode[index++] = (byte)tempByte ;  

        } catch( ArrayIndexOutOfBoundsException ) {  

           System.out.println("Termination of all host visiting");  

           Notify to Agent Manager about Job termination;  

        } // end of try  

     } else if ( Exist sending socket to next host? ){  

           nextHostSocket.write( (byte)tempByte );  

      }  

   } // end of while  

} // end of receive()  

 

 

The algorithm of parsing process is the followings. 
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parsing( InputStream in ) {  

   while( ( tempByte = in.read() ) != End ){  

      if( Start character of Tag? ){  

        inputStream mark();  

        Read byte until the Tag length;  

        Identification the Tag type;  

        if( fail the defined TagSearching ?){  

          Reset according to marked Stream index;  

           Process according to current Tag type;  

        } else {  

           Branch or activate according to the current Tag and the 

identified next Tag;  

        }  

      } ese if( Ending character of Tag?){  

        if( nTag  inTag = false;  

        else Process according to current Tag type;      }  

   } // end of while  

} // end of parsing()  

 

 
III. Conclusion 

 
In this paper, we proposed a platform of a mobile-

based personalized paper search system. By using our 

system, users do not need to visit all possible search 

servers with the same query by using the new platform. 

Also, our system provides users‟ personalized search list 

by building user‟s individual relevance network from 

analyzing the appearance frequencies of keywords in the 

searched papers.  

We have to apply this algorithm to the real system in 

the future for proving of this algorithm. 
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Abstract: Recently, There has been much interest in automatically face recognition and tracking in many areas such as 

Intelligent Robotics, Military, Intelligent Transport System (ITS) and Smart device applications. However so far there 

has not been simultaneously face tracking and verification algorithms, so we propose the method in simultaneously 

verifying and tracking face which is segmented common vector method and It is theoretically based on discriminative 

common vector method and Fisher’s LDA. The algorithm trains segmented and shift face image to obtain new face 

vector. The Gram-Schmidt orthogonalization is employed to calculate the orthogonal projection matrix. Our goal can be 

defined as the identification of individuals and real-time face tracking from video images simultaneously, so we use 

segmented common vector for two kind of different task at the same time. 

 

Keywords:  Discriminative Common Vector, Fisher’s LDA, Gram-Schmidt orthogonalization. 

 

 

I. INTRODUCTION 

In computer-vision research area, there has been much 

demand in verification of human face in video and 

photo images due to intelligent robotics, military, smart 

phone and surveillance system. The problem of face 

verification can be defined as finding the identification 

of test faces from sample face images which was 

previously learned, however there are many complex 

problem in this task. For example, face data has 

numerous changeable factors such as 3-D pose, hair 

style, make up, and facial expression. In addition to 

these can be varied due to lighting, background, and 

scale changes. Thus there are many researches solving 

face verification problem as follow. 

For face recognition, Harr-like feature and AdaBoost 

algorithm of Viola and Jones is very famous in face 

recognition. It is very fast and has high-rate accuracy 

[1].  In face identification tasks, the verifying face has 

many hard problems, so it is very important to extract 

common factors from various data sets for face 

identification.  

To do this, eigen face of Turk and pentland is 

introduced, and this method uses Principal component 

analysis (PCA) which is used to find the best set of 

projection directions in the sample space. From here, 

the projection directions are called the eigen faces 

which is vector set having common factors. [2] 

After proposed eigen face, several research have been 

more performed. The Linear Discriminant Analysis 

(LDA) method is proposed to overcome the limitations 

of the eigen face method. This method can find 

projection directions that on one hand maximize the 

distance between samples of different face and on the 

other hand minimize the distance between the sample of 

the alike face [3]. But, in face recognition task, we can’t 

directly calculate projection directions, because 

dimension of the image samples is very larger than the 

number of samples which is known as the “small 

sample size problem”  

To solve this problem, Chen proposed the Null space 

method based on the modified Fisher’s LDA [4]. The 

Null space method is based on the modified Fisher’s 

Linear Discriminant criterion,  

                                        (1) 

 

For this method, all image samples are first projected 

onto the null space of    and then result in a new 

within –class scatter that is a zero matrix.  

In the special case where           and          , 

for all \{0}dw R , and then a better criterion is given  

as  

                                        (2) 

The Discriminative Common Vector Method was 

proposed to extract the common properties of classes in 

the training set by eliminating the differences of the 
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samples in each class, it gives more efficient algorithm 

to find Null space of within-class scatter matrix [5]. In 

the special case where          and,          for 

all \{0}dw R , and then a better criterion is given as  

                                         (2) 

  

To find the optimal projection vectors w  in the null 

space of
W

S , we have to project the samples onto the 

null space of 
W

S and then obtain the projection 

vectors by performing PCA. 

II. Segmented Common Vector 

1. Definition of Segmented Common Vector 

 We propose the simultaneously face verifying and 

tracking method which is segmented common vector 

method. It is theoretically based on discriminative 

common vector method. However this method presents 

that several weak classifiers can more easily solve hard 

problem than one strong classifier such as face tracking 

problem. So that we have to make several feature vector 

from each one sample to create various sub classifiers, 

before the one sample was transferred to only one face 

feature vector. 

2. Algorithm to calculate Segmented Common Vector 

A. Span new image sample vector 

In this section, we account for process in making 

segmented common vector in detail. 

To make segmented common vectors, in advance we 

have to make segmented image to span new face vector. 

The size of segmented image is usually 60~90% than 

original face size. The size of segmented image is saved 

as cell size value and it used for face tracking. We 

should take apart scrap images to be overlapped, 

because the center of face has many information such as 

eyes, eyebrows, nose and mouse. The segmented feature 

extract manner is presented as below. 

 

 

 

 

 

 

 

 

Fig.1 The Manner of Segmenting face image 

In this paper, the number of segmented face feature has 

range from 4 to 9 features  

Suppose that we have several people images, each 

people becomes each classes, thus the training set is 

composed of C classes.  

To solve real-time tracking problem, new face sample 

set be generated by using shift-image method. 

If we have P samples in each all classes, firstly we 

should shift face image to 1-3 pixels in order of left, 

right, top and bottom. This is called shifted sample set, 

so we can get 5N P   samples. And then we take 

segmented samples apart this N samples. 

- Definition of sample vectors 
,

C

N S
x  

 Let 
,

i

m k
x  be a d -dimensional column vector and 

C  be denoted by i-th number of classes, S be denoted 

by k-th segment set in i-th classes and N is index of m-

th sample from k-th segment set in i-th class.  

 

The segmented face vector sets is proposed as sub-

class sets which made by segmenting face images from 

C classes as below.  

 
(3) 

 

 

So we can have N x S  samples from existing one 

class and C x S sub-classes which has N samples, 

then the number of total samples become 

M N S C   in training set. Suppose that d M C  . 

In this case,
W

S , 
B

S , and 
T

S  are newly defined as 

  
                                    (4) 

 

 
             (5) 
 

and 

 
                                           (6) 
 

 

B. Span difference space  

To span difference spaces B , we choose any one of the 

face vectors from the k-th segment sets in i-th class. 

Difference space is made by subtraction of vector. 

                                         (7) 

 

 

The 
,

i

m k
b is difference vector from k-th segment in i-th 

class, so difference space is defined as    . 

The complete difference subspace is represented as 

below 

                     

                                          (8) 

 

To obtain orthonormal basis vectors 
1
, ....,

M C
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
, the 

difference vectors is orthonormalized by using the 

Gram-Schmidt-orthogonalization procedure.  

| | 0 | | 0

( ) arg max | | arg max | |
T T

W W

T T

opt B T
W S W W S W

J W W S W W S W
 

 

1, 2, ,

1 2

: { , ,..., }

: , , ... ,

i i i i

k k k N k

i i i

S

i

x x x x

i th Class x x x x

subclass span







, ,

1 1 1

( )( ) ,
W

C S N
i i i i T

m k k m k k

i k m

S x x 
  

  

1 1

( )( ) ,
B

C S
i i T

k k

i k

S    
 

  

, ,

1 1 1

( )( )
T W B

C S N
i i T

m k m k

i k m

S S Sx x 
  

    

, 1, 1,

1, ..., , 1, .., , 1, ..., 1)(

,
i

m k

i i

m k k

i C k S m N

b x x

   

 

i

kB

1 1 1 1

1,1 1,1 1,2 2,2 1,

1 1 1 2

1 2 1... ...

{ ,..., , , ..., }, C

N N S

C

S SB B B B B B

span b b b b b
 

      



0T

WW S W  0T

WW S W 

The Sixteenth International Symposium on Artificial Life and Robotics 2011 (AROB 16th ’11), 
B-Con Plaza, Beppu,Oita, Japan, January 27-29, 2011

©ISAROB 2011 570



Its Algorithm is explained as below. 

 

C. Algorithm of learning Segmented Common vector 

 

 

Step 1: Find the linearly independent vectors 
,

i

m k
b  that span 

the difference subspace  
 

 

Step2: Apply the Gram-Schmidt orthogonalization procedure 

to obtain an orthonomal basis 
1 ( )
, ...,

M C S
 

 
 for B   

Step 3: Choose any sample from each class and project it onto 

B to obtain common vectors by using  

 

 

 

Step 4:  Find the difference vectors that span 
com
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Step 6:  The projection matrix 
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be used to obtain feature vectors in  
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We call the feature vectors 
,

i

m k
 segmented common vectors 

from k-th segmented in i-th class and they are used for 

classification of segmented face images. 

 

 

4. Classifier of Segmented Common Vector 

For classification, various classification methods can 

be used. However, in this special case which is real-time 

tracking, more fast method is needed to reduce 

calculation time. In this paper, Euclidean distance 

method is employed for fast classification. 

After calculating projection matrix W , the segmented 

common vectors      is spanned from samples     . 

Also mean of segmented common vector is calculated 

as below. 

 

(9) 

 

 

 

Each sub classes of segmented face sets have mean of 

segmented common vector which is a classifier of this 

method.  

 

 

III. EXPERIMENTAL RESULTS 

To classify the identification of face, each 10 samples 

of 7 people is learned by using OPENCV library. The 

samples is fragmented by 4 pieces and changed as 

segmented common vectors. The mean shift tracking 

algorithm [6] is used to track position of face, however 

segmented common vector is employed to calculate 

target candidates instead of color histograms which is 

usually adopted in face tracking. The experiments have 

been processed with a 3GHz Pentium PC and 2GB of 

memory under windows. Our implementation of tracker 

is made from visual studio 2008 environment. 

 The goal of experiments is to show how well our 

method tracks the optimal position of face. The tracked 

face has been changed by position and 3-D pose of face. 

The face sequence of 1200 frames is shown as below. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The experiment result shows that this method well 

follow the face of human, and face classification is done 

as class 1 from 7 classes. The tracker is very tough at 

various pose and has high precision of position face. 

The frame rate generally shows speed of algorithm, and, 

in this experimental, the frame rate of video was 14.5 

per seconds. The tracker is very robust at illumination, 

since proposed method is not based on color feature, so 

it is also strong point of proposed method. The tracker 

can efficiently and successfully handle non-rigid and 

fast moving objects under different background. 
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IV. CONCLUSION 

 

From experiments, the segmented common vector 

tracker successfully estimated position of face in 

complex background and can verify the identification 

face from several faces which was learned before. 

However, the boundary of estimation should be needed 

for avoiding measurement error about position and size. 

Since proposed method is not based on color feature, 

the tracker is very robust at illumination and the tracker 

can efficiently and successfully handle non-rigid and 

fast moving objects under similar background. Our 

implementation of segmented common vector algorithm 

has proven to be robust to changes in shape, occlusion 

and color in experiment. However there is limitation of 

learning peoples, because  d M C   should be 

guaranteed in Null-space method. 
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Abstract: This paper discusses what kind of partial agency is implementable for objects to bring more suitable

 agencies toward human agent interaction. Human beings have an ability to inform fellows about our intentio

n, internal states and requirements using verbal talk, gestures, attitudes, timings and other representations. The

se representations can keep our belief that we are sufficient agents mutually. The robots and virtual agent als

o mimic these representations, reproduce as if they have an agency, and interact with them. However, their a

gencies are sometimes too excessive compared to its task. This mismatch leads high cognitive load toward us

ers and brakes interaction consequently. This defect prevents to apply human agent interaction method toward 

application field. The authors consider that our agency is constructed by multiple features and dividable. If th

ese features are selectable, we can choose more proper design for virtual agents, robots, machineries, daily ho

me appliances according to their traits. The authors categorized these agencies in several group and discusses 

about what elements achieves these features. The paper also shows what method can extract these features fro

m human being. 

 

Keywords: Anthropomorphization, Human Agent Interaction, Human Robot Interaction, Human Interface 

 

 

I. INTRODUCTION 

Today's human computer interaction field is widely 

developed by several different background researchers. 

Various robotics technologies like actuators and sensors 

gives the researches on informatics field the access 

method toward real-world. On the other hand, rapid 

development of computer gives mechanics engineers 

more sophisticated control method. Ubiquitous, human-

robot interaction, interfaces is occupied several 

researchers. Challenges are tried in several fields.  

These studies which related in human computer 

interaction are conducted by two different policies. One 

policy is called extension of human's ability. Figure 1-A 

shows the brief image of this policy. Technologies are 

accepted as extended third arm and extended machines 

interfaces. For example, glass type augmented reality 

(AR) technology gives users more visible information. 

If someone gets the glass type AR technology, s/he 

simply gets upgraded eyes. Tele-operation is another 

kind of extension about our own bodies. If we can 

manipulate actuators in another location according to 

our will, these actuators behave as third arms or legs for 

us. 

Another policy places social buffer between users 

and system and convert several input/output using this 

buffer (shown in Fig. 1-B). The buffer is called agent 

[1]. The agent uses several metaphors like internal states, 

emotions, requirements to inform users. This method is 

supported by several cognitive science results, the 

Fig.1. Difference between Extension and 

Agent Technologies in human computer  

interaction 
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background of artificial intelligence and enthusiasm 

toward lifelike agent. In this paper, we used human 

agent interaction as covering word of this ideology. We 

call human agent interaction as HAI. We also calls HRI  

(human robot interaction) as a HAI in the real world. 

HAI method has advantages to inform several 

complex states toward users, especially for implying 

intentions and internal states by metaphors. For example, 

several states of video recorder, computers are possible 

to represent as its emotional states. If the object behaves 

with sad emotion, it suggests some wrong treatment is 

ongoing. On the other hand, if the object represents 

happy emotion, it multiply implies that the transaction is 

in order. The human-like social stance can bring 

restrictions toward determination of meanings. Ishida et 

al showed how conversation system improves quality by 

using several roles in the conversation. 

Our study focuses to extend the application field of 

human-agent interaction toward more broad area using 

separation of agency. In this paper, we defines agency as 

any kind of representations that evocate user's 

intentional stance described in Dennett's work [2]. If we 

select and add agency separately according to required 

task of the system, system's ability will be expand. 

Figure 2 and 3 show how our approach extends human 

agent interaction. Figure 2 shows normal human agent 

interaction method. An agent is placed between the 

system and a user. It wraps system's input and output 

using social channels like attitude, emotion, gestures, 

and joint attentions. In our study, these channels are 

divided and applied partially according to the task the 

machineries required. Figure 3 shows the examples of 

partial agency method. If a machine runs under a 

location based task like a vacuum shown in Fig.3-A, it 

uses location related social channels. An attitude can 

emphasize which direction is informed. This works as a 

restriction of the representation. Joint attention has more 

sophisticated role in human-human interaction, but it 

also works to show a clue of positioned place [3]. On 

the other hand, emotions and gestures work more in the 

situation that a machine does not have an actual 

movement but have complex states like a printing 

machine shown in Fig.3-B. These social channels can 

inform several states to a user using metaphors. 

This paper is organized as follows. Section 2 refers 

what kind of studies are conducted psychological field 

and HAI. Section 3 discusses what kind of problems 

disturbs the usage of agent toward application field. 

Section 4 shows the detail notion of partial agencies 

based on section 2 and 3. It also discusses how to 

extract partial agency from interactions by several 

implementations. Section 5 concludes our method. 

II. STUDIES ABOUT USEFULNESS OF  

AGENT AND AGENCIES 

Psychological studies and human agent studies have 

been revealed social features like emotions, gestures 

and attitudes that useful to improve machineries' 

interactions. We think that these features are important 

elements to construct agency. In this section, we 

examine how we have used elements of ourselves. 

Emotions are one of the most important parts to 

evoke agency toward users. Human beings and other 

animals express emotions. One of the earliest studies 

about emotion is conducted by Darwin [4]. He 

compared several animals' expressions and discusses its 

influences. Paul Ekman categorized human faces with 6 

types, happy, sad, angry, fear, disgust and surprise [5]. 

Robert Levenson organized another model for 

evaluation [6]. Even if the emotions do not be told just 

from abstracted appearances, these abstracted models 

are proposed and commonly used in virtual agent and 

communication robot. The utilization of emotions is 

Fig.2. Previous Agent System 

Fig.3. Implementation of Partial Agency 
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proposed several times. Rosalind Picard proposed 

effective computing that uses emotional cues as input 

and output of the system [7]. 

Gesture is another good example that is used to 

realize agencies. It is commonly used to support our 

conversations [8]. We use some gestures unconsciously, 

and other gestures intentionally. Mental space studies in 

psychological field describe how these gestures transfer 

information from one to another. When we hear spatial 

information like a feature location, we map the 

instructed position into our mental space. Psychologists 

analyzed this situation using blended mental space. The 

concept of blended mental space is proposed by 

Fauconnier [9]. Liddell suggests that mental space is 

also applicable to analyzing gestures [10]. The blended 

mental space helps to analyze the meaning of users’ 

conversations using the virtual space of each user. For 

example, if you used the right hand to point a dial on 

wall and left hand for turning gesture, it is not 

instructing users to turn a dial in front of them. It 

instructs the user to blend these two gestures into the 

same mental space to turn one dial one way.  

These human like features are selected from human 

activities. They have enough ability to make agency 

toward the object. Several human robot interaction and 

HAI studies uses these result for the improvement of 

interaction [1]. 

III. PROBLEMS BETWEEN HUMAN  

AGENT INTERACTION AND APPLICATION 

Above section shows what kind of basic knowledge 

about human beings support HAI technologies. 

However, agent based interaction is sometimes not used 

in the real application instead of their usefulness. In this 

section, we discusses about several defects of an agent 

and HAI studies. 

1. Compatibility problems 

Agents' various modalities prevent to organize 

standard knowledge from comparing each study. Rene 

Descartes noted the importance "to divide each of the 

difficulties under examination" in his work [11]. This 

policy is basement of Science. However, HAI and HRI 

sometimes fails to order this requirement because the 

results of these studies are strongly related to the 

agent/robot themselves and difficult to discuss 

separately. For example, a result based on agent A may 

not be possible to be applied to another study using 

agent B, because of their different attributes. 

2. Excessive anthropomorphization and agency 

The researchers have a trend to hypothesize that 

anthropomorphism sometimes attracts people. However 

over-anthropomorphism sometimes distracts people 

from the interaction. This problem is based on three 

reasons. 

First reason is mismatch of the agency. If the agent 

expresses the interaction that implies complex agency, 

the user estimates much more agency from the behavior. 

Adaptation gap study also noted this problem in the 

interaction [12].  

Second problem is the mismatch of relationship 

between task and agents. Even if an agent acts is 

attractive and enough to express the appropriate agency, 

the mismatch of appearance still harm an interaction. 

For example, bug type robots are not appropriate for 

cooking task because it implies dirty image toward 

users. Robot designer Sonoyama illustrated several 

mismatch of the design of robots in his book [13].  

Last problem is disgust toward 

anthropomorphization itself. Overwhelming feeling of 

social connection leads too much cognitive load toward 

users. Epley et al showed their study that people 

requires anthropomorphic attitude when they are 

disconnected by social connections [14]. This result 

indicates that if one is satisfied for social connection, 

additional anthropomorphic representation becomes 

unwanted exaggeration. 

IV. HOW TO EXTRACT AGENCIES  

In Section 3, we discussed what kind of 

shortcomings interfere the smooth applying of agency 

toward interface. To solve above problems, we simply 

propose the separated evaluation of agency using 

separated anthropomorphic devices. Each feature for an 

agency is constructed by each device. Extraction of the 

agency is achieved by subtraction of the interface from 

the previous agent equipped full of agencies. 

Figure 4 shows what is achieved by our method. 

Figure 4-A describes the kind of features could be 

extracted by separation of agency. Each feature has been 

discussed in previous studies referred on Section 2. 

Previous HAI studies already researched what kind of 

agency is useful [1]. However, we can evaluate each 

feature simultaneously and separately if we divide each 

agency. As a result, we can evaluate more precise 

arrangements of agencies according to each user's 

tendency and attributes (like Fig. 4-B). Our previous 

study suggested that female users like anthropomorphic 

Fig.4. (A) Separated anthropomorphic ele

ments. (B) Appropriateness of anthropom

orphic representation 
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representation more than male participants [15]. If a 

user does not want too much anthropomorphization, we 

can decrease features and can adjust most appropriate 

agency according to the user. Figure 5 shows some 

implementation according to our method. Figure 5-A 

shows partial embodiment. Eyes and arms are attached 

to a vacuum because a vacuum requires precise 

positioning toward users during cleaning. On the other 

hand, eyes and arms are removed from Fig. 5-B. Instead 

of rich appearances, 2 axis motors are implemented to 

represent to show an attitude because a microwave oven 

does not requires precise positioning.  

V. CONCLUSION 

We considered that our agency is constructed by 

multiple features and dividable. If these features are 

selectable, we can choose more proper design for virtual 

agents, robots, machineries, daily home appliances 

according to their traits. We categorized agencies 

referring previous studies and discussed about what 

elements are required. We also proposed what method 

can extract these features from human being using 

several devices. 
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Abstract: This paper investigates robot’s behaviors to get voluntary conscious responses from users. Our final goal is to 
construct an asynchronous human-to-human communication mediated by a potable robot. The robot has a behavior 
system which makes the robot behave in response to the acquired conscious response. The system also enables the user  
to give the robot feedback at anytime and anywhere while the robot presents a script which an author prepared. We  
investigate how well the behavior system encourages the users to give the robot feedback and how much the users 
consider inputting the response to be meaningful. The results show that there are definite relation between response 
behavior and the acquisition of the conscious responses.

Keywords: Conscious response, Computer-Mediated Communication, Input and Interaction technologies

I. INTRODUCTION

In this paper, we investigate robot’s behaviors to get 
a  voluntary conscious  response  from users.  Our  final 
goal is to construct an asynchronous human-to-human 
communication mediated by a portable robot (Figure 1). 
The  robot  has  an  advantage  over  the  other  interface 
when giving user information. It can tailor the contents 
of  the  information  to  him/her  based  on  his/her 
environment  by  using  emotional  expressions  and 
gestures [2, 3]. In particular, the emotional and gestural 
expressions provide an author with the memorable way 
of presenting his/her view and emotion experienced at a 
certain place.  The embodied expressions of a pointing 
gesture and a gaze movement also provide him/her with 
the  exact  way  of  presenting  information  related  to  a 
certain  place  or  an  object.  The  author-to-user 
communication  via  the  robot  increases  the  author's 
motivation for creating and revising the content of the 
interaction. In addition, the interactive presentation by 
the robot can prompt a user to prepare his/her response 
to the presented information. To substantialize the robot 
mediated  communication,  we  must  develop  an 
individually-owned  robot,  an  environment  that  author 
can create contents without an expert knowledge and a 
behavior  system  that  generates  robot's  behaviors  for 
presenting information and encouraging the user to give 
his/her response to the presentation. In this paper,  we 
focus on  the  acquisition  of  a  conscious  response  and 
investigate  the  effect  of  the  robot's  behaviors  when 
getting the users responses.

    
Fig.1. Communication via the portable robot

Fig.2. Motivations for updating blogs

The style  of  the  author-to-users  communication  is 
the  common on  the  web.  The  style  is  that  an  author 
creates his/her original content and a PC user provides a 
comment after reading it. For example, blogs and social 
networking services have the function which is able to 
be posted comments about the entry as the feedbacks 
from  users.  The  feedbacks  are  strongly  linked  to 
motivation to use the service. In Japan, more than half 
of users said that getting to know people who share their 
interests and including entries that visitors enjoyed were 
great motivations for them to update their blogs [5] (see 
Figure  2).  This  result  suggests  the  significance  of 
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feedback such as a comment,  a reply and a ReTweet. 
Nico  Nico  Douga  [6],  a  characteristic  video-sharing 
website in Japan, has caught on with many people. In 
contrast  to  other  video-sharing sites  such as  Youtube, 
Nico  Nico  Douga  allows  comments  on  specific  time 
code and can superimpose the comments directly on the 
video when showing the commented video frames. The 
feedbacks  on  the  web  are  posted  voluntarily  and 
consciously from users and are not the one that a system 
obtains by analyzing the user's behavior of browsing or 
access logs. 

However,  many communication  robots acquire 
feedback  from a user  by using sensors  (e.g.  cameras, 
touch sensors, laser range finder and other devices) or 
the  user’s  choices  in  a  scenario.  The  feedback  is  the 
unconscious  responses  of  the  user's  behaviors.  It  is 
different from the communication services on the web 
acquire  conscious  feedback  which  is  provided 
voluntarily  from  the  user.  But  feedbacks  by  using 
sensors and the users' choices are insufficient for the use 
as  the  author-to-user  communications,  because  the 
unconscious  feedbacks  do  not  reflect  the  user's 
impression  of  the  presented  content.  To  communicate 
with  other  people  via  a  robot,  the  robot  requires  the 
function that can acquire voluntary conscious feedbacks 
from users, like the services on the web. 

The  design  which  gives  users  a  motivation  for 
inputting  conscious  feedback  is  necessary  to  acquire 
conscious feedbacks efficiently. Kuno et al. [1] showed 
that museum visitors’ nodded and mutually gazed more 
frequently when a robot turned its  head at  significant 
points than when a robot did not. This result suggests 
that  felicitous behavior  at  a  relevant  point  establishes 
joint  attention  and  arouses  interest  in  the  robot. 
Therefore  we  developed  a  behavior  system  which 
generates a behavior for  encouraging the user to feed 
conscious  response  anytime  and  anywhere  while  the 
robot  presents  the  content  which  an  author  provided. 
The  behavior  is  generated  in  response  to  acquired 
conscious  responses.  The  reactive  behavior  induces 
natural  interaction  which  includes  the  conscious 
responses.  We  installed  the  system  into  the  mobile 
phone  based  robot  called  “TenoriAvatar”.  We  also 
conducted two experiments to observe the effects of the 
behaviors on the frequency and range of the conscious 
response  and  on  how meaningful  users  thought  their 
response  was.  We believe  that  the  acquisition  of  the 
conscious  response  from  users  is  necessary  in  the 
author-to-user communication via a robot or an agent. 

The study provides a fundamental knowledge to acquire 
conscious responses.

II. EXPERIMENT

1. Apparatus
In our experiments, we used a phone based portable 

robot  called  “TenoriAvatar”  (Figure  1),  a  modified 
version  of  “BlogRobot”  [4].  TenoriAvatar  is  HTC 
Corporation's mobile phone HTC P3600, upon which a 
robotic head and robotic arms are installed.

In the experiments, we used simple linear scenarios 
which were composed only of sentences for utterances 
and tags  for gestures and images.  Thus, the scenarios 
had  no  branches.  When  a  scenario  is  selected, 
TenoriAvatar loads the scenario and utters sentences in 
turn. If TenoriAvatar loads a gesture tag in a sentence, 
TenoriAvatar  does  the  gesture  associated  with  the 
loaded  tag  right  there.  The  gestures  come  in  twelve 
types  including  happy,  unhappy,  bye-bye,  wow,  and 
walking. In addition, when TenoriAvatar is not doing a 
gesture, it blinks at fixed intervals to show the system is 
running.

2. Behavior system
The user feeds conscious response by pushing a feed 

button set up on the display of the mobile phone. Only 
two types of conscious response can be fed: positive and 
negative. The arrangement of feed buttons is shown in 
Figure  3.  The  lower  left  button  is  the  positive  feed 
button, and the lower right is the negative feed button. 
When the user sympathizes with the content or finds a 
content  funny,  s/he  pushes  the  positive  feed  button. 
When the user does not sympathize with the content or 
finds the content anemic s/he pushes the negative feed 
button.

Fig.3. Arrangement of feed buttons

When the user  pushes a  feed button, TenoriAvatar 
plays  the  sound  and  stops  the  playback  and  then 
performs  a  response  behavior  for  the  fed  conscious 
response. We believe that a break in the playback gives 
the user the impression that the robot responded to the 
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fed  conscious  response.  The  response  behavior  is  a 
random combination selected from a gesture list and an 
utterance  list  that  are  prepared  based  on  type  of 
conscious  response.  The  list  consists  of  suitable 
utterances  and  gestures  for  the  type  of  feed  button. 
Thus, a response behavior that is suitable for the feed 
button  that  the  user  pushed  is  executed.  After  the 
response  behavior,  TenoriAvatar  utters  a  sentence 
selected  from  the  utterance  list  for  restarting  the 
playback  scenario.  When  restarting,  the  scenario  is 
played  back  from  beginning  of  the  line  of  the 
interrupted sentence. To prevent the same sentence from 
being  uttered  over  and  over,  if  a  user  already  fed 
response at  the sentence, the response behavior is not 
executed  when  s/he  feeds  conscious  response  again. 
Therefore, the response behavior is executed only once 
for  each  sentence.  If  conscious  response  was  fed 
between the end of the utterance of one sentence and the 
start of the utterance of the next sentence, the response 
is contained within the sentence which was uttered at 
that  time. In this case,  response behavior is executed, 
but TenoriAvatar will not play back the uttered sentence 
and will start playing back from the next sentence. 

3. Evaluation of Response Behaviors
Conscious  response  function  attempts  to  help  the 

user to feel meaningful in input conscious response. We 
conducted two experiments to observe the effects on the 
frequency and range of conscious response inputs and 
on how meaningful users  thought  their  response was. 
The  playback  time  for  each  scenario  was  about  two 
minutes, and each scenario had about ten gesture tags. 
Each participant held TenoriAvatar in one hand at about 
50-cm distance from them. Before the experiment, the 
participants received a briefing from an experimenter on 
TenoriAvatar  and  on  the  response  input  method. 
Participants  did  not  receive  an  explanation  about  the 
response  behavior,  regardless  of  the  function  of  the 
response behavior.
A. Evaluation of Frequency

The  experiment  on  conscious  response  input 
frequency  was  conducted  at  our  university  festival. 
Fifty-eight  Japanese  people  (10  -  59  years  old)  who 
came to view our booth participated. Participants played 
back  the  scenario  with  TenoriAvatar  with  or  without 
response  behavior  and  fed  conscious  response.  The 
content  of  the  scenario  was  about  expressing  a 
sentiment about the robot, the device, and TenoriAvatar, 
which were displayed in our booth. 

An  experimenter  handed  TenoriAvatar  with  or 
without the response behavior to a participant, and the 
participant  played  back  the  scenario  about  our  booth 
and  fed  conscious  response.  An  experimenter 
randomized participants to receive TenoriAvatar with or 
without it, and to the extent possible, kept the number of 
experiments with or without the response behavior the 
same.
B. Evaluation of Motivation

The  experiment  on  conscious  response  input 
motivation was conducted at our university laboratory. 
Fourteen Japanese engineering students (20 - 29 years 
old)  participated.  Participants  played  back  the  two 
scenarios with and without the response behavior.  We 
investigated the effect of the response behavior on the 
motivation to provide conscious response input from the 
questionnaires  that  participants  filled  out  after  the 
experiment.

Participants  played  back  two  scenarios  that 
explained  a college  cafeteria  and  a  local  character  in 
Japan  with  TenoriAvatar.  One  scenario  was  with  the 
response behavior, and the other was with only sound. 
To avoid the order effect, the order of scenarios with the 
response behavior and with only sound was changed for 
every participant. The order of the scenarios remained 
the same. After the playbacks, the experimenter had the 
participants  answer  questionnaires  about  their 
impressions  of  the  first  and  second  playbacks. 
Evaluation items were about how meaningful they felt 
their input conscious response was, pleasantness of the 
process, and whether they would use  continuously in 
seven levels.

III. RESULTS

Figure  4  plots  the  mean  number  of  conscious 
responses  in  the  experiment  on  the  response  input 
frequency. In the response behavior condition, the mean 
number  of  positive  feedback  responses  was  9.19, 
negative  feedback  was  2.90,  and  the  sum  total  was 
12.09. In only the sound condition, the mean number of 
positive  feedback  responses  was  7.50,  negative 
feedback was 1.04 and the sum total was 8.54. There 
were  no  significant  differences  in  mean  number  of 
positive  feedback  responses  (p=.44)  or  in  the  total 
conscious  feedback  (p=.18).  There  was  a  significant 
difference  in  the  mean  number  of  negative  feedback 
responses (p=.02). 
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Fig.4. Mean number of input responses with SE

Figure  5 shows the  mean number  of  sentences  in 
which  positive  or  negative  feedback  was  fed.  In  the 
response  behavior  condition,  the  mean  number  of 
sentences  was  7.38.  In  only the  sound condition,  the 
mean  number  of  sentences  was  5.29.  There  was  a 
difference in the mean number of  sentences in  which 
feedback was fed (p=.07).

Fig.5. Mean number of sentences with SE

Figure  6  shows the  questionnaire  results  from the 
experiment on conscious response input motivation. In 
the response  behavior  condition,  the average  mark  of 
meaningfulness in conscious response input was 5.53, 
pleasantness was 6.00, and will  use continuously was 
5.13. In only the sound condition, the average mark of 
meaningful  in  conscious  response  input  was  3.20, 
pleasantness  was  4.98  and  will  use  continuously was 
4.27.  There  was  a  significant  difference  in 
meaningfulness (p=.01) in conscious response input and 
pleasantness  (p=.02).  There  was  no  significant 
difference in will use continuously (p=.14).

Fig.6. Questionnaire results with SD

VI. DISCUSSION AND CONCLUSION

This paper reported our investigation of the effect of 
response behaviors on the acquisition of the conscious 
responses. The results of the first experiment indicated 
that the existence of the response behavior enhanced the 
acquisition of negative feedback. These data indicate the 
possibility of  increasing the  number  of  fed  conscious 
responses.  Without  response  behavior,  many  users 
pressed the negative feedback button only once. With 
response  behavior,  the  negative  feedback  button  was 
pressed more than two times. The result indicates that 
the input of negative feedback is not done casually like 
positive  feedback  is,  and  response  behavior  makes  it 
easier to input negative feedback. From the results of 
the  second  experiment,  the  existence  of  response 
behavior had an effect on significance and enjoyment. 
We  believe  that  the  result  indicate  that  frequency  of 
acquiring  conscious  responses  motivates  the  scenario 
author.

The results indicate that  there are definite  relation 
between response  behavior  and  the  acquisition of  the 
conscious response. In obvious, the methods using only 
positive  and  negative  feedback  have  limitations.  We 
must therefore think of more appropriate ways to obtain 
conscious  responses.  If  the  robot  can  obtain  the  rich 
content of the conscious response, the robot can behave 
in a very adaptive way.
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Abstract: This paper reports a new finding of a phenomenon that person's gestures or words are implicitly modified by 

robot's gestures or words. Previous researches focused on an implicit effect of robot's gestures on person's gestures or 

an implicit effect of robot's words on person's words, but they did not focused on an implicit effect of robot's gestures 
on person's words or an implicit effect of robot's words on person's gestures. We supposed that there was such an effect 

as to arise between different modalities, and we defined it as a cross-modal effect. In order to verify hypotheses about 

the cross-modal effect, an experiment was conducted, in which a pair of a pointing gesture and a deictic word was 

focused on. This result showed that participants used a pointing gesture more often when a robot used a deictic word, 

and participants used a deictic word more often when the robot used a pointing gesture. Therefore, person’s pointing 

gesture was implicitly modified by robot’s deictic word, and also person’s deictic word was implicitly modifie

d by robot’s pointing gesture. The cross-modal effect is expected to be applied to robot's dialog design to elicit 

comprehensible behavior from a person. 
 

Keywords: Entrainment, Cross-modal effects, Multi-modal interaction, Human-robot interaction. 

 

 

I. INTRODUCTION 

Social robots that support people in daily life are 

expected to communicate with them in humanlike 

manners such as body movements or voices. That is 

because even people who do not use computers well 

could smoothly converse with the robots as if they 

converse with other people. For achieving natural 

communications, it is important to research human 

robot interaction [1]. One of purposes of the research is 

to understand how people communicate with the robots. 

When a person communicates with a robot, an 

interesting phenomenon called entrainment often arises. 

This is the phenomenon that the person’s gestures are 

synchronized with the robot’s gestures or the person’s 

words are synchronized with the robot’s words as 

shown in Fig.1. For example, Ono et al. reported that 

person’s gestures became similar with robot’s gestures 

in a route direction conversation [2]. Iio et al. showed 

that when a person and a robot repeatedly referred to the 

same objects, the person tend to use the same words as 

the robot used [3]. By using the entrainment, a robot 

could implicitly elicit a certain behavior from a person. 

Such elicitation would make it possible for the robot to 

improve its recognition capability because the robot 

could elicit comprehensible gestures or words from the 

person. Therefore, we should understand how to modify 

person’s behavior by robot's behavior. 

The effect between each similar modality like the 

entrainment has been researched in human robot 

interaction. However, we have to consider not only the 

effect but also the effect between each different 

modality because all modalities are not independent 

respectively but some modalities, especially gestures 

and words are dependent on each other [4, 5]. If there is 

the effect, the robot could effectively elicit a certain 

gesture or a word from the person by using the effect 

with the entrainment. 

We defined the effect between different modalities 

as cross-modal effect. Based on the entrainment 

between similar modalities and the mutual dependence 

of gestures and words, we supposed that there was the 

Gestures

Words

Gestures

Words

Gestural 
entrainment

Lexical 
entrainment

Cross-modal Effect
Research objective

[Ogawa & Watanabe 2001][Ono et al. 2001]

[Iio et al. 2009]  
Fig.1. Entrainment and cross-modal effect. 
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following cross-modal effect: We assume that a gesture 

and a word are used together at the same time. If a robot 

often uses the gesture, a person would often use the 

similar gesture too; this phenomenon is gestural 

entrainment. Since the gesture tends to be used with the 

word, the person is also likely to use the word often. 

This means a cross-modal effect of the robot's gesture 

on the person's word. Based on the above logic, we can 

consider a cross-modal effect of the robot's word on the 

person's gestures. 

In this paper, we supposed that there was the effect 

between different modalities. We defined it as cross-

modal effect. The hypotheses about the cross-modal 

effect were made and verified through a laboratory 

experiment. Finally, a process of the cross-modal effect 

was discussed. 

II. EXPERIMENT 

1. Target gesture and word  

This experiment aimed at a pair of a pointing gesture 

and a deictic word because they are coupled with each 

other. The deictic word cannot identify an object by 

itself; therefore they are likely to be used with a 

pointing gesture.  

2. Experimental conversation 

In order to introduce a pointing gesture and a deictic 

word, we employed an object reference conversation in 

the experiment. The conversation was as follows; the 

robot asked a participant to choose an object and the 

participant chose an object. Then, the robot confirmed 

the object. If the confirmation was correct, the 

participant indicated another object; otherwise the 

participant indicated the same object again. 

We adopted books as the objects because books are 

found in many households; moreover, books involve the 

various referential expressions, such as title, color, 

category, author and location. 

3. Hypotheses 

We made the following hypotheses about a cross-

modal effect during the object reference conversation. 

H1: When the robot uses a deictic word, the rate of his 

or her pointing gesture is high. 

H2: When the robot uses a pointing gesture, the rate of 

his or her deictic word is high. 

4. Conditions 

We controlled robot’s pointing gesture and robot’s 

deictic word used to confirm a book. The experiment 

had four conditions listed in Table 1. The detail of each 

condition was as follows. 

PD: The robot turned its face on a book and pointed at 

the book, saying “Sore desuka?” (In English, That one?) 

PnD: The robot only turned its face on a book but kept 

its arms stationary in the side of its body, saying “Sore 

desuka?” 

PDn: The robot turned its face on a book and pointed at 

the book, saying the book title. 

PnDn: The robot only turned its face on a book but kept 

its arms stationary in the side of its body, saying the 

book title. 

5. Measurement 

We measured the pointing gesture rate and the 

deictic word rate to verify our hypotheses. 

The pointing gesture rate: We counted how many 

times a participant did references with a pointing 

gesture and verified the rate is changed by the lexical 

factor. 

The deictic words rate: We counted how many times 

participants did references with a deictic word and 

verified the rate is changed by the gestural factor. 

6. Experimental environment 

Fig. 2 depicts our experiment. A participant was 

seated in front of the robot. The robot was Robovie-R 

ver.2, which is a humanoid robot developed by the 

Intelligent Robotics and Communication Labs, ATR. 

There were five different books between the participant 

and the robot. 

7. Procedure 

A participant was first given a brief description of 

the purpose and the procedure of the experiment. We 

told the participant that we were developing a robot for 

Table 1. The experimental conditions. 

 
Gestural factor 

Pointing No Pointing 

Lexical 

factor 

Deictic PD PnD 

No deictic PDn PnDn 

 

 

 
Fig.2. The pictures of our experiment. 
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recognizing an object and would like their help in 

evaluating the design. Then, the participant was 

assigned randomly to the four conditions. A participant 

referred five books three times, that is to say, the 

participant did 15 references. Therefore, we totally 

obtained 90 references in each condition. 

The robot was controlled remotely by an operator, 

that is to say, our experiment employed the Wizard of 

Oz method. That was because the difficulty of 

recognizing participant’s pointing gesture and 

participant’s voice automatically. Considering robot’s 

recognition capability expected in the future, the 

operator rejected participant’s references which did not 

pass the following rules. 

- Reference by bibliographical information. 

- Reference by attributions able to identify each book. 

- Reference by pointing a finger at a book. 

8. Participants 

There were 24 participants in the experiment. They 

were native-Japanese-speaking university students from 

Kansai area. Since they were assigned randomly to the 

four conditions, each condition has six participants.  

III RESULTS 

In order to analyze main effects and interaction of 

the gestural factor and the lexical factor, we did the 

analysis of variance using chi-square distribution based 

on the arcsine transformation method. This analysis can 

test the difference between proportions of unpaired two 

factors. 

1. Pointing gesture rate 

The pointing gesture rate of each condition is shown 

in Fig.3. The analysis is as follows. 

Main effect of the gestural factor: The pointing 

gesture rate of PD and PnD was higher than that of PDn 

and PnDn. The difference was significant (x2(1) = 11.017, 

p < 0.01). Therefore, when the robot used a pointing 

gesture, participants tended to use a pointing gesture. 

The result says there was gestural entrainment of robot’s 

pointing gesture on participant’s pointing gesture. 

Main effect of the lexical factor: The pointing 

gesture rate of PD and PnD was higher than that of the 

PDn and PnDn. The difference was significant (x2(1) = 

12.719, p < 0.01). Therefore, when the robot used a 

deictic word, participants tended to use a pointing 

gesture. The result says there was the cross-modal effect 

of robot’s deictic word on participant’s pointing gesture. 

That is to say, the result supports our hypothesis 1. 

Interaction between the gestural factors and the 

lexical factors: There was no significant interaction 

between these factors. 

2. Deictic word rate 

The deictic word rate of each condition is shown in 

Fig.4. The analysis found out there was significant 

interaction between the gestural factor and the lexical 

factor (x2(1) = 7.209, p < 0.01). We describe the detail 

of the interaction. 

Simple main effect of the gestural factor: The 

deictic word rate of PDn was significantly higher than 

that of PnDn (x
2(1) = 12.216, p < 0.01), but the deictic 

word rate of PD was similar with that of PDn. Therefore, 

when the robot used a pointing gesture without a deictic 

word, participants tended to use a deictic terms. The 

result says there was partially the cross-modal effect of 

robot’s deictic word on participant’s pointing gesture. 

That is to say, the result partially supports our 

hypothesis 2. 

Simple main effect of the lexical factor: The 

deictic word rate of PnD was significantly higher than 

that of PnDn (x
2(1) = 14.417, p < 0.01), but the deictic 

word rate of PD was similar with that of PnD. Therefore, 

when the robot used a deictic word without a pointing 

gesture, participants tended to use a deictic terms. The 

result says there was partially lexical entrainment of 

robot’s deictic word on participant’s deictic word. 
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Fig.3. Pointing gesture rate of each condition.  
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Fig.4. Deictic word rate of each condition. 
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IV. DISCUSSION 

1. The process of the cross-modal effect 

At first, we investigate whether a pointing gesture 

and a deictic word was used with each other. We 

grouped person's references into (A) a reference with 

both a pointing gesture and a deictic word, (B) a 

reference with a pointing gesture and without a deictic 

word and (C) a reference with a deictic word and 

without a pointing gesture. These rates were A = 0.625, 

B = 0.346 and C = 0.029, and they were significantly 

different (x2(1) = 149.621, p < 0.01). According to a 

multiple comparison, the rate of A was higher than that 

of B or C. Therefore, a pointing gesture and a deictic 

word are more likely to be used together. 

Next, we consider the process of the cross-modal 

effect of robot’s deictic word on participant’s pointing 

gesture. According to the results in the section 4.2, there 

was partially lexical entrainment of robot’s deictic word 

on participant’s deictic word. Considering that a 

pointing gesture and a deictic word tended to be used 

together, we can say that, if only partially, the cross-

modal entrainment arose from the mutual dependence of 

the pointing gesture and the deictic word and lexical 

entrainment. 

Finally, we consider another process of the cross-

modal effect of robot’s pointing gesture on participant’s 

deictic word. According to the results in the section 4.1, 

there was gestural entrainment of robot’s pointing 

gesture on participant’s pointing gesture. Like the above 

consideration, considering that a pointing gesture and a 

deictic word tended to be used together, we can say that 

the cross-modal entrainment arose from the mutual 

dependence of the pointing gesture and the deictic word 

and gestural entrainment. 

2. Application of the cross-modal effect 

We can consider to applying the cross-modal effect 

to a design of robot’s behavior. For example, a robot 

could raise the possibility that a person use a pointing 

gesture by the gestural entrainment and the cross-modal 

effect. This helps the robot to recognize a referred-to 

object correctly because there are various objects in the 

real environment and sometimes the robot cannot 

identify each object only with words.  

Although the experiment aimed at a pointing gesture 

and a deictic word, the results suggest that the cross-

modal effect would arise from the mutual dependence of 

a gesture and a word and the entrainment. Therefore, if 

a gesture and a word are coupled, it might be possible 

for the cross-modal entrainment to arise in the other pair. 

V. CONCLUSION 

This paper defined an effect of one robot's modality 

on another person's modality as cross-modal effect. We 

supposed that if a gesture and a word are more likely to 

be used together, the cross-modal effect would arise 

through gestural entrainment or lexical entrainment, and 

we investigated that through a laboratory experiment. 

 The experiment focus on a pointing gesture and a 

deictic word during a conversation that a person and a 

robot refer to objects and investigated how the rate of 

person's pointing gestures and that of person's deictic 

words were changed by the combination of robot's 

pointing gestures and robot's deictic word. The 

experimental results were as follows; (1) a person used 

pointing gestures more often when the robot used 

deictic words; (2) a person used deictic words more 

often when the robot used pointing gestures. 

 In the cross-modal effect, a robot's modality elicits 

a similar person's modality by entrainment and the 

person's modality riggers another coupled modality. 

Therefore, when we design robot's behavior for 

maneuvering person's behavior, we should take account 

of not only the entrainment but also the cross-modal 

effect. We believe that this knowledge is useful for 

designing new conversational strategies for a robot. 
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Abstract
Reinforcement Learning (RL) attracts much atten-

tion as a technique of realizing computational intelli-
gence such as adaptive and autonomous decentralized
systems. In general, however, it is not easy to put RL
into practical use. This difficulty includes a problem of
designing suitable state and action spaces of an agent.

Until now, we have proposed an adaptive state
space construction method which is called “state
space filter” and an adaptive action space construc-
tion method which is called “switching RL”, after the
other space has been fixed. In this paper, we recon-
stitute these two construction methods as one method
by treating the former method and the latter method
as the combined method for mimicking infants’ per-
ceptual development in which perceptual differentia-
tion progresses as infants become older and more ex-
perienced, and infants’ motor development in which
gross motor skills develop before fine motor skills re-
spectively. Then the proposed method is based on
introducing and referring to the “entropy”. Further,
a computational experiment was conducted by using
a so-called “path planning problem” with continuous
state and action spaces. As a result, the validity of
the proposed method has been confirmed.

1 Introduction

Engineers and researchers are paying more atten-
tion to reinforcement learning (RL)[1] as a key tech-
nique of realizing autonomous systems. In general,
however, it is not easy to put RL into practical use.
Such issues as satisfying the requirement of learning
speed, resolving the perceptual aliasing problem, and
designing reasonable state and action spaces of an
agent, etc. must be resolved. Our approach mainly
deals with the problem of designing state and action
spaces. By designing suitable state and action spaces
adaptively, it can be expected that the other two prob-
lems will be resolved simultaneously. Here, the prob-

lem of designing state and action spaces involves the
following two requirements: (i) to keep the characteris-
tics (or structure) of an original search space as much
as possible in order to seek strategies that lie close
to the optimal, and (ii) to reduce the search space as
much as possible in order to expedite the learning pro-
cess. These requirements are, in general, in conflict.

Until now, we have proposed an adaptive state
space construction method which is called “state space
filter[2]” and an adaptive action space construction
method which is called “switching learning system[3]”
, after the other space has been fixed. In this pa-
per, we reconstitute these two construction methods
as one method by treating the former method and the
latter method as the combined method for mimicking
infants’ perceptual and motor developments respec-
tively. The proposed method is to construct state and
action spaces adaptively by introducing and referring
to the “entropy” as indexes of both necessity for divi-
sion of the state space in the state and sufficiency for
the number of learning opportunities in the state. Fur-
ther, a computational experiment was conducted by
using a so-called “path planning problem” with con-
tinuous state and action spaces.

2 Typical RL Methods

2.1 Q-learning

Q-learning works by calculating the Quality of a
state-action combination, namely Q-value, that gives
the expected utility of performing a given action in a
given state. By performing an action a ∈ AQ, where
AQ ⊂ A is the set of available actions in Q-learning
and A is the action space of the agent, the agent can
move from state to state. Each state provides the
agent a reward r.

The Q-value is updated according to the following
formula, when the agent is provided the reward :

Q(s(t-1), a(t-1)) ← Q(s(t-1), a(t-1))
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+αQ{r(t-1) + γ max
b∈AQ

Q(s(t), b)−Q(s(t-1), a(t-1))}(1)

where Q(s(t-1), a(t-1)) is the Q-value for the state and
the action at the time step t-1, αQ ∈ [0, 1] is the learn-
ing rate of Q-learning, γ ∈ [0, 1] is the discount factor.

The agent selects an action according to the
stochastic policy, π(a|s), which based on the Q-value.
π(a|s) specifies probabilities for taking each action a
in each state s. Boltzmann selection, which is one of
the typical action-selection methods, is used in this
research. Therefore, the policy π(a|s) is calculated as
follows:

π(a|s) =
exp(Q(s, a)/τ)∑

b∈A
exp(Q(s, b)/τ)

(2)

where τ is a positive parameter.

2.2 Actor-Critic
Actor-Critic methods have a separate memory

structure to explicitly represent the policy indepen-
dent of the value function. The policy structure is
called “Actor”, which selects actions, and the esti-
mated value function is called “Critic”, which criti-
cizes the actions made by the Actor. The Critic is a
state-value function. After each action selection, the
Critic evaluates the new state to determine whether
things have gone better or worse than expected. That
evaluation is TD-error:

δ(t-1) = r(t-1) + γV (s(t))− V (s(t-1)) (3)

where V (s) is the state Value.
Then, V (s(t-1)) is updated according to Eq. (4)

in the Critic, based on this δ(t-1). In parallel, it is
updated for the stochastic policy, π(a|s), in the Actor.

V (s(t-1))← V (s(t-1)) + αCδ(t-1) (4)
where αC ∈ [0, 1] is the learning rate of the Critic.

It is typical for the normal distribution to be used,
shown in Eq. (5), as the stochastic policy in the Actor,
when Actor-Critic is applied to a continuous action
space.In this case, both the mean the mean µ(s) and
the standard error of the mean σ(s) about the normal
distribution are calculated using TD-error δ(t-1) in the
Actor, as Eq. (6),(7).

π(a|s) =
1

σ(s)
√

2π
exp(

−(a− µ(s))2

2σ(s)2
) (5)

µ(s(t-1))← µ(s(t-1)) + αµδ(t-1)(a(t-1)− µ(s(t-1)))
(6)

σ(s(t-1)) ← σ(s(t-1))
+ασδ(t-1)((a(t-1)− µ(s(t-1)))2 − σ(s(t-1))2)(7)

where αµ ∈ [0, 1], ασ ∈ [0, 1] are the learning rate of
the mean and the standard error of the mean respec-
tively. Here, if Eq. (7) is used directly, the standard
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Figure 1: Proposed developing RL model.

error could be 0 or a negative value. So, it is necessary
for the setting of the standard error to be creative to
specify the range, etc.

3 Developing RL
3.1 Outline of a Computational Model

In this section, we propose developing RL model
to mimic processes of infants’ perceptual and motor
developments. The proposed model is constructed by
“state space filter[2]” to mimic a process of perceptual
development in which perceptual differentiation pro-
gresses as infants become older and more experienced
and “switching learning system[3]” to mimic a process
of motor development in which gross motor skills de-
velop before fine motor skills, as shown in Fig. 1.

This model mimics the process of perceptual de-
velopment by differentiating the state space gradually
from the undifferentiated state space. In parallel, this
model mimics the process of motor development by
switching discrete action space learning modules (here-
after called “DA module”) from more coarse-grained
DA module to more fine-grained DA module, and fi-
nally switching to a continuous action space learning
module (hereafter called “CA module”).

3.2 State and Action Spaces Construction
Method

3.2.1 Basic Idea
A variety of methods to acquire the state space filter

and to switch learning module can be considered. In
this paper, we propose a method based on introduc-
ing and referring to the “entropy”, which is defined
on action selection probability distributions in a state,
and the number of learning opportunities in the state.
It is expected that the proposed method (i) is able to
learn in parallel the state space filter and the switch-
ing learning system, (ii) does not required specific RL
methods for the learning module.
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The entropy of action selection probability distri-
butions using Boltzmann selection in a state, HD(s),
is defined by
HD(s) = −(1/ log |AD|)

∑
a∈AD

π(a|s) log π(a|s) (8)

where AD is the action space and |AD| is the number
of available actions of the DA module.

The state space filter is adjusted and the learning
module is switched by treating this entropy H(s) as
an index of necessity of division for an inner state s
and the action space. In parallel, the learning module
is switched by treating this entropy H(s) as an index
of sufficiency for the number of learning opportunities
in the state.

If the entropy does not get smaller despite being the
learning module learned a sufficient number of oppor-
tunities in the inner state, then the state space filter is
adjusted by dividing the inner state and the learning
module is switched to more fine-grained one. In con-
trast, if the entropy get small regardless of the num-
ber of learning opportunities, the learning module is
switched to the CA module due to the number of learn-
ing opportunities being sufficient.

In this paper, Q-learning and Actor-Critic are ap-
plied to the DA module and the CA module respec-
tively. The learning module is switched in the order of
Q-learning with an action space divided evenly into
n, 2n, · · · , 2(N−1)n, finally ending with Actor-Critic,
where N is a number of DA modules.

3.2.2 Adjustment of State Space Filter
If L(s) > θL and H(s) > θH , where L(s) is the

number of learning opportunities in s, θL is a thresh-
old value of the number of learning opportunities, θH

is a threshold value of the entropy, and θL is set at
a sufficiently big number, then the state space fil-
ter is adjusted by dividing a range of the input state
mapped to the inner state s into 2 parts for each di-
mension, and mapping each part to a different inner
state respectively. Simultaneously, the learning mod-
ule is switched. Through this operation, a size of the
inner state space after divided increases by (2M − 1),
where M is a number of dimension. Also note that
the values of the new 2M inner states are the value of
the inner state before divided.

In addition, after the learning module is switched
to the CA module, if L(s) > θL, then the state space
filter is adjusted by dividing the inner state to be more
fine-grained.

3.2.3 Switching of Learning Module
If H(s) > θH , then the learning module is switched

to the CA module due to the number of learning op-

goal

(500,500)

(0,0)

450

start

450

Figure 2: Path planning problem.

portunities being sufficient. In the procedure to switch
controllers, the result of Q-learning is succeeded by
Actor-Critic. The following procedure is conducted :
i) the state value of the Critic,V (s), is initialized by

V (s) =
∑

a∈AQ

π(a|s) ·Q(s, a) (9)

ii) the normal probability distribution used by the Ac-
tor is calculated by

µ(s) = arg max
a∈AQ

Q(s, a), (10)

σ(s) = |AQ(arg max
a∈AQ

Q(s, a))|/6 (11)

where |AQ(i)| is a range of the action space which
represents action i of Q-learning.

If L(s) > θL and H(s) > θH , then the learning
module is switched to more fine-grained DA module,
and finally ending with to the CA module. Simulta-
neously, the state space filter is adjusted.

Q-values of actions newly added ai at this time
are set according to the following formula : Q(s, i) =
maxj∈i−1,i+1Q(s, j) where action i − 1 and i + 1 are
adjacent to action i. This formula is set in consider-
ation of a more efficient search as well as the idea of
the optimistic initial values.

4 Computational Example

4.1 Path Planning Problem
The proposed method is applied to a so-called “path

planning problem” where an agent is navigated from
a start point to a goal area in a continuous space
as shown in Fig. 2. Here, the agent has a circular
shape (diameter = 50[mm]), and the continuous space
is 500[mm] × 500[mm] bounded by the external wall
with internal walls as shown in black. The agent can
observe the center position of the agent: (xA, yA) as
the input, and move 25[mm] in a direction, i.e., decide
the direction: θA as the output.

The positive reinforcement signal rt = 10 (reward)
is given to the agent only when the center of the agent
arrives at the goal area and the reinforcement signal
rt = 0 at any other steps. The period from when the
agent is located at the start point to when the agent
is given a reward, labeled as 1 episode, is repeated.
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4.2 Comparison to Adaptive Methods
We have confirmed that a combined method of the

state space filter and the switching learning system
(hereafter called method “FS”) demonstrates better
performance than three Q-learning methods with the
action space divided evenly into 4, 8 and 16 ,and two
Actor-Critic methods with the state space divided
evenly into 10× 10 and 40× 40 in this task.

In this section, method FS is compared with two
methods using the switching learning system with the
state space divided evenly into 10 × 10 and 40 × 40
spaces (hereafter called method “S10” and “S40” re-
spectively), Actor-Critic using the state space filter
and Q-learning with the action space divided evenly
into 4 spaces using the state space filter (hereafter
called method “FAC” and “FQ4” respectively). Here,
the initial state space filter is designed that divides the
state space evenly into 10× 10 spaces.

Then, the entropy of a continuous action space in a
state for method FAS, HC(s), is defined by

HC(s) = −
∫ ∞

−∞
π(a|s) log π(a|s)da. (12)

By substituting the Eq. (5) into this formula, HC(s) =
log(
√

2πeσ). In method FAS, ifHC(s) < θHC , then the
state space filter is adjusted.

All initial values and the range of σ(x) are set at π
and [0.001, 2π] respectively, all initial means are set to
randomize within a range of [−π, π] for Actor-Critic.
Then, all initial state values and Q-values are set at
5.0 as the optimistic initial values[1] for Actor-Critic
and Q-learning respectively. Here, the initial values
and the maximum limit of σ(x) are set so that ±1σ
and the maximum limit become the size of the action
space: 2π. Further, the adjustment of the state space
filter is assumed until the third attempt in all inner
states because it is impossible to evaluate sufficiency
for division of the state space.

Computer experiments have been done with param-
eters as shown in Table 1. Here, θHD was set referring
to about 0.312 : the maximal value of the entropy
when the highest selection probability for one action
is 0.9, θHC was set referring to about 0.335 : the en-
tropy when the standard error σ is π/6, θL was set in
consideration of the enough big number.

The number of average steps required to accomplish
the task was observed during learning over 20 simu-

Table 1: Parameters for experiments
Parameter Value Parameter Value

αQ, αC, αµ, ασ 0.1 γ 0.9
θHD , θHC 0.3 τ 0.1

θL 1000
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Figure 3: Required steps.

lations with various methods as described in Fig. 3.
Learning speed and obtained control rule : It can be
confirmed from Fig. 3 that, 1) method FS have worse
performances than method FQ4, FAC and S10 , but
better performances than method S40 with regard to
the learning speed, 2) method FS has good perfor-
mance as well as method FAC and S40 with regard to
the obtained control rule,

Therefore, we have confirmed that method FAC and
method FS, in that order, demonstrate better perfor-
mance than any other method on the path planning
problem with the continuous state and action spaces.

5 Conclusion
In order to design the suitable state and action

spaces adaptively, we propose, in this paper, the de-
veloping RL model, and state and action spaces con-
struction method referring to the “entropy”. Then,
through the computational experiment, we have con-
firmed that the combined method of the state space
filter and Actor-Critic, and the combined method of
the state space filter and the switching the learning
system, in that order, demonstrate better performance
than any other method on the path planning problem
with the continuous state and action space.

Our future projects include to apply more compli-
cated problems and real world problems, etc.
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Abstract: Understanding of others as having intentional states such as beliefs and desires is called Theory of Mind 

(ToM). To clarify the mechanism of the autonomous acquisition of cooperative behavior based on the ToM, we 

constructed a functional model of the brain based on the Functional Parts Combination (FPC) model. This model 
consists of a set of functional parts and activation signals specifying selective activated patterns, and activated modules 

can be executed in parallel based on the flow of control tokens. The module network and activation signals can be 

acquired by the evolutionary computation techniques used in the Genetic Network Programming and Genetic 

Algorithm, respectively. We use a hunter task as a task to be solved by the agents, and encode inherent activation 

signals into the genome as a first step. The result of computer simulation shows an emergence of the pattern of the 

functional parts for processing ToM through evolution characterized by punctuated equilibrium. 

Keywords: Functional Model of the Brain, Theory of Mind, Cooperation, Evolution, Genetic Network Programming. 

 

I. INTRODUCTION 

Humans are extremely social animals. One aspect of 

social cognition sets us apart from other primates: 

Theory of Mind (ToM). It enables us to understand 

others as having intentional states such as beliefs and 

desires [1]. The evolutionary origins of it can be traced 

back in extant non-human primates; ToM probably 

emerged as an adaptive response to increasingly 

complex primate social interaction [2]. The aim of our 

study is to investigate how cooperative behaviors based 

on ToM emerge through evolutionary processes by 

modeling the brain at the functional level. 

A Genetic Network Programming (GNP) is one of 

the evolutionary computation techniques which can 

autonomously generate behavior sequences by evolution. 

Eto et al. (2006) realized functional localization of GNP 

by switching the nodes depending on the situation [3]. 

However, their model cannot realize parallel processing 

because nodes activate sequentially from a start node as 

well as the conventional GNP. Considering the fact that 

the multiple areas in the brain activate simultaneously, 

we assumed that nodes can be executed in parallel.  

A limited number of attempts have so far been made 

at the constructive approach to ToM characterized by 

the use of computational models for simulating its 

evolution. Among them, there are only a few studies 

which investigate the underlying mechanism of 

evolutionary acquisition of the recursion level in a ToM 

[4] [5]. However, functions of ToM in these studies are 

procedurally defined a priori by the designers.   

We focus on the emergence of a ToM without 

defining it a priori by modeling the brain at the 

functional level. Next section explains a functional 

model of the brain and Section 3 illustrates a task and 

components of the brain. Section 4 shows the 

experiments and Section 5 summarizes the paper. 

 

II. FUNCTIONAL MODEL OF THE BRAIN 

As the functional model of the brain, we adopted the 

Functional Parts Combination (FPC) model [6] in order 

to control the topology of the modules. The FPC model 

is based on the neuroscientific fact that each cerebral 

cortical area has a different role and is selectively 

activated depending on the task [7]. This model consists 

of a set of functional parts and activation signals 

specifying selective activated patterns. Fig. 1 shows a 

functional model of the brain based on the FPC model. 

There are modules Mi in the brain, which constitute a 

module network. A set of modules in the network are 

activated by a set of activation signals. A set of 

activation signals A is represented as a vector of binary 

values 0 and 1: A = ( a0, …, ai, …, ak-1 ), where k is the 

number of modules, and ai is an activation signal for 

module Mi. The activation signals are searched 

depending on the tasks. In the module network, parallel 

computation is controlled based on the simple parallel 

control flow paradigm [8] as follows. All data are 
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transferred indirectly between modules via updatable 

memory cells. The execution starts from the sensory 

input. In a case that all input links receive a control 

token the activated modules begin its computation while 

the non activated modules do not execute it. Then both 

activated and non activated modules output tokens from 

all output links. However, the modules whose input 

links are not connected do not output tokens, regardless 

of whether or not the modules are activated. Besides, 

the memory cells are initialized before each sensory 

input. In a case that the non-written data is attempted to 

load, an error occurs, the process is suspended and 

tokens are output from all output links.  

III. MODULE NETWORK AND TASK 

The module network can be acquired by the GNP, 

however; this paper focused on the emergence of 

activation signals for forming ToM sub-networks to 

achieve cooperative behavior in a hunter task as a first 

step. The discussion on the emergence of modules 

network is outside the scope of this paper and we 

assumed that they had been acquired.  

1. Hunter Task 

There are two hunter and two prey agents in a 20×20 

a two-dimensional grid folded to a torus. Each hunter 

moves one cell per step to the left, right, up or down, or 

stays in the current cell according to its own strategy, 

while each prey moves one cell per step stochastically 

(right; 40 %, up; 20 %, or stop; 40 %). 

When starting the task, all 4 agents are randomly 

located in the grid, and each hunter selects the closer 

prey as an initial target. Each episode ends when each 

hunter captures the different prey or the number of time 

steps exceeds the upper limit stepmax.   

2. The Function of Each Module and Its Networks 

We assumed that humans estimate the intention or 

goal of others by simulating it based on their own 

action-selection process as if they were in the same 

situation [9]. Action-selection process is represented by 

a probability of action a under the condition state s and 

goal G; P(a|s,G) [10].  We defined following strategies 

based on a Dennett's intentional stance [11]: (1) Agent 

at level 0 takes action based on own goal independently 

of the intention of others; (2) Agent at level 1 estimates 

the intention of others by assuming that others would be 

at level 0, and takes action based on it; (3) Agent at level 

2 estimates the intention of others by assuming that 

others would be at level 1, and takes action based on it. 

In order to realize a smooth cooperative behavior, we 

adopted the mixed strategy [10] which dynamically 

changes above three strategies. The module network and 

functions of each module we adopted in the experiments 

are described in Box 1. 

IV. EXPERIMENTS 

1. Experimental Setup 

We conducted simulations in which the activation 

signals of agents were evolved by using a genetic 

algorithm. A chromosome was represented by binary 

encoding, which represents the activation signals A = 

(a0, …, ai, …, ak-1). We first created N individuals 

whose activation signals were randomly generated, and 

every pair of agents solved the hunter task E times in a 

round robin manner. Then, time steps to solve the task 

were averaged over those games, and agents were 

evaluated as: Fitness = 100/step. The offspring in the 

next generation were selected by the linear ranking 

selection method by Baker [12]. Then, cross over was 

performed on the parents to form a new offspring 

(single point crossover) with a crossover probability Pc, 

and each activation signal of all offspring was mutated 

with a mutation probability Pm. We conducted 

evolutionary experiments 13 times using the parameters 

shown in the Table 1. 

Table 1. Experimental setup. 
length of the history:T 5 wi (i = 0, 1, 2) 4 

temperature parameter:β 1 episode: E 10 

α1 0.4 population size: N 20 

α2 0.6 generation 4000 

threshold:θ 32 crossover probability:Pc 0.001 

upper limit:stepmax 500 mutation probability:Pm 0.001 

bi (i = 0, 1, 2) 5 Baker parameter 2 

2. Results 

Fig. 2 shows the transition of the ratio of the 

activation signals in the population (black lines) and the 

fitness (the gray line) on a certain trial. The bar above 

Fig. 2 represents the acquired activated patterns. We see 

Figure 1. Functional model of the brain. 
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that the fitness in the early stage remained very low. 

This is because agents randomly selected their actions, 

and thus they could not solve the task within the upper 

limit (500 steps). The fitness slightly increased at 

around 450th generation with the activation of M9. At 

that time, the activation signals of the major portion of  

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

agents were (0, 1, 1, 0, 0, 0, 1, 0, 0, 1, 1, 1, 0, 1, 1, 0, 1). 

This means that agents acquired the network for level 0 

ToM. The fitness remained stable in the subsequent 

generations, and then it increased at around 1100th 

generation with the activation of M5 and M7. By then, 

agents had acquired the following activation signals:  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Box 1. The module network and function of each module. 
 

 

M10: state recognition 

Own and other's state (ss(t) and so(t)) and action (as(t) and 

ao(t)) at the time t are recognized. The state is defined as 

relative coordinates between the hunter and two preys.  

M12: working memory 

Own and other's state (ss(t – 1) and so(t – 1)) and action (as(t – 

1) and ao(t – 1)) at the time t – 1 are recognized. 

M0, M1: likelihood estimation 

a(t – 1), s(t – 1) and 𝐺 are substituted to own action-selection 

process 𝑃(𝑎|𝑠, 𝐺) in order to calculate the likelihood that 

goal would be 𝐺 as follows: l(G, t) = P(a(t – 1)| s(t – 1), G). 

Likelihood l(G, t) is calculated for all possible goals, and is 

stored in a likelihood history to make estimation of intention 

stable: m(G, t) = {l(G, t), …, l(G, t – T + 1)}, where T is the 

length of the history. Then, cumulative log likelihood L(G, t| 

m) is calculated for all possible goals: L(G, t | m) = Σl∈m(G, t) 

log l. In particular, conviction degree C which represents the 

reliability that the estimated other's goal would be G is 

calculated in M0: C = L(G1st , t| m) – L(G2nd , t| m), where G1st = 

argmaxG L(G, t| m) and G2nd = argmaxG≠G1st L(G, t| m).  

M2, M4: intention estimation 

Others' goal Go or own goal Gs is estimated by an action-
selection function based on soft-max reinforcement learning 
in M2 and M4, respectively: 𝑔 𝐺, 𝑡|𝑚 =

𝑒𝑥𝑝 (𝛽𝐿(𝐺,𝑡|𝑚))

 𝑒𝑥𝑝 (𝛽𝐿(𝐺 ′ ,𝑡|𝑚))𝐺′
 , where 𝛽  is a parameter called the 

temperature. 

M3: clarity comparison 

A hunter judges which more precise is: the clarity of the 

estimated other's goal (L1(Go,t|mo)) or that of the estimated own 

goal (L2(Gs,t|ms)): 𝑝𝑖 =
𝛼𝑖𝑒𝑥𝑝 (𝛽𝐿𝑖)

 𝛼𝑗 𝑒𝑥𝑝 (𝛽𝐿𝑗 )j=1,2
 (𝑖 = 1,2),  where 𝛼𝑖 

is the weight to the Li (𝛼1 + 𝛼2 = 1). 

M8: conviction and clarity judgment 

In a case that conviction degree C (calculated in M0) is less than 

threshold θ or there is no necessity to change own goal (i.e. 

the cooperated rule is already satisfied) the bias of M15 is set to 

b0. If this is not the case, the bias of M6 is set to b1 when the 

clarity of the estimated other's goal (L(Go,t|mo)) is higher than 

that of the estimated own goal (L(Gs,t|ms)), otherwise; the bias 

of M7 is set to b2. 

M16: intention formation 

A hunter judges whether the others' goal 𝐺𝑜and own goal 𝐺𝑠 

satisfy a cooperated condition. For this task, 𝐺𝑜 ≠ 𝐺𝑠  (i.e. 

others' goal differs from own goal) is simply a condition of 

cooperation. 

M5, M6, M7: intention formation 

In M6, own goal Gs1 is formed to satisfy the cooperated 

condition, and the weight of the connection between M6 and M9 

is set to w1. In M7, own goal Gs2 is also formed to satisfy the 

cooperated condition, and the weight of the connection between 

M7 and M9 is set to w2. Other's goal is also formed to satisfy the 

cooperated condition in M5. 

M15: intention 
Own goal 𝐺𝑠 t − 1  selected in M9 (intention selection) at the 

time  t − 1  is stored in the own goal Gs0, and the weight of 

the connection between M15 and M9 is set to w0. 

M9: intention selection 

Own goal Gsi is selected:  𝐺𝑠𝑖 =
𝑒𝑥𝑝 (𝛽ℎ 𝑖)

 𝑒𝑥𝑝 (𝛽ℎ𝑗 )𝑗=0,1,2
 𝑖 =

0,1,2,where hi = bi + wi (i = 0,1,2). 

𝑀11: action selection 

Action 𝑎  is selected by an action-selection function: 

𝑃 𝑎|𝑠,𝐺 =
exp (𝛽𝑄(𝑎|𝑠,𝐺))

 exp (𝛽𝑄(𝑎|𝑠,𝐺))𝑎′
,where Q represents an evaluation 

value which is acquired by reinforcement learning.  

𝑀14: action-selection function 

It is the one based on soft-max reinforcement learning. 

𝑀13: Q-Table 

It is an evaluation value 𝑄 which is acquired by reinforcement 

learning [18]. Before we conducted experiments in Section 4, 
each agent had acquired a different Q-Table on its own by the 

soft-max reinforcement learning in the setting where there were 

a hunter and a prey (temperature parameter β=1). 

Figure 1. The module network used for the experiments.  

1) ss(t), so(t), as(t), ao(t), ss(t – 1), so(t – 1), as(t – 1), ao(t – 1) and as(t + 1) (action output) are set randomly per step, and then those 

values are updated if related modules are activated. Also, cumulative log likelihood L(G, t | m) and conviction C are set to －
10000 per step, and then those values are updated if related modules are activated. 
2) Sub networks including modules {M9, M10, M11, M13 and M14}, {M9, M10, M11, M13, M14, M12, M16, M0, M2 and M6} and {M9, 
M10, M11, M13, M14, M12, M16, M1, M4, M5 and M7} correspond to ToM 0, 1 and 2, respectively.  
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(0, 1, 1, 1, 0, 1, 1, 1, 0, 1, 1, 1, 1, 1, 1, 1, 1), in other 

words, all modules other than M0, M4, and M8 were 

activated. This means that agents could not estimate 

other's and own goal correctly as M0 and M4 were not 

activated, and changed own goal randomly. 

Subsequently, the activated pattern for level 1 ToM was 

emerged with the activation of M0 under the condition 

that the other prerequisites for level 1 ToM (M10, M11, 

M13, M14, M2, M6, and M12) had been acquired. Next, 

there was a remarkable increase in the fitness in parallel 

with the activation of M8. By then, all modules other 

than M4 were activated. This means that agents could 

change strategies between level 0 and level 1 ToM 

based on the conviction degree C representing the 

reliability that the estimated other's goal would be G. 

After that, the activated pattern for level 2 ToM was 

emerged with the activation of M4 under the condition 

that the other prerequisites for level 2 ToM (M10, M11, 

M13, M14, M1, M5, M7, and M12) had been acquired. This 

means that agents changed strategies between level 0, 

level 1, and level 2 ToM based on the conviction degree 

C and the comparison of the clarity of the estimated 

other's goal (L(Go,t|mo)) and that of the own goal 

(L(Gs,t|ms)).  

What it comes down to is that the activated pattern 

of the functional parts for processing ToM tended to 

evolve in incremental steps as: (1) an emergence of the 

activated pattern for level 0 ToM; (2) an emergence of 

that for level 1 ToM; (3) an emergence of that for level 

2 ToM. Looking at other trials, the same tendency could 

be found. 

V. CONCLUSION 

In this paper, we constructed a functional model of 

the brain using a functional parts combination (FPC) 

model to clarify the mechanism of the autonomous 

acquisition of cooperative behavior based on the ToM. 

The result of computer simulation shows an emergence 

of the pattern of the functional parts for processing ToM 

through evolution characterized by punctuated 

equilibrium as: (1) level 0 ToM; (2) level 1 ToM; (3) 

level 2 ToM. The next step would be to investigate the 

acquisition of not only the activation signals but also the 

connections between modules. We believe that the 

proposed method would contribute to clarify the origin 

of ToM. It might be also interesting to discuss the 

feasibility of the acquisition of ToM in humanoid robots. 
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Abstract: Q-learning is a kind of reinforcement learning where the agent solves the given task based on rewards 

received from the environment. In this paper, we compared the performance of the Q-learning based on the reward 

examined by the difference of Q-values alignment in two-dimensional (2D) state space under various conditions such 

as angle of VQE rotation which is arranged like a lattice and angle of the agent’s action rotation to correctly evaluate 

the optimal Q-values for state and action pairs, in order to deal with continuous-valued inputs. We apply the proposed 

method with an agent that learns to reach the reward area successfully during the reward-based learning process. A 

reward is given to the learning agent if the agent reaches the reward area during a process of trial. 

 

Keywords: Q-learning, Q-value, VQE  

1 Introduction 

Learning algorithms based on evaluative feedback 

signal is generally referred to as RL algorithms.[1,4] In 

a RL paradigm, [4] a system called agent senses the 

environment and produces control actions. The 

environment responds to these control actions. Based on 

these responses a reward function will evaluate the 

control actions. The agent tries to optimize the control 

policy to maximize the total expected reward over a 

finite time-span. Learning may occur using the 

prediction error of expected rewards. 

Reinforcement learning (RL) methods are a 

powerful and useful way to control agents such as an 

autonomous robot. [1] Q-learning [2] is the most widely 

used in RL method which deals with only discrete-

valued inputs (states) and outputs (actions) to represent 

Q-function (action value function) that evaluates 

state/action pairs.  

The aim of this work is to significantly improve the 

learning performance of Q-learning between the state 

space and the action space. Therefore, we implement 

and investigate here in order to clearly show the 

effectiveness of proposed learning method under 

various problems. 

In this paper, we first briefly explain our agent 

model in a single-agent environment. Secondly, we 

define VQE with radius to decide the position. Next we 

describe each of the simulation methods, and then the 

performance of each strategy is examined by computer 

simulations on competitive situations of several 

strategies. We also show that the performance of each 

strategy strongly depends on the situation of our 

simulation methods and the simulation results are 

explained. 

2. Q-Learning 

In Q-learning, [2] the expected value of each action 

in each state is stored. In the other way, the Q-value is 

the expected value of each action in a certain state, 

which is the discounted sum of the rewards agent 

received for state and action pair. We can estimate and 

update the Q-value, which is denoted by  tt asQ ,  

according to the following equation by taking the one 

with the maximum Q-value (highest expected value) for 

the current state. 

 

                                          Eq. (1) 

 

When the agent is in state t, the agent observes the 

state ts and executes the action ta . The agent obtains the 

reward tr , and senses a new state 1ts  by selecting an 

action ta  in state ts . In this equation,  is the 

learning rate and  is the discount rate, both are 

between 0 and 1.  

In the standard Q-learning implementation, Q-values 

are stored in a table, is known as Q-table. It looks like a 

square lattice in two dimensions and one cell is required 

per combination of state and action. This 

implementation is not amenable to continuous state and 

action problems. [3] As the number of state and action 

variables increase, the size of the table used to store Q-

values grows exponentially, is called Curse of 

dimensionality. On the other hand, as the number of 

)),(),(max(),(),( 1 ttt
a

tttt asQasQrasQasQ  
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dimensions increases, the state space also increases 

exponentially and the learning speed decreases 

dramatically.  

2.1. Behavioral Decision 

The agent selects the next action which has the 

highest Q-value. An action which has a large Q-value is 

considered to be a good way to achieve the reward. 

However, selecting the highest Q-value continually 

decreases the opportunity to find a better way. Therefore, 

the agent sometimes selects the next action at random. 

This random selection is useful for exploring the state 

space and finding a new better way which has not been 

found yet.  

2.2. Voronoi Q-value Element (VQE) 

VQE is a point that has Q-value but we don’t know 

where VQEs should be placed in the states space at the 

initial time. If we got many rewards, we would be able 

to evaluate the positions of VQEs for the optimal policy 

of state-action pair. 

By using the VQE, we can place the Q-value 

arbitrarily in the state space and reduce the waste of 

space. Therefore, as the degree of freedom to select the 

position of VQE is so numerous, we have to decide 

carefully where the VQEs are placed in the state space.  

3. Experimental Model 

In these experiments, we tested with one agent and 

one reward area. The working environment of the agent 

is shown in Figure1, in where, it is intended to learn 

efficient action of an agent which is to reach the reward 

area in the state space.  

The agent’s action of maximum Q-value is selected 

while observing in a certain condition and the agent is a 

random action with a fixed probability. The agent 

observes the distance (r) and the angle ( ) toward the 

reward area.  

 

 

 

 

 

 

 

 

Fig.1. Working environment of an agent 

There are two input variables: 1, the distance 

between an agent and the reward area; 2, an angle 

between the direction of agent’ action and the reward 

area. The state space is constructed with these two input 

values. In this model, the agent is represented by a 

triangular arrowhead which indicates the direction in 

which the agent is moving. The rectangular area 

represents as the reward area.  

3.1. Experimental Environment 

An agent moves in a closed two-dimensional state 

space. Figure 2 shows an image of the agent that learns 

to reach the reward area. A reward is given to the 

learning agent if the agent reaches to the reward area, in 

the other states the reward is always zero.     

 

 

 

 

 

 

 

 

Fig.2. Agent Problem 

In Figure 2, since the number of reward area is one, 

the agent observes two parameters. These two 

parameters construct the two-dimensional state space. 

The dimension of the state space goes up by two 

dimensions when one reward area is increased. 

The possible actions of the agent are: 1, straight 

ahead; 2, turn left; 3, turn right. If the agent reaches the 

reward area, the position of the agent is randomly 

changed in this state space. 

3.2. Experimental Parameters 

 

4. Simulation Methods and Results 
We carried out three types of simulation experiment. 

4.1. Square Lattice with random noise 

The lattice below is a general 2-dimensional lattice 

on partition number 10, shown in figure 4.1.1. The idea 

of the lattice was proposed by VQEs and designates a 2-

width and height of space -100,100 

size of reward area 5 

learning rate   0.1 

discount rate   0.9 

random action rate 0.3 

initial Q-value   01.0,0  tt asQ  

travel distance of agent 2.0~5.0 

Number of execution times 10 trials 

One trial 20 episodes 

One episode 100000 times 
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dimension of 100 VQEs in lattice by symbol 10*10 grid 

environment. If we conduct this general 2-dimensional 

lattice with random noise (i.e., 0, 0.01, 0.02, 0.03, 0.04, 

0.05 randomly arranged VQEs), we get the lattice like 

figure 4.1.2.  

 

 

 

 

 

 

Fig.4.1.1 Original 2-D lattice  Fig.4.1.2. Random Lattice 

 

 

 

 

 

 

 

 

Fig.4.1.3. From regular to random VQE  

As we can see from this above figure, the number of 

rewards is slowing down, thus its performance by this 

strategy depends on the arrangement of VQEs. 

4.2. Lattice VQE rotation by Degrees 

In this subsection, we rotated the above original 2-

dimensional lattice by the angle of clockwise rotation on 

partition number 10 and 20. It turns for each degree of 

rotation by five degrees of angle intervals in the ranges 

from 0 to 90 degrees.  

 

 

 

 

 

 

 

 

Fig.4.2.1. Reward count in a 10*10 grid environment 

 

 

 

 

 

 

 

 

Fig.4.2.2. Reward count in a 20*20 grid environment 

As in the experimental results shown in figure 4.2.1 

for the 10*10 grid environment, the number of rewards 

clearly was slow, and a similar result also occur in a 

20*20 grid environment because the reward propagation 

is delayed.  

As the number of reward count decreases, we 

considered the following possible casual points.  

 When the state changes, a state certainly transit to a 

different state if the action is different.  

 But if lattice VQE rotates, also take in different action, 

grows the probability that the state of result go into the 

same state.  

 Q-value decreases if the action is acting in the same 

area by the Q-learning method as shown in above 

equation (1).  

 Since the angle of lattice VQE rotation for learning is 

enormous, we implemented the next strategy.  

4.3. Rotation of Lattice VQE and agent’s action 

Here, we propose a new simulation experiment 

method in which the reward area is denoted by closed 

circle and the agent is denoted by open circle. The new 

strategy of learning for our target problem is defined as 

figure 4.3.1. Note that the agent takes actions with four 

directions: go up, go down, go left and go right.  

 

 

 

 

 

 

 

Fig.4.3.1. Structure of a new agent 

 

In this case, we rotated the location of reward area 

and initial/default position of agent also. In each degree 

of our rotation, the action selection is simultaneously 

performed by the agent.  

In our computer simulations, we used two elements 

rotations: act-angle and VQE-angle of rotations which 

measure between 0 degrees and 90 degrees by five 

degrees of angle intervals. (Figure 4.3.2) 

Fig.4.3.2. Rotation of VQE and agent’s action 

act_angle45 act_angle0 VQE_angle0 VQE_angle30 
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As Fig. 4.3.3 and Fig.4.3.4 reveals, when the turning 

angle of VQE are 0 degrees and 90 degrees, the results 

are entirely same at all, in fact there’s no difference 

between them. In addition, Fig.4.3.5 also has totally 

same at the turning angle of 0, 90, 180, 270, 360 

degrees and 45, 135 degrees. In this situation, we can 

see that the number of rewards increases due to the 

agent’s optimum actions are four in this strategy.  

Since Fig.4.3.6 generates the number of rewards that 

are put VQE randomly with noise on a number of 

(0,1,2,3,4,5) is relatively compared with in the Fig.4.1.3 

above.  

5. Conclusion and Future Work 

As a result, the learning performance was decrease 

by turning the angle of VQE only. When we turn act 

angle and VQE angle, it improves in performance. The 

difference between the number of actions 3 and 4 is 

according to the following reason.  

The agent’s action space and the state space is match 

or not. In the case of the agent’s action space 

corresponds to the state space, the performance 

improves while shifting in the angle of rotation 

especially VQE angle and act angle is shifting by 45 

degrees is greatly improved. Therefore, it is match of 

agent’s action space and the state space that gives good 

performance. 

In fact, it is different by expression of state input. It 

means when the number of action is 4, the agent 

observes by its position but in the case of action number 

3, it observes the distance and the angle of agent relative 

to the reward area.  

In the current research, we proposed learning 

method of Q-learning based on Voronoi Q-value 

element. In this paper, we examined the learning 

performance of various strategies in a different situation 

for our experimental environment. Although at the 

current stage, we only performed experiments in two 

dimensions, as future topics of research, we plan to a 

high-dimensional problem by generating an N-

dimensional state space.  
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Fig.4.3.3. Reward count in a 10*10 grid environment 

Fig.4.3.4. Reward count in a 20*20 grid environment 

Fig.4.3.6. From regular to random VQE 

(b) 
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Fig.4.3.5. Angle of rotation for (a) 0,90,180,270,360 

degrees and (b) 45,135 degrees 
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Abstract:  In this paper, we present Ant Colony Optimization Algorithm for path planning to a target for mobile robot 
in unknown environment. The proposed algorithm allows a mobile robot to navigate through static obstacles, and find 
the path in order to reach the target without collision. This algorithm provides the robot the possibility to move from the 
initial position to the final position (target). The proposed path finding strategy is designed in a grid-map form of an 
unknown environment with static unknown obstacles. The robot moves within the unknown environment by sensing 
and avoiding the obstacles coming across its way towards the target. 
  This work provides overviews of swarm intelligence and Ant Colony Optimization applications applied to many 
fields of our life particularly we will focus in mobile robot routing. Various mechanisms are presented in this paper to 
demonstrate the useful and wide combination of Ant Colony Optimization. Finally, enhancement to the mechanism is 
suggested and it is evaluated in MATLAB environment. 
Keywords: Ant Colony Optimization (ACO), mobile robot, path planning 

 

I. INTRODUCTION 
Today, the robotics become favorite topics of many 
studies and its applications are applied in various 
problem of our life. There are many type of robot and 
they perform many functions. In the conquest of space 
exploration where they can be used to collect 
environment data such as rock, soil samples… In 
medical field, some specialized robots support 
physicians diagnose and help people with disabilities. 
Scientists in the world have created special type of 
robots replace human activities in the particularly 
dangerous position, for example in case of incidents at 
nuclear power factory or hygiene robot working in high 
building… 
 One of most important tasks in the control of mobile 
robot is path planning. In environment with obstacles, 
the role of path planning is to finding the appropriate 
collision – free path for mobile robot to move from start 
location to the destination point. There are many 
methods have been studied and applied in grid-based 
path planning such as A * (A star) algorithm [1], road 
map (Voronoi diagram and visibility graphs) [2], 
artificial potential field [3]… 
In robotics field, working environment is divided into 
three kinds:  the totally known, partly known, and total 
unknown. This paper will focus to total unknown 
environment, each robot has forage to find the way the 
target by co-operate with each other. 
Ant colony algorithm was invented in 1992 by Marco 
Dorigo in his doctoral thesis. Since then this algorithm 
is used in many studies and achieve high performance. 
Multi ant system has been successfully applied in 
Travelling Salesman problem (TSP) [4], the Quadratic 
Assignment problem [5], Vehicle Routing problem [6], 
etc… 

The paper is organized as follow: in the second 
section the ant colony algorithm is introduced and the 
next section is discussed about the path planning 
algorithm realization. In the last section, some result, 
experiment and conclusion are provided. 

II. ANT COLONY ALGORITHM 
Ant colony algorithm, based on behavior of real ants, is 
a nature approach to establish optimization path from ne
st to food source, it is a stochastic search algorithm and 
good effect has been obtained in solving combination op
timization, function optimization, system identification, 
robot path planning, data mining, and network routing a
lgorithm. 
 

 
Figure 1: Ant colony foraging food 

At the time of beginning, all ants move at random 
direction to find the way to the destination. Biologist 
have found by many studies and experiment that ants 
leave some chemical substance on the route that they 
have passed, which call “pheromone”. Other ants can 
smell this pheromone, and their path-taking decisions 
are depended on the amount of pheromone. When 
subsequent ants sense this trail of pheromone, they will 
follow the trail with a probability that is proportional to 
the concentration of pheromone – the higher the 
concentration, the larger the probability that subsequent 
ants will follow the trail. The pheromone evaporates at a 
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given rate which means that the strength of pheromone 
encountered by another ant is a function of the original 
pheromone strength and the time since the trail was laid. 
 Besides pheromones are deposited on the foraging path, 
ants also rely on heuristic information as well. The 
heuristic information is defined as the inverse of 
distance between the current point and the next point 
which ant can be go as show in below equation: 

௜௝ߤ =
1
݀௜௝

 

Therefore, the shorter the distance between two 
locations is, the better their heuristic information and 
vice-versa. Following with the intensity of pheromone 
trails and the heuristic information, the probability of 
the path which will be chosen by ant can be calculated. 
This probability is known as the transition probability: 
 

௜ܲ௝
௞(ݐ) = ቐ

ൣ߬௜௝(ݐ)]ఈ൧[ߤ௜(ݐ)]ఉ  

∑ [߬௜(ݐ)]ఈ][ߤ௜(ݐ)]ఉ  
௃∈௓

                   0                      ݂݅ ݆ ∉ ܼ
   ݂݅ ݆ ∈ ܼ 

Where t is the time index, ߤ௜௝  is the heuristic 
information,  ߬௜௝  is the pheromone trail which has been 
evaporated when the ant move from point i to point j, 
ߚ,ߙ  are the parameter of pheromone function and 
heuristic function, Z is the set of all moveable point 
from current point.  

III. IMPLEMENTATION OF ANT COLONY 
ALGORITHM IN ROBOT PATH PLANNING 

1. Environment initialization 
We will use 20x20 grid model to present the 
environment of mobile robot. Assume that the space in 
which a robot moves is a limited region with several 
obstacles of different size in two – dimensional plane. 
Assume that the edge of each cell is 1 unit that presents 
the radius size of scope in which a robot could move 
freely. Obstacles occupy one or more grids are created 
by a matrix which each value is distributed from 1 to 5. 
The value 1 is indicated a cell of obstacles, and the 
values from 2 to 5 are the free cell. 
 

 
 

Figure 2: Robot environment matrix 
 

As we can see in the figure 2 the zone near the 
destination point have high value which is the more 

attractive for the ant robot. This is the parameter will be 
used to calculate the cost function in probability 
transition in next section. 
From the matrix in figure 2 the environment for robot 
path planning will be constructed as figure 3 with the 
top – left are the starting cell and the bottom – right is 
the destination cell 

 

 
 

Figure 3: Robot environment 
 

2. Coordinate and mapping 
 
Each cell is assigned by a number from 1 to 400 as 

figure below which is defined by marking sequentially 
from left to right, top to bottom. 
 

 
 

Figure 4: Environment mapping 
 
The mapping relationship between (ݔ௜ ,ݕ௜ ) and node 
number i can be defined by formula: 

ቐ
௜ݔ = (ܰ,݅)݀݋݉ − 0.5

௜ݕ    = ܰ − ݈ܿ݁݅ ൬
݅
ܰ
൰+ 0.5

 

If  ݔ௜ =  −0.5  then  ݔ௜ =  ܰ− 0.5 . Where N is the 
size of map (N=20), ݉݀݋(݅ ,ܰ) is function to calculate 
the remainder value when integral number i divide by N, 
ceil(x) is function which return the largest integral value 
of x. 
 
3. Movement Rule 
 Moveable area for ant robot in each step is chosen 
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from maximum 8 cells around the current cell without 
obstacles. For example, assume that the current position 
of robot is cell number 168 then the set of next step are 
148, 149, 167, 169, 187, and 188 
 

 
 

Figure 5: Moveable area 
 
Each ant robot will chose the next cell to move 
accordance the visibility of the cell and pheromone 
intensity. In the initialization state, all ants have no 
information about environment so they forage to reach 
the destination by random step.  
 
After that ant robot will go to the next point ௝ܲ   and J 
given by: 
 
݆ = ቊܽݔܽ݉݃ݎ

൛[߬௜( ௜ܲ)]ఈ][ߤ௜( ௜ܲ)]ఉ  [ܿݐݏ݋( ௜ܲ )]ఊൟ, ݍ ݂݅ ≤ ,   ଴ݍ ݅ ∈ ܼ
ݍ ݂݅   , ܬ >    ଴ݍ

 

Where q is the random number uniformly distributed 
between [0, 1], ݍ଴  ∈ [0,1] is the threshold value set in 
the initialization, ܿݐݏ݋( ௜ܲ)  is the value of cell ௜ܲ , ߛ 
denotes the relative significance of cost value and J is 
calculated by: 

௃ܲ
௞(݊) =

[߬௜( ௜ܲ)]ఈ][ߤ௜( ௜ܲ)]ఉ  [ܿݐݏ݋( ௜ܲ)]ఊ

∑ [߬௜( ௜ܲ)]ఈ][ߤ௜( ௜ܲ)]ఉ  [ܿݐݏ݋( ௜ܲ)]ఊ௃∈௓
 

Z is the set of moveable area which is discussed above 
and ௃ܲ

௞  is the transition probability to point J. The 
heuristic information will be determined as equation 
below to improve the efficiency and getting better 
solution: 

௜ߤ =
1

ඥ(ݔ௜ − ௘)ଶݔ + ௜ݕ) ௘)ଶݕ−
 

Here i is the next node and e is the destination node. 
 
4. Pheromone Updating Rule 
 
- Localized pheromone update 
When the ant has passed the cell ௜ܲ, the pheromone will 
be updated by: 

߬௜(݊ + 1) = (1− (݊)௜߬(ߩ +  ଴߬ߩ
- Global update:  
After all ants reached the target, the pheromone will be 
refreshed and update by equation below: 

߬௜(݊ + 1) = (1− (݊)௜߬(ߩ  + ∆߬௜(݊) 
∆߬௜(݊ + 1) = (1 (݊)௜߬∆(ߩ− + ܳ/min (ܮ௞) 

Where 0 < ߩ < 1  is the erased rate of pheromone and 
߬଴ is the initial value of pheromone 

 
 
 
 

 
 

IV. EXPERIMENT AND RESULT 

The algorithm has been simulated by MATLAB 
language by Intel Pentium IV with Core2Dual 1.8 GHZ, 
1Gigabytes memory running in WindowXp 
environment. This experiment we use a map with 20x20 
grid and all operations were done by 10 ant robots. All 
parameters have been using for simulation ߙ  = 0.5,
ߚ = ߛ,5 = =   ଴ݍ,0.5 ߩ ,0.5 = 0.1 , number  iteration 
is 50 and initialization value of pheromone is 1. The 
figure below is the result when ant robot using basic 
algorithm, the length of minimal path is 31.5563 (28 
cells 

 

 
 

Figure 6: Basic algorithm result 
And the result with improved ant colony algorithm with 
minimal length is 29.779 (25 cells) 
 

 
 

Figure 7: Improved algorithm result 
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V. CONCLUSION 
  In this paper, ant colony optimization is presented 
detail to provide an efficient method for solving robot 
path planning problem. Ant colony optimization is a 
meta-heuristic in which a colony of artificial ants 
cooperates in finding good solutions to difficult discrete 
optimization problems. Cooperation is a key design 
component of ACO algorithms: The choice is to 
allocate the computational resources to a set of 
relatively simple agents (artificial ants) that 
communicate indirectly, that is, by indirect 
communication mediated by the environment. 
   The application of ACO is particularly interesting 
for: (1) NP – hard problem, which cannot be efficiently 
solved by most traditional algorithms; (2) Dynamic 
shortest path problem in which some properties of the 
problem’s graph representation change over time 
concurrently with the optimization process; and (3) 
problems in which the computational architecture is 
spatially distributed. The key elements are cost value 
and improved heuristic function, the robot path planning 
scheme has been simulated using MATLAB language to 
solve efficiently the Ant Colony Algorithm using two-
dimension grid model with static obstacles in order to 
make the robot’s environment.  
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Abstract: This paper proposes a new optimization algorithm based on Artificial Bee Colony (ABC) algorithm that has the good pe-
rformance on large-scale optimization problems. We evaluate the proposed algorithm through numerical experiments on well-kno-
wn benchmark functions, such as Rosenbrock function, Rastrigin function, Schwefel function, Ackley function and Griewank functi-
on, and discuss its development potential. In numerical experiments, the performance of the proposed algorithm is compared with t-
hose of the existing optimization algorithms. 
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I. INTRODUCTION 
The minimization of multimodal functions with ma-

ny local and global minima is a problem that frequently 
arises in diverse scientific fields and numerous enginee-
ring design problems. This problem is NP-hard in the s-
ense of its computational complexity even in simple ca-
ses. As techniques of computing a global minimum of t-
he objective function, many meta-heuristics, which are 
search algorithms for optimization based on heuristic k-
nowledge, have been proposed. Some well-known repr-
esentative meta-heuristics are Simulated Annealing and 
Tabu Search, which are the traditional optimization alg-
orithms, Genetic Algorithms and Immune Algorithms, 
which are classified as evolutionary computation techni-
ques, and Ant Colony Optimization algorithms and Par-
ticle Swarm Optimization algorithms, which belong to 
the category of swarm intelligence algorithms. 

In meta-heuristics, Genetic Algorithms and Immune 
Algorithms, classified as evolutionary computation tec-
hniques, are generally techniques for combination opti-
mization problems. In Genetic Algorithms and Immune 
Algorithms, the variables of continuous type are freque-
ntly translated into those of discrete (genetic) type. If t-
here is a dependency between variables, therefore, a pr-
omising solution may be destroyed during the solution 
search process (genetic operation) and the solution sea-
rch performance may deteriorate. To the contrary, Parti-
cle Swarm Optimization algorithm can directly handle t-
he variables of continuous type. Even when there is a d-
ependency between variables, therefore, an efficient and 
effective solution search can be realized. Recently, Part-
icle Swarm Optimization algorithm is intensively resea-
rched because it is superior to the other algorithms on 

many difficult optimization problems. The ideas that un-
derlie Particle Swarm Optimization algorithm are inspir-
ed not by the evolutionary mechanisms encountered in 
natural selection, but rather by the social behavior of fl-
ocking organisms, such as swarms of birds and fish sch-
ools. Particle Swarm Optimization algorithm is a popul-
ation-based algorithm that exploits a population of indi-
viduals to probe promising regions of the search space. 
The algorithm is simple and allows unconditional appli-
cation to various optimization problems. However, it h-
as been confirmed that the performance of Particle Swa-
rm Optimization algorithm on large-scale optimization 
problems is not always satisfactory. 

This paper proposes a new optimization algorithm b-
ased on Artificial Bee Colony (ABC) algorithm that h-
as the good performance on large-scale optimization pr-
oblems. We evaluate the proposed algorithm through n-
umerical experiments on well-known benchmark functi-
ons, such as Rosenbrock function, Rastrigin function, S-
chwefel function, Ackley function, and Griewank functi-
on, and discuss its development potential. In numerical 
experiments, the performance of the proposed algorithm 
is compared with those of the existing optimization alg-
orithms. The rest of this paper is organized as follows. 
In Section II, the proposed algorithm is described. In S-
ection III, experimental results are reported. Finally, the 
paper closes with conclusions and ideas for further stu-
dy in Section IV. 

II. PROPOSED ALGORITHM 
In ABC algorithm, the colony of artificial bees cont-

ains three groups of bees: employed bees, onlookers and 
scouts. In the initial state of “artificial bee colony”, the 
colony consists of the employed bees and the onlookers. 
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At the initial stage of ABC algorithm, multiple solution 
points are randomly set in multidimensional solution se-
arch space. For every solution point, there is only one e-
mployed bee. In other words, the number of employed 
bees is equal to the number of solution points. The emp-
loyed bee of an abandoned solution point becomes a sc-
out. The search carried out by the artificial bees can be 
summarized as follows: 
1. Each employed bee randomly searches a more suitab-

le solution point within the neighborhood of the solu-
tion point in its memory. 

2. Employed bees share their search information with o-
nlookers and then onlookers select one of solution p-
oints by the following equations: 

 
 
 

(1) 
 

(2) 
where f (x) is the objective function of variables (x). 
The subscript i(i =1, … , SN) and the superscript k i-
ndicates the solution point’s index and the number of 
search iterations, respectively. SN is the number of s-
olution points. Onlookers select one of solution poin-
ts by referring to the probability (Pi

k) of each solution 
point based on the search information from employed 
bees. 

3. Each onlooker randomly searches a more suitable sol-
ution point within the neighborhood of the solution p-
oint chosen by itself. 

4. The employed bee of an abandoned solution point be-
comes a scout and starts to search a new solution poi-
nt randomly. 
The proposed algorithm is an advanced ABC algorit-

hm. For effectively searching a global optimum solution, 
ABC algorithm is improved as follows: 
1)Improvement of Eq.(1) to compute fitness (fiti

k) 
For improving the adaptability to various engineering 
problems, in the proposed algorithm, the fitness (fiti

k) 
of each solution point is computed as follows: 

 
 
 
 

(3) 
where fbound represents the boundary value of f (x+) on 
x+ acceptable as a solution for every engineering pro-

blem and faccuracy shows the exactness of convergence 
to fbound. 

2)Improvement of Step1 and Step3 in ABC algorithm 
For improving the performance of solution search, in 
the proposed algorithm, a more suitable solution poi-
nt is determined by roulette or elite selection based on 
the probability (Pi

k) of Eq.(2). 
3)Improvement of Step4 in ABC algorithm 

The search by scouts corresponds to the mutation of 
Genetic Algorithms. In the proposed algorithm, the s-
earch by scouts is not executed to no effect. 

III. EXPERIMENTAL RESULTS 
Through numerical experiments on the following D 

dimensional benchmark functions, the performance of t-
he proposed algorithm is investigated to verify its effec-
tiveness. 
- Rosenbrock function 
 
 
 
 
 
- Rastrigin function 
 
 
 
 
 
- Schwefel function 
 
 
 
 
 
- Ackley function 
 
 
 
 
 
 
 
- Griewank function 
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Fig.1. Landscapes of multimodal functions (D = 1) 

x* of each benchmark function represents a global opti-
mum solution. Fig.1 shows landscapes of multimodal f-
unctions (D = 1). 

In experimental results reported, the proposed algor-
ithm is evaluated through the comparison with the exist-
ing ones, which are Particle Swarm Optimization algori-
thm[1,2], Differential Evolution algorithm[3], and the 
original ABC algorithm[4]. The results of numerical e-
xperiments are shown in Tables 1, 2, 3, and 4. Experim-
ental results indicate that the proposed algorithm is a pr-
omising one for large-scale optimization problems. 

IV. CONCLUSIONS 
In this paper, a new optimization algorithm based on 

Artificial Bee Colony (ABC) algorithm has been prop-
osed. The proposed algorithm has been evaluated throu-
gh numerical experiments on well-known benchmark f-
unctions, such as Rosenbrock function, Rastrigin functi-
on, Schwefel function, Ackley function, and Griewank f-
unction. From experimental results, it has been confirm-
ed that the proposed algorithm has the development pot-
ential as an efficient one for large-scale problem. 
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Table 1 Experimental results on PSO algorithm 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 2 Experimental results on DE algorithm 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 3 Experimental results on ABC algorithm 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 4 Experimental results on the proposed algorithm 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Problem Dim. Best Ave. Worst

Rosenbrock 50 4.38×103 7.00×104 2.26×105

75 9.20×103 1.79×105 4.63×105

100 5.08×104 7.28×105 3.18×106

150 9.86×104 1.48×106 5.91×106

Rastrigin 50 1.05×102 1.81×103 3.14×103

75 1.58×102 2.30×103 3.26×103

100 2.72×102 3.71×103 6.10×103

150 3.54×102 6.60×103 9.31×103

Schwefel 50 5.39×103 9.78×103 1.25×104

75 9.20×103 3.48×104 4.52×104

100 1.92×104 6.92×104 9.88×104

150 3.35×104 4.07×105 5.65×105

Ackley 50 1.82×100 2.11×101 2.65×101

75 2.54×100 4.05×101 6.02×101

100 4.84×100 2.40×102 4.30×102

150 5.79×100 2.61×102 8.90×102

Griewank 50 1.23×100 1.91×101 2.13×101

75 3.89×100 4.93×101 9.83×101

100 4.01×100 7.12×101 1.51×102

150 5.99×100 7.05×101 1.87×102

Problem Dim. Best Ave. Worst

Rosenbrock 50 4.38×103 7.00×104 2.26×105

75 9.20×103 1.79×105 4.63×105

100 5.08×104 7.28×105 3.18×106

150 9.86×104 1.48×106 5.91×106

Rastrigin 50 1.05×102 1.81×103 3.14×103

75 1.58×102 2.30×103 3.26×103

100 2.72×102 3.71×103 6.10×103

150 3.54×102 6.60×103 9.31×103

Schwefel 50 5.39×103 9.78×103 1.25×104

75 9.20×103 3.48×104 4.52×104

100 1.92×104 6.92×104 9.88×104

150 3.35×104 4.07×105 5.65×105

Ackley 50 1.82×100 2.11×101 2.65×101

75 2.54×100 4.05×101 6.02×101

100 4.84×100 2.40×102 4.30×102

150 5.79×100 2.61×102 8.90×102

Griewank 50 1.23×100 1.91×101 2.13×101

75 3.89×100 4.93×101 9.83×101

100 4.01×100 7.12×101 1.51×102

150 5.99×100 7.05×101 1.87×102

Problem Dim. Best Ave. Worst

Rosenbrock 50 9.01×101 1.32×102 9.02×102

75 7.09×102 1.38×103 1.92×103

100 1.08×104 1.73×104 2.79×104

150 8.45×105 1.97×106 4.12×106

Rastrigin 50 7.62×10-2 4.55×100 4.23×101

75 1.53×101 8.77×101 1.81×102

100 1.54×102 2.21×102 3.22×102

150 2.98×102 5.59×102 7.38×102

Schwefel 50 1.14×103 2.24×103 4.62×103

75 6.27×103 9.87×103 1.11×104

100 1.24×104 3.45×104 4.10×104

150 5.72×104 6.70×104 7.54×104

Ackley 50 9.89×10-4 2.44×10-3 3.56×10-3

75 2.66×10-1 8.52×10-1 7.25×10.0

100 5.26×100 7.81×100 8.01×100

150 8.59×100 9.15×100 9.45×100

Griewank 50 5.42×10-6 9.80×10-3 7.30×10-2

75 5.72×10-2 1.47×10-1 3.89×10-1

100 4.19×10-1 6.24×10-1 3.83×100

150 2.02×100 3.08×100 5.31×100

Problem Dim. Best Ave. Worst

Rosenbrock 50 9.01×101 1.32×102 9.02×102

75 7.09×102 1.38×103 1.92×103

100 1.08×104 1.73×104 2.79×104

150 8.45×105 1.97×106 4.12×106

Rastrigin 50 7.62×10-2 4.55×100 4.23×101

75 1.53×101 8.77×101 1.81×102

100 1.54×102 2.21×102 3.22×102

150 2.98×102 5.59×102 7.38×102

Schwefel 50 1.14×103 2.24×103 4.62×103

75 6.27×103 9.87×103 1.11×104

100 1.24×104 3.45×104 4.10×104

150 5.72×104 6.70×104 7.54×104

Ackley 50 9.89×10-4 2.44×10-3 3.56×10-3

75 2.66×10-1 8.52×10-1 7.25×10.0

100 5.26×100 7.81×100 8.01×100

150 8.59×100 9.15×100 9.45×100

Griewank 50 5.42×10-6 9.80×10-3 7.30×10-2

75 5.72×10-2 1.47×10-1 3.89×10-1

100 4.19×10-1 6.24×10-1 3.83×100

150 2.02×100 3.08×100 5.31×100

Problem Dim. Best Ave. Worst

Rosenbrock 50 1.36×100 1.25×102 8.80×102

75 2.30×100 5.36×102 9.79×103

100 9.96×101 9.07×102 9.82×103

150 9.76×102 2.85×103 1.40×104

Rastrigin 50 4.51×10-4 3.53×100 1.25×101

75 4.93×100 2.42×101 9.82×101

100 6.22×101 7.16×101 1.02×102

150 1.28×102 2.77×102 3.22×102

Schwefel 50 8.98×102 1.30×103 1.97×103

75 2.73×103 6.01×103 6.56×103

100 6.02×103 9.31×103 1.00×104

150 9.60×103 1.62×104 3.20×104

Ackley 50 4.74×10-4 1.71×10-3 2.24×10-2

75 1.30×10-1 7.96×10-1 1.58×100

100 1.89×100 2.49×100 4.12×100

150 4.57×100 5.75×100 6.68×100

Griewank 50 8.50×10-7 9.21×10-3 3.73×10-2

75 4.26×10-4 4.57×10-2 1.28×10-1

100 8.17×10-3 7.94×10-2 5.34×10-1

150 1.79×10-2 7.17×10-1 9.97×10-1

Problem Dim. Best Ave. Worst

Rosenbrock 50 1.36×100 1.25×102 8.80×102

75 2.30×100 5.36×102 9.79×103

100 9.96×101 9.07×102 9.82×103

150 9.76×102 2.85×103 1.40×104

Rastrigin 50 4.51×10-4 3.53×100 1.25×101

75 4.93×100 2.42×101 9.82×101

100 6.22×101 7.16×101 1.02×102

150 1.28×102 2.77×102 3.22×102

Schwefel 50 8.98×102 1.30×103 1.97×103

75 2.73×103 6.01×103 6.56×103

100 6.02×103 9.31×103 1.00×104

150 9.60×103 1.62×104 3.20×104

Ackley 50 4.74×10-4 1.71×10-3 2.24×10-2

75 1.30×10-1 7.96×10-1 1.58×100

100 1.89×100 2.49×100 4.12×100

150 4.57×100 5.75×100 6.68×100

Griewank 50 8.50×10-7 9.21×10-3 3.73×10-2

75 4.26×10-4 4.57×10-2 1.28×10-1

100 8.17×10-3 7.94×10-2 5.34×10-1

150 1.79×10-2 7.17×10-1 9.97×10-1

Problem Dim. Best Ave. Worst

Rosenbrock 50 1.39×10-2 8.73×100 9.71×101

75 7.01×10-1 2.57×101 1.14×102

100 5.75×100 5.34×101 2.10×102

150 9.98×101 1.32×102 4.39×103

Rastrigin 50 2.08×10-10 8.10×10-1 2.99×100

75 2.80×100 8.00×100 1.57×101

100 1.21×101 1.39×101 2.92×101

150 4.67×101 5.66×101 9.53×101

Schwefel 50 1.18×102 2.03×102 1.18×103

75 1.43×103 2.39×103 3.06×103

100 2.54×103 3.03×103 5.26×103

150 6.78×103 9.02×103 9.91×103

Ackley 50 3.30×10-9 5.70×10-5 2.21×10-3

75 1.85×10-5 2.44×10-4 1.55×10-3

100 1.51×10-3 7.17×10-2 3.74×10-1

150 1.48×10-1 1.96×10-1 2.46×100

Griewank 50 1.14×10-16 9.13×10-5 4.56×10-3

75 7.92×10-11 3.61×10-3 6.84×10-2

100 4.00×10-8 5.49×10-3 3.76×10-2

150 1.74×10-4 1.68×10-2 2.56×10-1

Problem Dim. Best Ave. Worst

Rosenbrock 50 1.39×10-2 8.73×100 9.71×101

75 7.01×10-1 2.57×101 1.14×102

100 5.75×100 5.34×101 2.10×102

150 9.98×101 1.32×102 4.39×103

Rastrigin 50 2.08×10-10 8.10×10-1 2.99×100

75 2.80×100 8.00×100 1.57×101

100 1.21×101 1.39×101 2.92×101

150 4.67×101 5.66×101 9.53×101

Schwefel 50 1.18×102 2.03×102 1.18×103

75 1.43×103 2.39×103 3.06×103

100 2.54×103 3.03×103 5.26×103

150 6.78×103 9.02×103 9.91×103

Ackley 50 3.30×10-9 5.70×10-5 2.21×10-3

75 1.85×10-5 2.44×10-4 1.55×10-3

100 1.51×10-3 7.17×10-2 3.74×10-1

150 1.48×10-1 1.96×10-1 2.46×100

Griewank 50 1.14×10-16 9.13×10-5 4.56×10-3

75 7.92×10-11 3.61×10-3 6.84×10-2

100 4.00×10-8 5.49×10-3 3.76×10-2

150 1.74×10-4 1.68×10-2 2.56×10-1
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Simulation of self-reproduction phenomenon of cells in two-dimensional 
hybrid-cellular automata model 
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Abstract: Understanding the generalized mechanism of self-reproduction is considered to be fundamental for 
application in various fields such as mass-production of molecular machines of nanotechnology. We developed a model 
for simulating cellular self-reproduction in two-dimensional cellular automaton. We demonstrated that the following 3 
functions can be realized. (1) Formation of a border similar to cell membrane. (2) Self-replication is achieved while 
maintaining a carrier containing information. (3) The division of the cell membrane is achieved while maintaining the 
total structure. Furthermore we constructed a hybrid cellular automaton model. To reduce the transition rules number, 
we considered not only the state transition rules but also the concentration diffusion of the Gray Scott model, which 
emerges self-reproduction phenomenon with certain parameters. 
 
Keywords: self-reproduction, cellular automaton, cell division, Gray Scott model 

 
 

I. INTRODUCTION 

Understanding the generalized mechanism of self-
reproduction is considered to be fundamental for 
application in various fields such as mass-production of 
molecular machines of nanotechnology and artificial 
synthetic of biology (synthetic biology). Furthermore, it 
is considered that large, complex machine systems of 
over a certain size are difficult to construct by the top-
down approach. Therefore, these complex systems are 
required to be constructed by the bottom-up approach, 
by applying the phenomenon of biological self-
organization. Thus we have to elucidate not only the 
details of the real cellular reaction network but also the 
necessary conditions for self-organized, self-replicating 
cells. 

Fifty years ago, von Neumann[1] initiated the study 
of self-reproduction model from a mathematical view 
point. This study theoretically proved the possibility of 
constructing a self-reproducing machine by cell state 
and transition rules of two-dimensional square cells. On 
the other hand, Neumann’ self-reproducing machine 
was large in size; therefore, it is difficult to implement 
this machine perfectly in a computer system [2]. 
Thereafter, Langton[3] developed a simple machine 
capable of self-reproduction abandoning the 
completeness of Neumann’s machine. Although the 
shape was very simple, the rules of transition are 
complicated and it could reproduce specific shapes. 

In our previous study[4], we developed a model for 
simulating cellular self-reproduction in  two-
dimensional cellular automaton. We demonstrated that 
the following 3 functions can be realized by the 
transition of two adjacent cells. 
(1) Formation of a border similar to a cell membrane. 
(2) Self-replication is achieved while maintaining a 

carrier containing information (information carrier). 
(3) The division of the cell membrane is achieved while 

maintaining the total structure of the cell. 
This study demonstrated the self-reproducing ability 

of a shape that was similar to that of real living cell. 
Figure 1 showed the results of a cell-type self-
reproducing two-dimensional cellular automaton. This 
is not a study to clarify all the necessary and sufficient 
conditions of self-reproduction. It is considered that it is 

 

Step 0 Step 9 Step 136 

Step 410 Step 232 Step 650 

Fig.1. Results of a cell-type self-reproducing two-
dimensional cellular automaton [4] 
 

The Sixteenth International Symposium on Artificial Life and Robotics 2011 (AROB 16th ’11), 
B-Con Plaza, Beppu,Oita, Japan, January 27-29, 2011

©ISAROB 2011 609



 

possible to simulate self-replication in a real dynamic 
chemical reaction environment by applying the 
transition rules determined in this study. 
 

II. OBJECTVE 

In this study, we constructed a hybrid cellular 
automaton model. Figure 2 shows the outline of hybrid 
model. To reduce the transition rules number, we 
considered not only the state transition rules but also the 
concentration diffusion of the field. We chose the Gray 
Scott model, which emerges self-reproduction 
phenomenon with certain parameters. In this hybrid 
model, information carriers activate the trigger of the 
self-reproduction phenomenon of the Gray Scott model, 
and cell membrane was formed by a part of the specific 
concentration of Gray Scott model. Using this model, 
we reduced the number of transition rules. 

 

III. RESARCH METHOD 

1. Cellular automaton model  
A two-dimensional triangular grid model was used 

in this study (Fig.3). The cell automaton was 
constructed by transition rules such that the state of the 
next step was decided by the state of the own cell and 
that of 6 neighboring cells. Each cell has a state (0–19) 
and direction (6 directions) as an attribute. In the 
triangular grid, calculation starts from a certain initial 
condition. The transition rules were divided into the 
following 4 phases: 1) state transition concerning cell 
membrane formation, 2) division of the information 
carriers, 3) movement of the information carriers, and 4) 
formation of the nuclear membrane surrounding the 
information carriers. In other words, first we applied 

transition rules of cell membrane formation and settled 
the total states in all cells. Then, we applied the 
transition rules for the division of information carriers, 
following which we applied the transition rule of 
movement of the information carriers and formation of 
the nuclear membrane. 

To cause objective state transitions of the cellular 
automata, these rules cause unexpected side effects. We 
divided the transition into 4 phases and discovered the 
transition rules because the discovery of whole 
transition rules was difficult at a time. 

 

2. Gray Scott model 
Concerning this cellular automaton model, cell 

transitions patterns are similar to the physical 
phenomena. Thus we considered the possibility of 
substitute of transition rules to non-liner quantity model 
like Gray Scott model. Equations of Gray Scott model is 
as follow. Self-replication patterns are caused under 
certain conditions (Du = 0.04，Dv = 0.02，F = 0.02，
k = 0.06, in this study).  

)1(2 VFVUVD
t
V

-+-D=
¶
¶

a     (1) 

UkFVUUD
t

U
U )(2 +-+D=

¶
¶

    (2) 

 

Cellular automaton model 

State distribution based on the 
Gray Scott model 

Reproducing 
of cell division 
phenomenon 

by mutual 
interaction of 
simple rules 

and field 
equations 

Control the cell transition 
with quantity of field 

Control the quantity of 
field with cell transition 

Fig.2. Outline of hybrid cellular automaton model 

Fig.3 Triangular grid model in this study 

a 

Each cell; 
・state; 0～19 
・direction; 1～6 
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2 Step 10 Step 20 Step 

32 Step 50 Step 66 Step 80 Step 

90 Step 97 Step 101 Step 

Fig.4 Results of hybrid cellular automaton model 
GS model 

CA model 

CA model 

CA model 

GS model 

GS model 

Information 
carriers 

Nuclear 
membrane 

Cell membrane 

Initial condition 
Only information carriers 
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3. Transition rules 
Each cell was renewed by transition rules and the 

state of the next step was decided by the state of the cell 
and that of 6 neighboring sites. It is not found the 
method to derive transition rules according to 
uniformity law automatically at this time. Therefore, we 
constructed step-by-step transition rules according to 
the movement of the cell in the automaton. 

In this hybrid model, firstly information carriers 
activate the trigger of the Gray Scott model. States of 
cell membrane appears under certain concentration of 
Gray Scott fields. The movement of nuclear membrane 
was controlled by concentration of Gray Scott fields. 

IV. RESULTS 

 Figure 4 shows the process of formation of cell 
membrane, and the process of division of the 
information carriers with the cell membrane. Thus, we 
were able to replicate the phenomenon of cell-like 
division. 

Table1 shows the number of transition rules of 
cellular automaton model and hybrid model. Using this 
hybrid model, we reduce the number of transition rules. 

 

V. CONCLUSION 
Our model produced a self-reproducing 

phenomenon in a cell shape with few state transition 
rules. Future directions are as follows:  

- Find other transition rule sets. 
-Find a way to automatically derive transition   

rules based on the uniformity law.  
-Apply transition rules to particle collision         

theoretically. 

We believe that transition rules of this model can be 
applied to simulate self-replication phenomena in a real 
dynamic chemical reaction environment by applying 
transition rules determined in this study. We plan first to 
achieve cell-division simulation of a discrete particle 
reaction.  It is comparatively easy to replace state 
transition rules with collision / reaction rules of discrete 
particles.  

We next plan to achieve cell-division simulation of 
continuous chemical reaction simulation. We can 
convert discrete particles rules to chemical equations. 
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carriers movement

17―17Application of transition 
rules of information 
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Abstract: We describe a simple physics model of a butterfly and an approach to its flight control by the genetic 

algorithm (GA) and the artificial neural network (ANN). A physics model consists of two kinetic equations which are 

led by a simplification of fluid force. A butterfly's flight is controlled by an ANN. The GA optimizes weights of the 

ANN for the suitable flight. This approach resulted in the flight which is obtained by maximizing the prepared fitness. 

However, the optimized ANN did not have a generality and a butterfly fell down in changing the initial height. A 

transition of fitness throughout processes of evolution showed that too much optimization tends to break the generality. 

We call this phenomenon "over-evolution". Changing conditions of experiments prevented the over-evolution. 

 

Keywords: Physical simulation, Drag force, Butterfly, Real-coded genetic algorithm, Artificial neural network 

 

 

I. INTRODUCTION 

Flights by a flap of wings are difficult actions. The 

motion of life existing on the ground is restricted to the 

two-dimensional space, that is, the ground. On the other 

hand, life in the air, such as the bird and the butterfly, is 

able to move freely in the three-dimensional space 

without falling down. It is very interesting to understand 

these flying creatures deeply. However, there are few 

researches on them as the artificial life because of the 

requirements of many computational resources.  

We first overlook previous works on the three-

dimensional physical simulation. Terzopoulos et al [1]. 

modeled the artificial fish by springs and sensors. 

Although it seemed to be a real fish, the calculation of 

the drag force was dispensed with. Usami [2] simulated 

the motion of a fish using the moving particle method. 

However, it was confined to the two-dimensional 

simulation. Wu et al [3]. proposed a model of bird for 

the computer graphics. Their bird consisted of parts 

connected by springs and it was taken account of the lift 

and drag forces. It is one of a few studies of the flying 

creatures.  

Sims [4] showed various shapes of artificial life and 

behaviors, such as walking, jumping and swimming. 

Both shapes and behaviors had been acquired by the 

evolutionary algorithm (EA). This work showed that the 

environment gave life various shapes and behaviors, so 

it is very remarkable. Reil et al [5]. applied EAs to the 

control problem of bipedal walking.  

We had studied a modeling and simulating method 

for various types of artificial life using physics engines 

[6]. To simplify the flight mechanism and to reduce a 

computational amount, we modeled a butterfly’s flight 

into two kinetic equations. In this paper, we describe the 

method of a model and control of butterfly. A model is 

described in Section Two and the control in Section 

Three. We also refer to the problem about an optimized 

controller. Section Four explains the details of this 

problem and a solution based on properties of actions. 

Finally, our work is summarized in Section Five as 

conclusion.  

 

II. MODELING 

1. Drag force 

The external force that acts on a flying butterfly is 

drag force besides gravity. Simplified the drag force ∆D 

for each surface of an object is  
 

2
   

2

1
pdp vCAD ∆=∆ ρ            (1) 

 

where ρ is the density of air, ∆Ap is the area of a surface, 

Cd is the drag coefficient and vp is the velocity relative 

to air.  

The drag force works at the center of gravity and it 

is perpendicular to a surface. In applying (1) to an 

object, the drag force is calculated for only the surface 

facing to the direction of the velocity. If the surface is 

relatively large, we divide it into sub-surfaces and 

calculate for each sub-surface for accuracy.  
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Fig.1. The shapes and parameters of the model 

 

2. Modeling butterfly 

Based on (1), two kinetic equations are formalized. 

For simplification, we assume that a wing of butterfly is 

an inverted triangle plane which is shown in Fig.1. 

Parameters used in the model are listed in Table 1.  

 

A. Drag force acting on wings 

Wings rotate up and down on the body. A minute 

area dS(x) at a distance x from the body, and drag force 

dF(x) which acts on dS(x) is expressed by 
 

 ( ) x
L

xW
xS d

 
d =               (2) 

  Sx CρxF d d )(  
2

1
)(d 2ω=           (3) 

 

 (3) is integrated from x = 0 to x = L, then the total 

drag force F acting on two wings is given by 
 

2

4
wvF

α
=                 (4) 

 

where α is a coefficient and vw is a velocity of the end of 

a wing. They are expressed by 
 

ωα        ,  LvWLCρ wd ==          (5) 

 

B. Change of drag force by tilt angle 

It is known that the flapping motion of a butterfly is 

expressed by the cosine function. In this case, the total 

amount of the drag force for one cycle of the flapping 

equals zero, then a butterfly goes down by gravity. 

Changing the tilt angle φ makes a butterfly fly up.  

For simplification, we assume that the upward 

velocity vy is relatively small. When a butterfly is tilted 

by φ and moving forward at speed of vz, vw is replaced 

by vw’. It is expressed by 

 

Table 1. The parameters of the model 
Explanation Variable 

Length of wings L 

Width of wings W 

Angular velocity of wings ω 

Flapping angle of wings θ 

Representative area of a body Sb 

Mass of a butterfly M 

Tilt angle of a butterfly φ 

Horizontal distance z 

Forward velocity vz 

Height y 

Upward velocity vy 

 

ϕω sin zw vL'v −=             (6) 

 

Accordingly, the drag force (4) is also re-expressed. 

Dividing it into the forces in the direction of y and z axis 

and considering the flapping angle θ lead to  
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     (7) 

 

where Fby and Fbz are the drag forces acting on a body. 

They are expressed by 
 

22
   

2

1
   ,    

2

1
zbdbzybdby vSCFvSCF ρρ ==   (8) 

 

III. CONTROL 

The flight of a butterfly is controlled by an evolving 

artificial neural network (EANN) [7]. θ is given by the 

cosine function of 10[Hz], while φ is controlled by an 

EANN. 

 

1. A controller by EANN 

We use a three-layered feed-forward artificial neural 

network (ANN) as a controller. There are six neurons in 

the input layer, six in the middle layer and one in the 

output layer. The input signals are φ, ω, θ, vy, y and vz. 

The output is a difference value of φ.  

A real-coded genetic algorithm (RCGA) is used to 

optimize weights of ANNs. The tournament selection of 

size = 2, the elite selection, the BLX-α crossover of α = 

0.45 and multiplying each weight by a random value in 

range of [-2,2] for a mutation are used as operators of 

the RCGA. The group size is 40, the crossover rate is 

1.0 and the mutation rate is 0.01 for each weights.  
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2. A result of evolution 

We have experimented on a simple evolution of our 

butterfly model. The fitness value H is given by  
 

( )
( )( )∑

= 







+
=

max

0
1.0abs

t

t

z

ty

tv
H            (9) 

 

where t is a time in the simulation and tmax is a 

terminated time of a simulation. H is very high when a 

butterfly goes forward rapidly and stays at height of 

0[m]. In this experiment, we use tmax = 20.0[s], a time 

step in Runge-Kutta method is 1/240 and the initial 

height of a butterfly is 0[m].  

Transitions of the fitness are shown in Fig.2. The 

maximum fitness hardly increase in late generations, 

therefore ANNs are evolved enough.  

A track of the flight by the best ANN is shown in 

Fig.3 and a transition of φ in Fig.4. A height of a 

butterfly changes little in early time and finally keeps at 

0[m]. φ always changes periodically like θ. However, a 

range of φ changes along with a change of a height. A 

snapshot of a flight is shown in Fig.5.  

 

IV. OVER-EVOLUTION 

It is known that an ANN has a generality. For 

example, an ANN learned by sample data usually 

recognizes other data in the pattern recognition. 

Therefore we have examined a generality of the evolved 

ANNs. Then we have discovered a problem.  

1. Generality for changes of initial heights 

The ANN learned by evolution in Section Three 

enables a butterfly to keep a height. Therefore we 

supposed that this ANN works well for different initial 

heights. When a butterfly starts at 10[m] or -10[m], 

however, it falls down quickly and can not keep at 0[m].  

This might happen unfortunately, so we tried some 

times. Through some experiments, we found out that 

ANNs in a middle of evolution tend to be successful for 

different initial heights. Typical transitions of the fitness 

are shown in Fig.6. Fitness starting at different initial 

heights, that is to say, a generality, mostly increases in 

early generations. However, as the fitness for 0[m] that 

is an evolutionary guidance increases enough, a 

generality tends to be lost. A generality for -10[m] is 

easier to be lost than one for 10[m].  

We call this reduction of generality “over-evolution”. 

It resembles the over-learning, which appears in a 

training of ANNs with sample data sets. An excessive 

learning reduces a generality in both over-learnings and 

over-evolutions. However, an over-evolution does not 

always happen, but happens by the probability.  

To show a characteristic of over-evolutions 

numerically, we have experimented on evolution three 

hundred times. Each evolution is continued to the two 

thousandth generation. The average fitness is shown in 

Fig.7. The average fitness for 0[m] gradually increases, 

while the average fitness for 10/-10[m] decreases after a 

certain generation in a middle of evolution. The 

probabilities that the fitness for 10/-10[m] is within a 

range from a half times to one and a half times as many 

0

50000

100000

150000

0 1000
Generation

F
it

n
es

s 
H

Maximum
Average

-0.1

-0.05

0

0.05

0.1

0 20

z  [m]

y
 [

m
]

-30

-20

-10

0

10

20

30

0 3
Elapsed time [s]

φ
 [

ra
d
]
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Fig.5. The snapshot of a optimized flight 
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as the fitness for 0[m] are shown in Fig.8. As evolution 

progresses, the probability decreases.  

 

2. Variation of generality by aimed tasks 

Based on the results above, we set a hypothesis; the 

generality depends on the behavior led by given 

conditions. In our evolution, the best behavior is a 

flying forward as possible as fast at height of 0[m]. 

Compared with 0[m], a descending from 10[m] to 0[m] 

is additionally needed in starting at 10[m]. In the same 

as 10[m], flying up is additionally needed in starting at -

10[m]. The best behavior in starting at 10[m] or -10 m] 

includes one in starting at 0[m], therefore we supposed 

that a generality of the ANN learned by the evolution in 

starting at 10[m] or -10[m] is higher than one at 0[m].  

The average fitness in three hundred evolution 

started at 10[m] is shown in Fig.9 and one of -10[m] is 

shown in Fig.10. The ANN evolved by starting at 10[m] 

performs well in starting at 0[m] and 10[m] only, while 

the ANN evolved by starting at -10[m] is successful in 

all three cases. Flying up is more difficult action than 

flying down, therefore this result probably happened. In 

this simulation, the flight starting at a low height is a 

“critical task”, which leads to higher generality.  

 

VI. CONCLUSION 

We modeled a butterfly based on the physical law 

and controlled it by EANNs. By many evolutionary 

simulations, it is shown that an over-evolution problem 

can happen in evolution of EANNs. The generality of 

EANNs are rarely discussed. However, if a universal 

method to achieve high generality is discovered, 

EANNs become more useful. Our research can be a key 

for leading to this great discovery. In the future, there 

will be need to examine whether an over-evolution can 

appear in other model or not.  
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Fig.6. The typical evolution       Fig.7. The average fitness of 0[m]        Fig.8. The probability 

Fig.9. The average fitness of 10[m]            Fig.10. The average fitness of -10[m] 
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Abstract: This paper presents how the differences appear when the artificial creature, which has wings in

 right and left sides of the body, autonomously behaves in the air environment and in the water environment. 

We construct approximate fluid environments with low computing costs to simulate the behavior acquisiti

on for artificial creature. Also, we propose a simulation method for the artificial creature in two environ

ments. As a result of simulation, we verify that it is possible for the creature to acquire behaviors in t

wo different virtual fluid environments. After evolution, the creature behaves effectively by using leverag

e fluid forces in each virtual environment. 
 

Keywords: Artificial Life, Evolutionary Computations, Control Methods 

 

 

I. INTRODUCTION 

Many computer simulations have been performed for 

studying acquiring behaviors, evolution, and learning 

methodologies on a virtual artificial life creature in the 

field of artificial life (Alife) and evolving robotics. X.Tu 

et al.[1] realized a behavior of an artificial fish whose 

controller learns swimming in the virtual water 

environment. C.W.Reynolds[2] proposed a flock 

simulation approach based on a distributed behavioral 

model without setting the orbit of each bird. This 

approach makes it easy to create flock animation. 

K.Sims[3][4] showed that the virtual creature can 

acquire its morphology and behavior by an evolutionary 

methodology based on the creature's competition. Many 

studies for behavior acquisition are based on Sims' 

studies. N.Chaumont et al.[5] applied Sims' model to 

evolution of virtual catapults. This creature could throw 

its parts as far as possible. There are a lot of simulations 

for artificial creature using physical calculating engines. 

They enable these creatures to obey physics law easily. 

I.Tanev et al.[6] simulated a side winding locomotion of 

a “snake-like robot”. In these studies, the experimental 

environment is set as an ideal environment in a 

computer simulation space because they considered that 

the methodology of evolving learning behavior in an 

ideal environment is more important than acquisition of 

the similar behavior in a realistic environment. 

Therefore, the influenced force from the fluid 

environments to the artificial creature is not precisely 

analyzed. Instead, the implemented force adopted the 

simple calculation methods for reducing the computing 

time. On the other hand, in a field of numerical fluid 

dynamics, many fluid simulations are based on a finite 

element method and a particle method and so on. 

S.Koshizuka et al.[7] suggested the moving particle 

semi-implicit method. It makes it easy to create 

animation on the water surface. Y.Usami[8] did a 

simulation of swimming motion on Anomalocaris 

model in the virtual two-dimensional water environment 

using the particle method. The finite element method 

and the particle method give accurate results but 

consume much computational time. Therefore, it is 

unsuitable for a real-time simulation to acquire 

appropriate behaviors in virtual environment. However, 

we consider that the virtual environment needs to obey 

the physical laws for the virtual creature to acquire a 

more natural policy of adaptive behaviors.  

In this study, we construct approximate fluid 

environments which enable us to do the behavior 

acquisition simulation with low computing costs. Also, 

we propose a simulation method for the artificial 

creature in consideration of two different environments, 

under-water and air. The artificial creature imitating bird 

is modeled by connecting rigid bodies. This artificial 

creature can behave by flapping their wings in two 

environments, which are given by changing some 

physics parameters such as density and drag coefficients. 

To control wings and learn the behaviors, an artificial 

neural network (ANN) is implemented with the creature. 
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Fig.1. Buoyancy model Fig.2. Drag model 

Genetic algorithm (GA) is applied to ANN by its 

evolution. As a result of simulation, we verify that it is 

possible for this creature to acquire behaviors in two 

different virtual fluid environments. After evolution, this 

creature behaves effectively by using leverage fluid 

forces in each virtual environment. In addition, we 

analyze the acquired behaviors by the examining a 

relation between fluid environments and acquired 

behaviors. 

II. CONSTRUCTION OF VIRTUAL FLUID 

 ENVIROMENTS 

We assume that the buoyancy and drag act as the 

force that virtual objects (rectangular parallelepipeds) 

receive from the fluid effect. We construct a virtual fluid 

environment by modeling two forces acting on the 

object in the environment. These two forces compare to 

the buoyancy and drag respectively. The simulation is 

performed by calculating movement of the object which 

obeys a physics law, resulting in an animation. We use 

the "PhysX[11] (offered by the NVIDIA)" as a physical 

calculating engine. PhysX is applied to calculate a basic 

physical operation, for example, gravity, frictional force, 

collision among virtual objects, and so on. In the virtual 

environment, the density of the air ρA is 1.205[kg/m
3
], 

the density of the water ρw is 998.203[kg/m
3
] and 

acceleration of the gravity g is 9.8067[m/s
2
]. We 

construct two fluid environments by changing the 

parameter of fluid density. 

1. Modeling Buoyancy 

Based on Archimedes' principle, we model the 

buoyancy as a force whose strength FB is equal to the 

weight of the fluid volume which an object occupied in 

the fluid. This force acts on the center of mass in the 

opposite direction of gravity (Fig.1). The strength of the 

buoyancy in the fluid environment, FB[N] is given by 

equation (1), 

FB = ρVg                 (1) 

 

 
 

(a) 

 
(b) 

Fig.3. Artificial creature model 

where ρ[kg/m
3
] is the density of the fluid, V[m

3
] is the 

volume of the object, and g[m/s
2
] is the acceleration of 

the gravity. 

2. Modeling Drag 

Based on fluid dynamics, we model the drag as 

uniformly distributed forces to the surface of the object 

in the opposite direction of moving direction (Fig.2). In 

the field of fluid dynamics, using the dynamic pressure 

of a flow 
1

2
 ρU

2
[kg/m・s

2
] derived analytically as the 

strength of the drag in the fluid, FD[N] is given by 

equation (2), 

FD = 
1

2
 CDρSU

2
             (2) 

where CD is a scalar quantity called the drag coefficient, 

and S[m
2
] is the reference area of the object. The drag 

coefficient depends on the shape of the object. In this 

study, the drag coefficient of a rectangular 

parallelepiped CD is 1.50. The reference area of the 

object is the projection area of the object to the plane 

which is perpendicular to a flow. 

Artificial creature can generate propulsion force by 

moving its bodies because the modeled drag force is 

added to its bodies when this creature moves its bodies. 

III. EXPERIMENT FOR BEHAVIOR 

ACQUISITION 

We examine how the differences appear when the 

artificial creature autonomously behaves in the air 

environment and in the water environment. It is 

assumed that the model must move upward as 

efficiently as possible. Evolutionary computing (EC) is 

adopted to obtain the adaptive behavior. 

Drag (FD) 

Moving Direction 
Buoyancy (FB) 

Gravity (mg) 

Plane view 

Front view 

Left Wing Right Wing 
Body 

○：Actuator 
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Table 1. Dimensions of each part of model 

Parts Size [m] Density [kg/m
3
] 

Body 4.0×4.0×0.50 
100.0 (in air) 

998.2030 (in water) 

Right Wing 6.0×3.0×0.250 
100.0 (in air) 

998.2030 (in water) 

Left Wing 6.0×3.0×0.250 
100.0 (in air) 

998.2030 (in water) 

Table 2. Input and output parameters of ANN 

Input 

A flapping angle of a wing for a gradient 

of body in each time (θR, θL) 

An angular velocity of a wing for a body 

in each time (ωR, ωL) 

An inner product of vertical upward vector

 and cross direction vector of its body 

An inner product of vertical upward vector

 and forward direction vector of its body 

Output 
A difference flapping angle of a wing for a

 gradient of body in each time (θR, θL) 

1. Artificial Creature Model 

We create the artificial creature by connecting rigid 

bodies with actuators. The modeled artificial creature 

imitates a bird, which can behave by controlling its 

wings. After evaluation of the artificial creature by EC 

in two environments, this creature behaves effectively 

by using leverage fluid forces in each virtual 

environment. Figure 3 (a) shows an artificial creature 

model. This model consists of three rectangular 

parallelepipeds. Table 1 shows the dimensions of each 

part of this model. The model has two actuators with 

one degree of freedom (Fig.3 (b)) 

2. Control Method for Artificial Creature Model 

ANN is introduced to control artificial creature's 

actuators for flapping autonomously based on its state. 

ANN consists of the outputs of the three-layer feed-

forward ANN. Table 2 shows the input and output 

parameters of the ANN. The number of the neurons in 

the hidden layer is same number of ones in the input 

layer. Synaptic weights of the ANN are initialized by a 

random value at first. This creature enables itself to 

behave by optimizing the ANN synaptic weights. 

3. Experiments for Behavior Acquisition 

We experiment to examine how the differences 

appear when the artificial creature autonomously 

behaves in the air environment and in the water 

environment. The GA optimizes the synaptic weights of 

an ANN. Table 3 shows experimental conditions. An 

evaluated value for the GA as a fitness function is set so 

that the creature flies as high as possible. This evaluated 

value Feval is given by equation (3). 

Table 3. Experimental condition 

ANN 

The number of the neuron 

in the input layer 
6 

The number of the neuron 

in the hidden layer 
6 

The number of the neuron 

in the output layer 
2 

A range of an object 

flapping angle 
[-50°, 50°] 

GA 

Genotype Weightij 

Phenotype Feval 

Population 30 

1Step 1/120 [s] 

Simulation step 1200 

Generation number 200 

Crossover probability 0.10 

Mutation probability 0.90 

 

Feval = 
t=0

 Step
  Height(t)            (3) 

 

where Step is the number of steps used for the 

simulation at each generation, Height(t) is the height of 

the artificial model at step t, We use a rank selection as a 

reproduction operation based on the evaluated value and 

an elite preserving operation in the GA. We sort the 

individuals in ascending order of their evaluated value 

and preserve the best five individuals. The others are 

modified by crossover and mutation operations. The 

artificial creatures evolve, learn, and acquire the 

behaviors in the two fluid environments. 

4. Result and Discussion 

We upload the movies to URL[12] that the artificial 

model acquired behaviors in two fluid environment. 

Figure 4 shows the angle between the body and both 

wings in the air environment for one second after 

learning. Figure 5 shows the angle for one second after 

learning in the water environment.  

From these results, in the air environment, both 

wings of the model oscillate periodically. The speed to 

swing down the wings is faster than that to swing up the 

wings. Therefore, the model after leaning can move 

upward by rather swinging down the wings than swing 

up the wings to generate a drag difference (Fig.6 (a)) 

and needs to balance itself by generating the force larger 

than gravity. On the other hand, in the water 

environment, the angle between the body and both 

wings propagate from the right wing to the left wing. 

The angle between the body and left wing is larger than 

that between the body and the right wing. Therefore, the 
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    Elapsed step 

Fig.4. Angle of body and both wings 

in the air environment 

 
    Elapsed Step 

Fig.5. Angle of body and both wings 

in the water environment 

model after leaning can move upward by oscillating 

periodically like a sea snake (Fig.6 (b)). The right wing 

plays a role of head, and the left wing plays a role of tail. 

VI. CONCLUSION 

In this paper, we modeled the received effect from 

the fluid environment by introducing two forces 

comparing to buoyancy and drag and constructed two 

fluid environments (in air environment and in water 

environment) by changing the parameter of fluid density. 

Secondly, we examine how the differences appear when 

the artificial creature model autonomously behaves in 

the air environment and in the water environment. From 

the result, it is possible for the model to acquire 

behaviors in two different virtual fluid environments by 

using evolutionally computations (ANN and GA). After 

learning, this creature behaves effectively by using 

leverage fluid forces in each virtual environment. In a 

future, we would like to experiment that the artificial 

creature which has wings in right and left sides of the 

 

(a) Air environment (b) Water environment 

Fig.6. The model acquired behavior 

body acquires behaviors to move freely in the air 

environment and in the water environment by 

controlling flapping angles and feathering angles. 

Additionally, we would like to explore "life-as-it-could-

be" by controlling the artificial creature which has 

many wings. 
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Abstract: This study aims at establishing a new computer aided animation method using the agent-based and physics 
modeling based animation. The specific problem we treat in this paper is to acquire an adaptive behavior of a virtual 
creature placed in a complex environment and to create the animation of its behavior automatically. The virtual creature 
is regarded as an autonomous agent who has sensors, actuators, and controllers. For controlling the virtual creature, 
ANN and CPG are adopted as the controllers. Optimization algorithm is introduced for learning the controllers. 
Numerical experiments proved that the virtual creature acquires effective motions (walking, swimming) to pursuit the 
destination, and to avoid the obstacle and other creatures. 
 
Keywords: Artificial Neural Network, Central Pattern Generator, Evolutionary Algorithm, Artificial Life 

 

I. INTRODUCTION 

Computer-aided animation using the computer 
graphics technology becomes more important in various 
fields such as physics, engineering, entertainment, and 
medical science. In entertainment field, physics 
modeling based simulation for generating the realistic 
object motion has attracted researchers attention, and 
many works have been presented in this decade[1],[2]. 
On the other hand, the physics modeling based 
animation for artificial-beings, which can autonomously 
behave as living organisms in the earth, is still an 
undergoing research matter. A motion capture method is 
mostly adopted to create the animation for the artificial-
beings. However, this method consumes lots of time and 
requires an expert knowledge for creating the animation.   

The agent-based approach is efficient solutions for 
overcoming problems that the motion capture method 
has. This study aims at establishing a new computer 
aided animation method using the agent-based and 
physics modeling based animation. The specific 
problem we treat in this paper is to acquire an adaptive 
behavior of a virtual creature placed in a complex 
environment and to create the animation of its behavior 
automatically. The complex environment means a 
dynamically changed environment caused by fluid 
influences, obstacles and interaction among agents. 

For generating a control signal with rhythmic pattern 
which is observed in living organisms, we implement a 
controller of the virtual creature by a combination of a 
central pattern generator (CPG) and an artificial neural 
network (ANN).  

Evolution of the virtual creature is realized by 
learning ANN and CPG. An optimization algorithm is 
introduced into learning for evolving the virtual creature 
placed in complex environments. An evaluation 
function to evaluate the behavior of the virtual creature 
for the optimization algorithm is based on radical 
characteristics of life such as energy conservation, target 
pursuit and evasion from obstacle. This evaluation 
function is applicable to evaluate virtual creature which 
has any shapes. 

II. VIRTUAL ENVIRONMENT 

All experiments described below are performed 
under virtual environment which fundamental physical 
law is considered. We adopt a dynamics engine for 
implementing the fundamental physical law with virtual 
environment. The adopted engine is PhysX, presented 
by NVIDIA[4]. PhysX allows us to simulate physical 
dynamics and phenomenon of a rigid object such as 
gravity, action-reaction, friction, restitution, and 
collision. Additionally, this environment is implemented 
influenced forces caused by fluid. 

II. VIRTUAL CREATURE 

1. Salamander model 
A salamander is modeled as a virtual creature. The 

salamander can behave itself under the water and air 
resistances namely a complex environment. Then, we 
examine the salamander behavior by evolving it in the 
complex environment. The salamander consists of 
seventeen rigid objects whose geometric and physical 
data are shown in Table1. The salamander has two 
sensors and twelve actuators (see Fig.1). 
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Fig.1. Salamander model 

 
Table1. Data of components of the salamander model 

Body Components Value 
Density ρ=1000 [kg/㎥] 
Restitution 0.2 
Static friction 0.2 
Dynamic friction 0.1 
Limb Components Value 
Density ρ=1000 [kg/㎥] 
Restitution 0.2 
Static friction 0.9 
Dynamic friction 0.8 

2. Sensors 
Optical sensors can detect a light strength SL from a 

light source placed in a virtual space. SL is defined by  
(1), where θL is an angle between the light source and 
the sensor direction, and Br is brightness of an light 
source. Inclination sensors detect a Inclination of 
sensors SL according to (2), where θI is a inclined angle. 
Pressure sensors detect a environmental pressure SP 
according to (3). These values turn into inputs of the 
salamander controller. 

¯
®
­ ���
 

otherwise
S L

L

2/2/ STS
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cos: LrB T  (1) 
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¯
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otherwise
thresholdP

S P 0:
1:    (3) 

3. Actuators 
Actuators have a three degree of freedom in rotation, 

and these are driven according to driving torques which 
is generated by the controller. 

4. Controller 
For generating a control signal with a rhythmic 

pattern, a controller of the virtual creature is modeled by 
a combination of a central pattern generator (CPG) and 
an artificial neural network (ANN). A structure of the 
controller is shown in Fig.5. ANN receives signals from 
sensors and actuators (see Table2), and it calculate CPG 
parameters. CPG converts ANN outputs into control 
signals which have the rhythmic pattern. 

 
Fig.2. Controller Configuration diagram 

 
Table2. Input signal of ANN 

From each sensor Value 
Light strength SL �[-1, 1] 
Inclination of sensor SI �[-1, 1] 
Environmental pressure SP �[0, 1] 
From each actuator Value 
Angle cosθA �[-1, 1] 
Normalized angular velocity ωA /ωAmax �[-1, 1] 

ANN is a well-known brain model. It consists of a 
set of neurons and set of synapses. Learning of ANN is 
performed by adjusting a set of weights assigned to 
synapses. A neuron model of ANN is defined by (4) and 
(5), where ui is an input of each neuron, vi is an output 
of each neuron, wji is a synaptic weight, and T is a 
temperature coefficient. An output of ANN becomes 
parameters for modifying a CPG output. 

¦ 
j

jjii vwu    (4) 

1
1
/ �

 � Tui e
v    (5) 

CPG is a well-known neural model for generating a 
rhythmic pattern which is observed in behavior of living 
organisms [4],[5]. A neuron model of CPG is defined by 
(6)-(8), where Tr and Ta are coefficients of time response, 
aij is a synaptic weight between CPG neurons, gi is a 
parameter for modifying an amplitude of output signal, 
and bi is a parameter for modifying a frequency of the 
output signal. CPG parameters are optimized by an 
optimization algorithm to acquire a periodical signal 
whose frequency is under 60[Hz] (see Table3). The 
number of CPG neurons is equals to the total number of 
degrees of freedom for actuators. Actuators are driven 
according to output signals from CPG as control torques. 

¦ ��� �
j

iiijijiir gzbyaxxT &  (6) 

iiia yzzT  �&    (7) 

),0max( ii xy     (8) 
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Table3. CPG constants 
Synaptic weight aij =1.070772 
Rise time constant Tr =1.181958 
Time lag of the adaptation 
effect 

Ta =0.153337 

3. OPTIMIZATION OF CONTROLLER 
A salamander’s behavior is dominated by the 

controller. Therefore, adapting the salamander to an 
environment depends on adjustment of weights assigned 
to synapses in ANNs and CPGs. This adjustment is so-
called learning. However, it is difficult to define 
learning signals to train controller when the virtual 
creature has complicated shapes and it virtually lives in 
the complex environment. For letting the controllers 
learn, we adopt Genetic Algorithm (GA) with real 
number encoding. The GA optimizes synaptic weights 
of ANNs and CPGs. A chromosome is represented by a 
set of weights. Table4 shows parameters for 
optimization.  

 
Table4. Parameters for Genetic Algorithm 

Number of chromosome 200 
Mutation rate PM =0.05 
Crossover probability PC =0.1 

 
The optimization process consists of the following 

steps. 
I. Simulate each virtual creature in a constructed 

environment according to ANNs and CPGs 
generated by each chromosome. 

II. Evaluate behaviors of each creature by use of a 
given fitness function. 

III. Reproduce new creatures. 
IV. Perform GA operations (selection, crossover, 

and mutation). 
V. Return to step II and repeat until the 

termination condition is satisfied. 
The mutation operation randomly selects a 

chromosome (a set of weights) and extracts a gene (a 
weight) from it with the mutation rate PM and replace 
the gene to a random number [-1.0, 1.0]. The crossover 
operation selects a couple of chromosomes with the 
crossover probability PC and selects one of the output 
neuron and its neighborhood synapses (which are 
connected to the selected neuron unit directly). Then 
these selected synapses of one chromosome are 
swapped to those of other chromosome. 

 
Fig.3. Evaluation values 

 
(a) pattern A 

 
(b) pattern B 

 
(c) pattern C 

 
(d) pattern D 

Fig.4. Settings of the Evaluation 
 

We treat a learning problem what behavior a 
salamander can acquire when it moves towards a given 
destination and evade from obstacle. It is expected that 
walking, running, or swimming emerges from the 
acquired behavior in the given environment.  

In this problem, a light source is set in the field as a 
pheromone (destination or obstacle). All light source 
can change these brightness Br within [-1,1]. When the 
brightness has positive value, we treat it as the 
destination. Otherwise, we treat it as the obstacle. 

A fitness function consists of two fundamental 
behavior evaluations. The first evaluation is formulated 
so as to maximize the cumulated propulsive component 
of velocity V during the salamander moving (see Fig.3). 
The second one is formulated so as to maximize the 
cumulated cosine value of the angle between the sensor 
and the light source L during the salamander moving.  

These two evaluations are expressed in (11)-(12), 
where NS is the number of sensors. 

¦¦ 
step
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Br = 1.0 Br = -1.0 

Br = 1.0 Br = -1.0 

Light source 
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These values are calculated under four initial 
positions shown in Fig.4. Therefore, the fitness function 
(Eq.(13)) is expressed as a cumulated product of Eq.(11) 
and Eq.(12). 

¦ 
pattern

p
pp LVLVf ),(

rr   (13) 

4. EVOLVING SALAMANDER BEHAVIOR 
Experiments are performed in the following 

conditions. Basic parameters of experiments are shown 
in Table 5.  

 
Table5. Parameters for optimization 

Time resolution 1/60 [sec] 
Simulation time 3000 [step] = 50 [sec] 

 
Each experiment is performed under the different 

environment described bellow. 

1. Acquired behavior on the ground 
In the first experiment, the salamander is placed on 

the ground. Also, the friction and air influence are 
implemented with the environment. 

Fig.5 shows a snapshot of a motion that the 
salamander moves on the ground after the optimization. 
The salamander acquires effective motions to reach the 
goal as fast as possible. The achieved motion looks like 
a “walk” behavior. 

2. Acquired behavior in the water 
In the second experiment, the salamander is placed 

in the water environment. 
Fig.6 shows a snapshot of a motion that the 

salamander moves in the water after learning. The 
controller acquires control signals which cause rapid 
propagation of vibrations for generating a thrust force 
by harnessing the water resistance. The achieved motion 
looks like a “swim” behavior. 

3. Behavior emergence in complex environments 
Fig.7(a)-(c) show behavior emergence of the virtual 

creature in the environment with an obstacle. Fig.7(d) 
shows emergence of a swarm behavior. Each Creature 
acquires the tracking behavior toward to the destination, 
and the avoiding behavior from obstacles and other 
creatures. 

VI. CONCLUSION 

We aim at establishing a new computer aided 
animation method. For this purpose, the agent-based  

 
Fig.5. An acquired behavior on the ground 

 
Fig.6. An acquired behavior in the water 

 

 
(a) First destination 

 
(b) Second destination 

 
(c) Third destination 

 
(d) Swarm behavior 

Fig.7. behavior emergence in complex environments 
 

and physics modeling-based animation method is 
introduced. Numerical experiments proved that the 
virtual creature acquires effective motions (walking, 
swimming) to pursuit the destination and to avoid the 
obstacle and other creatures. 
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Abstract: Amorphous computing is a computational paradigm for realizing global computation as a result of local 
communication among identical computational particles which are irregularly distributed over space. Each 
computational particle has a small computing power and a small amount of memory, and executes an identical program 
with no synchronization. In the original model of amorphous computing, particles did not have motility resulting from 
physical interactions and could not form any significant structures by their self-organization in three-dimensional space. 
In this paper, we propose a new approach to construct desired structures of programmable particles in three-dimension 
by extending the original model of amorphous computing. In addition to general operations in the original model, we 
introduce operations for generation and destruction of particles. Furthermore, we allow particles to have slight motility 
by viscoelasticity, because we assume physical interactions among particles. So far, we have built a simulator to 
observe behaviors of moving particles in three-dimensional space and control their morphogenetic process. In this 
simulator, the particles execute an identical program which includes the operations for generation and destruction. We 
have investigated and optimized parameters of the simulator so that the particles moderately cluster and form some 
fixed structure. 
 
Keywords: Amorphous computing, Morphogenesis, Viscoelasticity, Three-dimension. 
 

I. INTRODUCTION 

Models of amorphous computing consist of a 

collection of small computational particles distributed 

irregularly over space where each particle has a small 

computing power and a small amount of memory. These 

individual particles are entirely identical and not 

synchronized.  Each particle can communicate with a 

few nearby neighbor particles. Although all particles are 

programmed identically, each particle is distinguished 

from other particles by its local state which includes the 

list of neighbor particles, distance from each neighbor, 

and local variables. The study of amorphous computing 

was introduced by Abelson et al. in [1] and the 

computational models based on the idea of amorphous 

computing were summarized in [2]. Among the models, 

that of programming amorphous medium was 

established by Beal et al. [3]. Amorphous medium is the 

continuous limit of models of amorphous computing in 

which particles are infinitesimal and distributed densely 

over space. Proto [4] is a Lisp-like programming 

language which targets such amorphous medium. As an 

example of programming amorphous medium, a sensor 

network was implemented in Proto [5]. The advantage 

of amorphous computing is its robustness compared 

with other general computational paradigms because the 

original model of amorphous computing was inspired 

by biological systems [6]. Thus there has been 

developed an application of amorphous computing in 

which cells such as E coli are targeted [7]. Needless to 

say, one of the goals of such applications is to construct 

shapes and structures composed of particles, just as 

biological systems realize morphogenesis.  

In this paper, we present a new approach to three-

dimensional morphogenesis in a model of amorphous 

computing. We give particles slight motility that 

depends on interactions among them, and implement the 

generation and destruction operations in addition to the 

operations in the original model of amorphous 

computing. Two-dimensional morphogenesis in a model 

of amorphous computing was investigated in a 

preliminary attempt [8]. Although a three-dimensional 

approach to morphogenesis in amorphous computing 

was also proposed [9], motility of particles was not 

based on their physical interactions but due to 

predefined background signals, and particles did not 

execute an identical program. In our approach, we 

assume that each particle executes an identical program 

and moves automatically by viscoelastic force. The 

viscoelasticity of particles is generated according to 

distance from the neighbors and density of the 

neighbors. We refer to smooth particle hydrodynamics 

(SPH [10]) in order to simulate the viscoelastic 

behaviors of particles and implement calculation of 
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viscoelastic force using a method established by Clavet 

et al. [11]. We need to update neighbors of each particle 

at every simulation step, because particles have motility 

and change their positions. Thus we have implemented 

efficient neighbor search strategy of particle-based 

fluids [12]. 

 

II. THE MODEL 

Our simulation model is based on the original 

amorphous computing model. The originality of our 

work is roughly divided into four important points. In 

this section, we explain these points individually. 

1. Motility of computational particles 
We introduce motility of particles, because we 

assume that particles are like biological organisms or 

biomolecules. Thus it is natural that there are physical 

interactions among particles such as viscosity and 

elasticity. We use the well known method for particle-

based viscoelastic fluid simulation in order to add 

viscoelastic force to particles. This force is assumed to 

be produced by interactions among nearby particles and 

affects them. For each particle, we need to calculate 

force by all interactions with its neighbors at every 

computation step. Although we introduce motility, we 

do not add to particles the ability to move freely 

because we only allow particle to be affected by 

external force. 

2. Implementation of particle operations 
To execute programs written in the style of 

amorphous computing in our model, it is necessary to 

implement several basic operations and build them into 

particles. We can execute complex programs by 

systematically combining these operations. Concretely, 

we implement the following operations. 

A. Minimum and maximum operations 

In the minimum operation, each particle obtains the 

minimum of the specified values owned by all neighbor 

particles by repetition of local communication. A 

particle refers to the specified values of neighbors, finds 

the minimal value of them and then stores this value 

into itself in a single communication step. Similarly, the 

maximum operation allows each particle to find the 

maximal value of those owned by all neighbors. 

B. Gradient operation 

The gradient operation is a way for each particle to 

know distance from a specified particle as the gradient 

value. Each particle finds the local minimal value of 

neighbor gradient values and the local maximal value of 

ranges to its neighbors which ranges are known as a 

priori information. Sum of these local values is stored as 

new gradient value in single communication step of the 

operation. By repetition of the local communication, all 

particles know their distance values from the specified 

particle. 

C. Generation and destruction operations 

Inspired by cell division and death, we implement 

the generation and destruction operations which 

increase and decrease particles, respectively. In the 

generation operation, a particle reproduces itself with its 

own state at an adjacent point. On the other hand, in the 

destruction operation, a particle kills itself. In our model, 

we do not consider the energy consumption with 

reproduction of particles and the remains of particles in 

the destruction operation. 

3. Mechanism of our simulator 
We built a simulator which executes the particle 

operations just as we introduced above. After 

initialization, the simulator repeats updating states of 

particles and visualizing them. The single update 

process executes the necessary tasks as follows. At first, 

the simulator executes the neighbor search for all 

particles, calculates viscoelastic force between all 

particle pairs, and then moves all particles by the 

calculated force. Next, the simulator executes the 

neighbor search again because neighbor particles are 

changed by their movement. Finally, each particle 

communicates with its neighbors and updates its state 

which includes some values related to the operations. 

Only one communication step for one particle is 

allowed in a single update. Thus, by repetition of the 

update process, the value for each operation converges. 

In our simulation, we use modestly converged values 

for a cascade of operations. 

4. Dynamic neighbor search in 3D space 
In our system, it is necessary for each particle to 

always know its neighbor particles so that it can contact 

and interact with each other. Since we assume that 

particles move by some operations, we have to 

dynamically update neighbors at every computation step 

of each operation. To search for neighbors, we need not 

check all particles, but need to check only some 

particles which are included in particular divisions of 

space called cells. Each cell is a 3D grid with size of the 

neighborhood radius of a particle. We divide space into 

such cells and index them depending on coordinates of 
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their minimal corner. Furthermore we associate each 

particle with its corresponding cell index. For searching 

for neighbors of a particle, it is only necessary to check 

particles inside 26 cells around the cell containing the 

particle. In addition to this cell indexing approach, we 

use also subdivision of the cell in order to further reduce 

search space. 

 

III. EXAMPLE 

In this section, we demonstrate the process to form a 

tubular structure as an example of our approach. We 

explain an algorithm for modeling tubular structure and 

then show simulation results of this example using our 

simulator. 

1. Algorithm for modeling tubular structure 
We assume that there is one computational particle 

at the initial condition. This particle begins the 

generation (divide) operation and keeps on dividing 

until the number of particles is sufficient to form any 

structure. After the particles are clustered, one particle 

on the surface of the cluster is selected as a source.   

By searching for the particle which has the minimal 

number of neighbors in all particles, we can find the 

source on the surface. We then execute the gradient 

operation from the source and choose the destination 

particle which has the maximum gradient value, that is 

to say, the farthest particle from the source. The 

destination is also assumed to be on the surface of the 

cluster. Figure.1 shows the state of choosing the source 

and destination particles in the cluster. 

 

 

Fig.1. Choosing specific particles 
After both source and destination particles are found, 

each particle starts the gradient operation towards the 

destination to determine the specific particles lying 

between the source and the destination. We call the line 

of these particles “path”. For a particle on path, the sum 

of its gradient values from the source and from the 

destination is almost equal to distance between the 

source and the destination. Neighbors of particles on the 

path comprise a channel which connects the source and 

the destination with slight width. In Figure.2, it is 

shown how to make the path and channel in the cluster. 

After determination of the particles in channel, each 

particle in the channel executes the destruction 

operation and disappears from the space. 

 

 

Fig.2. Creating tubular structure 

 

An important issue in this algorithm is that each 

particle executes an identical program and 

communicates with only its neighbors. Although each 

particle has no a priori knowledge about other particles 

except for its neighbors, it is distinguished from other 

particles by its internal state such as the gradient value. 

Therefore, we can control identically programmed 

particles in order to model desired structures like this 

example. 

2. Simulation results 
Using our simulator we could construct a cluster of 

500 particles which is shown in Figure.3. There was 

only one particle at the initial condition and then the the 

number of particles started increasing by the generation 

operation. To cluster particles as shown in Figure.3, we 

investigated and optimized some parameters of the 

simulator by trial and error. These parameters include 

neighborhood radius, spring constant, density constant 

and other values related to calculate viscoelastic force. 
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Fig.3. A cluster of 500 particles 

 

After clustering particles and finding the source, 

each particle executed the gradient operation from the 

source and then could determine the destination particle 

which had the maximum gradient value. Each particle 

also could judge whether it was on the path and 

furthermore in the channel. The particles in the channel 

executed the destruction operation and disappeared. As 

a result, we obtained a tubular structure like a bead (see 

Figure.4). 

 

 

 

 

 

 

 

Fig.4. A tubular structure 

 

IV. CONCLUSION 

In this paper we have presented a new approach for 

constructing a specified structure from a cluster of 

computational particles which are programmed to 

execute an identical operations. To cluster the particles 

we implemented the generation operation and gave 

them slight motility based on viscoelasticity among 

particles. As an example of our approach, we 

demonstrated construction a tubular structure by each 

particle’s executing an identical program. Although we 

do not have actual implementation of such 

programmable particles at present, we expect that we 

can possibly use living cells for our research in future, 

because a cell behaves according to its program, that is 

DNA. 

 

V. FUTURE WORKS 

Our future work can be considered in several ways 

as follows. 

・We need to increase efficiency of each simulation 

step because we want to enlarge the size parameters 

of our model such as the simulation space and the 

number of particles. To this end, we will attempt to 

optimize the dynamic neighbor search and the 

calculation process of local interactions.  

・Although we currently assume a spherical cluster 

of particles in our model, we need to consider a 

cluster of any shape like a distorted one.  

・In this paper, we demonstrated construction of a 

tubular structure. We want to extend our study to 

establish a new method for constructing arbitrarily 

complex structures. 
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Abstract: Although the future domestic system has been visualized as smart house, it is difficult to decide if each 

product or service in smart house is useful or not because value senses in our daily life are diversified. To forecast the 
strength of demand on future domestic system, this paper describes questionnaire analysis. Creating six kinds of future 
domestic systems which innovate our daily life, we design questionnaire which consists of question on personal 
attributes, value senses and requirement on designed systems. This paper also introduces original analysis methods and 
illustrates findings in the responses of questionnaire. 
 
Keywords: Future Assessment, Home Energy Consumption, Value Analysis, Market Analysis 

 
 

I. INTRODUCTION 

To assess the future domestic system, experts have 
tried to create future living environment called smart 
house [1]. However, experts often created their ideas not 
based on consumers’ requirement but on technical 
possibilities. Therefore, some ideas may fall into fans but 
do not contribute to new product and service 
development. In fact, our daily life is diversified based 
on our variety of value senses: convenience, housework 
support, health case, security, comfort and global 
environment. 

In this research, we will create life 
domain map. Introducing six daily life 
scenes (inventory control for household, 
media database, health care by an 
electric dietician, home security service, 
daily case for children and aged 
persons, total control for illumination 
and air-conditioning), we will 
illustrated future domestic images. 
Each image allows us to create future 
domestic items. To find out the relation 
among personal attributes, value senses 
and their items, we will design 
questionnaire. Then, we will 
demonstrate findings from the 
questionnaire and finally describes 

future plan.  
 

II. FUTURE DOMESTIC SYSTEM  

First, in order to design questionnaire on future 
domestic system, let us imagine future artificial life. 
Referring to the conventional future assessment 
described in [2] [3], we have conducted brain storming. 
It took about three months.  

Under the assumption that our daily life consists of 
communication, input, work, learning and entertainment, 

Fig. 1 Idea Map for Future Domestic System 
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the future domestic system shall satisfy our values such 
as healthy life, comfortable life, sustainable environment, 
and secure living space. The household support and 
convenience are another value senses in our life. 

Based on value senses in our daily life, we depict 
imaginary future scenes in home security, intelligent air 
conditioner, smart kitchen and adaptive illumination. The 
idea on product domain has been induced by analyzing 
relation between place and action as shown in Figure 1. 

While there are six categories in the product domain 
map, the example for home security service is shown in 
Figure 2. This figure implies that intelligent sensors with 
image recognition and voice recognition should connect 
with external network. We have collected a lot of 
suggestion from the product domain map. 

 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

 
Fig. 2 Future Home Security System 

 

III. QUESTIONNAIRE DESIGN 

Paying attention on daily value senses, we should 
find out relation between them and future domestic items. 
Because we prepare six kinds of value senses, there are 
fifteen pair wise comparison. Because we are afraid 
some consumers are sensitive for questionnaire (in other 
words, they may not have confirmative opinion on value 
senses), the questionnaire asks preference among value 
senses twice. The overview of questionnaire is shown in 
Figure 3 where some items are borrowed from [4] and 
[5]. 

 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3 Constitute of Questionnaire 
 

1. Future domestic items 
From six kinds of future life scenery, we imagine 

future domestic items. In principle, these future domestic 
items are illustrated in scenery figures as shown in 
Figure 2. 

Our demand level investigation has two layers: 
whether you like to use the illustrated items or not, and 
whether you think if most people like to use them or not. 
On the other hand, it has three requirement strengths: it 
will be in five years, in ten-twenty years or needless.  

2. Value sense and life style 
As introduced in the previous chapter, we first 

consider on four kinds of value senses: healthy life, 
comfortable life, sustainable environment, and secure 
living space. Because cost expresses the strength of 
requirement, we do not consider it as value. Then based 
on the introduced future domestic items, two are added: 
housework support and convenience. 

Because life style as well as personal attributes and 
house attributes may affect on the strength of demand 
level, the questionnaire includes questions on behaviour 
of responders and their family. 

3. Response collection 
We conducted strata sampling for response collection. 

The stratum consists of gender and age. The age strata 
has five segmentation: 20’s, 30’s, 40’s, 50’s and elders 
than 60. Each stratum includes 103 samples and then 
totally the sample number is one thousand and thirty. 
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Sensors

Crime 
Prevention

Net. Disaster
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Initial Question on Value sense

Question
about future images
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IV. RESULT OF ASSESSMENT 

1. Overview 
On occupation, twenty two percent of responders are 

housekeepers. There are also sixteen percent for office 
clerks and thirteen percent for engineers/ technicians. 

On the demand levels for six kinds of future life 
scenery, home security service is the highest: 60 percent 
of responders like to live in the illustrated secure home 
environment in five years. As another remarkable result, 
fifty percent of responder requests to improve weak 
persons (children and aged persons) support in five years. 
The rate of responders who like to use adaptive 
illumination living space is fifty three percent. 

On the other hand, most responders are afraid the 
excessive service in another scene, especially in 
inventory service. The detail rate of responders is shown 
in Table 1. 

 
Table 1   Future Assessment for New Home Service 

 
 
 
 
 
 
 
 
 
 
 
 
 

2. Value sense 
The result is summarized in Table 2. Many 

responders put their importance on their health care 
(32%) or home security (18%). Then Table 2 also shows 
that there are so many responders (26.5%) who cannot 
put importance on the unique value sense. 

 
 
 
 
 
 
 
 
 

From the result of age strata in Table 2, importance 
on value sense strongly depends on the age of responders. 
In fact, there are clear differences as follows: For 
convenience, 20s is the highest. For housework support, 
30s is the highest and for health care, 50S is the highest. 
On the other hand, 60 and more put their importance on 
sustainable environment. 

The pair wise comparison can be described in VS-
map [6] where the drawing algorithm is shown in Figure 
4. The VS-map visualizes preference on value senses as 
bird-eye where health care and home security have large 
circle and housework support and sustainable 
environment have smaller circle totally. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4 Procedure for generating Value Sense Map 
 
 
 
 
 
 
 
 
 
 
 

Age Convenience Housework
Support

Healthy
Life

Secure
Living Space Comfort Sustainable

 Environment Unclear Total

20 18 9 58 39 17 9 56 206
30 11 17 41 50 21 9 57 206
40 14 10 64 33 17 14 54 206
50 11 10 81 26 22 9 47 206
60- 9 7 74 29 18 18 51 206

Total 63 53 318 177 95 59 265 1,030

Table 2   Important Value Sense by Age 

Step 2: Make a cross-tab of 
value senses

Step 1: Conduct a paired
comparison test
for value senses

Step 3: According to a 
cross-tab, change 
a size of each 
circle and each 
line weight

Health Security

Comfort

Housework
support

Ecology

User 
friendliness

Left Right
A B
A C
A D

E F

A B C D E F
A
B
C
D
E
F

# In Five Years In 10-20
years Worthless Total

S1
Inventory
control for
household

354
(34%)

346
(34%)

330
(32%)

1030
(100%)

S2 Media database 415
(40%)

335
(33%)

280
(27%)

1030
(100%)

S3
Health care by
an electric
dietician

438
(43%)

339
(33%)

253
(25%)

1030
(100%)

S4 Home security
service

619
(60%)

296
(29%)

115
(11%)

1030
(100%)

S5
Daily care for
children and
aged persons

564
(55%)

343
(33%)

123
(12%)

1030
(100%)

S6
Total control for
illumination and
air-conditioning

550
(53%)

295
(29%)

185
(18%)

1030
(100%)

The Sixteenth International Symposium on Artificial Life and Robotics 2011 (AROB 16th ’11), 
B-Con Plaza, Beppu,Oita, Japan, January 27-29, 2011

©ISAROB 2011 631



V. CAUSAL RELATION 

As found in the previous chapter, there is different 
importance on value sense among ages. Then it is 
expected that there is causal relationship among 
responder’s demographics (gender, age, family 
occupation, living environment, etc.), their value senses 
and demand level for future domestic items in the 
created scenes. 

To verify the existence of causal relation, we have 
built three layers Beyesian network. The network 
structure shown in Figure 5 allows us to examine 
sensitivity by assigning evidence on nodes in the 
network. The detail discussion of BN is presented 
elsewhere [7]. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5 Basic structure for Bayesian Network 
 

VI. CONCLUSION 

This paper has investigated the demand level for 
future domestic systems. Especially, this paper has 
contributed to find out the causal relationship between 
our daily life style and preference on future items 
generated from future life scenes. The remarks are 
summarized as follows: 

 
(1) To create life domain map, we have introduced six 

daily life scenes. Further, based on the scenes, we 
have illustrated future domestic items.  

(2) To find out the relation among personal attributes, 
value senses and their items, we have introduces 
four general values (health case, security, comfort 
and global environment) and two life-related values 
(convenience, housework support). 

(3) As a result of pair-wise comparison on value senses, 
there are not always ordinal preferences on value 
senses. Then we have proposed visualizing method 
called VS-map. 

(4) To analyze the causal relationship among personal 
biography, house attributes, responders’ value senses 
and future domestic systems, we have constructed 
Bayesian network and found its possibility. 
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Abstract: From the artificial life perspective, language can be viewed as a complex adaptive system emerging from
linguistic interactions between individuals. Language and the human brain have evolved in parallel and interacting
with each other. In this study, we propose a model of language evolution based on biological evolution and learning. In
our model, the linguistic space is expressed in the polar coordinate system in which each possible language is expressed
as a point. We conduct evolutionary experiments based on the model and visualize the results in the linguistic space.
The trajectory of distribution of innate linguistic abilities shows the diversification and complexity growth of language.
In the extended experiment, in which the angular coordinate represents the additional effect on cost for the plasticity,
we observe a general tendency that the cost of plasticity evolves to become smaller. However, it never evolves to be
zero, which might suggest that some cost of plasticity producing the Baldwin effect is adaptive in language evolution.

Keywords: language evolution, visualization, learning, artificial life.

1 Introduction

Language distinguishes humans from other animals.
Language allows us to accumulate knowledge and transmit
it across both space and time. This has led to a greater un-
derstanding of the world and accelerated cultural achieve-
ment. The evolution of language has been the subject of
numerous debates and speculations. Nevertheless, it is dif-
ficult to study in a scientific manner and remains an open
research question.

Recently, a constructive approach has been adopted to
investigate language evolution [1]. It is characterized by
the use of computational models from the viewpoint that
language is a complex adaptive system emerging from lin-
guistic interactions between individuals. Another view-
point states that language and the human brain have
evolved in parallel and interacting each other. In other
words, they have coevolved. If we focus on the evolu-
tion of the human brain, there are two typical adaptive
processes at different time scales: biological evolution and
learning (phenotypic plasticity) [2].

Based on these viewpoints, in previous work [3], we in-
vestigated the coevolution between communication ability
and phenotypic plasticity to clarify whether and how lean-
ing can facilitate evolution in dynamic environments aris-
ing from communicative interactions among individuals.
To do this, a simple computational model was devised to
do this. The levels of adaptive communication of signaling
and receiving processes are determined by different sets of
traits. Each level represents the expected value of fitness
contribution for a successful communication. A communi-
cation is successful only when the levels of the signaler and
the receiver are the same. The agents try to improve their
communication levels through learning in which the val-
ues of plastic traits can be modified from their genetically
determined values. The evolutionary experiments showed
that the population with a learning ability successfully in-
creased its shared level of communication while the popu-

lation with no leaning was not able to increase the level.
It was also shown that the Baldwin effect (typically inter-
preted as a two-step evolution of the genetic acquisition
of a learned trait without the Lamarckian mechanism [4])
repeatedly occurred and facilitated the evolution.

The purpose of this research is to study the general roles
of biological evolution and learning in the evolution of lan-
guage. For this purpose, we construct a generalized model
for the coevolution between the communication ability and
phenotypic plasticity. It is a generalization over the model
devised in the previous work [3] in the following two as-
pects. 1) The linguistic space is expressed in the polar
coordinate system in which each possible language is ex-
pressed as a point, and the success in the conversation is
determined geometrically (instead of using a specific task
as in the previous work). Therefore, we can observe the
coevolution as trajectories of innate linguistic abilities of
agents in the linguistic space. 2) The fitness can be defined
by adjusting the benefit from the communicating agents,
the benefit from the complexity of the used language, and
the cost of learning, independently.

2 Model

2.1 Agent and communication

N agents in the population communicate with each
other using their language capacity. The linguistic space
is expressed in the polar coordinate system in which each
possible language is expressed as a point (Figure 1). The
distance from the origin (r) represents the complexity of
the language, and the angle from the positive x-axis (�)
represents a language type. Each agent is represented as
a point and a field surrounding the point in the linguistic
space. The former corresponds to the agent’s innate lan-
guage, and the latter corresponds to linguistic plasticity
as an innate attribute of the agent. The plasticity is ex-
pressed as a fan-shaped field with area determined by rp
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Figure 1: Linguistic space and agents.

and �p as shown in Figure 1.
Overlap of two plasticity fields means that correspond-

ing two agents can communicate with each other by learn-
ing (using their plasticity). Agents with large plasticity
can communicate with many agents although they incur a
large cost proportional to the area of their plasticity field.
The polar coordinate system reflects the situation where
the difficulty and cost of communication is proportional
to the complexity of the language.

2.2 Fitness Evaluation

The fitness of each agent depends on the number of
communicating agents, the complexity of the innate lan-
guage, and the area of the linguistic plasticity. The fitness
function is defined as:

Fitness = (L− � L
2

2G
)w1
· rw2

− (4�prpr)w3
, (1)

where wi (i=1, 2 and 3) are weights for three compo-
nents of the fitness function. The first term represents the
benefit from the number of communicating agents. L is
number of communicating agents and G is the population
size. � is a parameter that determines the change in the
benefit of communications with the increase in the num-
ber of communicating agents. There are three possible
situations: a) a linear increase (�=0), b) an exponential
increase (� < 0), c) the existence of an optimal number
of communicating agents for the best benefit (� > 0),
as shown in Figure 2. Case b) corresponds to the situ-
ation in which there is a synergetic effect in information
sharing, and c) corresponds to the situation in which the
benefit of the information decreases if it is shared by too
many agents due to some restrictions (e.g., the limitation
of resources). The second term represents the benefit of
communications depending of the complexity of the lan-
guage. The more complexity will bring about the greater
benefits. The third term represents the cost of learning.
We assume that it is proportional to the area of plasticity
(4�prpr), as it is probable that more complex and different
languages are difficult be learned.

2.3 Evolution

The agents are selected using roulette wheel selection
to reproduce according to their fitness to form the next
generation. Mutation is performed with probability Pm.
The genotypes of offspring are mutated by adding a small
random value: R(0, 12) for rp, r, and 5/r·R(0, 1) for �,
�p, where R(�, σ2) is a normal random number with mean

α=20

α=0

α=-20

B
e
n
e
fi
t

Number of Communicating Agents

0 1250 2500

630

5000

2500

Figure 2: The effect of � on the benefit.

(a) � = 20 (b) � = −20

Figure 3: Results of language evolution.

� and variation σ2. Note that the range of a random
value for �, �p is inversely proportional to r of the parent.
This property keeps the amount of displacement of the
innate language or change in its plasticity due to mutation
constant independent of the location of the agent in the
linguistic space.

3 Results

We conducted evolutionary experiments for 1000 gen-
erations and visualized the results in the linguistic space.
The following parameters were used: N=25000, w1=1,
w2=1, w3=1.1, Pm=0.8. The initial values of the geno-
types of the agents (r, rp, �, �p) were all zero.

3.1 Evolution of linguistic diversity and
complexity

We conducted two experiments in which � was 20 or
−20. The results using the two-dimensional polar coordi-
nate system are shown in Figure 3. The innate linguistic
abilities of all agents were plotted with a unique color for
every 10 generations. Figure 3(a) and (b) show the trajec-
tory in the case of �=20 and −20 respectively. Both fig-
ures indicate that the agents formed some linguistic clus-
ters from the initial population at the origin, then they
increased their complexity of language gradually. How-
ever, the clusters converged to one large cluster with high
complexity by the end of experiments. It is notable that
distant clusters coexisted for a longer generation when �
was positive (Fig 3(a) vs. (b)). This means that the nega-
tive effect of information sharing on the fitness caused by
the excess number of communicating agents contributed
to the maintenance of high linguistic diversity.
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(a) The average complexity of
language.

(b) The average number of
communicating agents. (c) The average plasticity of agents.

Figure 4: The comparison of agent abilities between experiments with �=20 and �=-20.

Figure 4 compares some properties of agents in both
� cases. Figure 4 (a) shows the evolution of the average
innate complexity of language. The horizontal axis repre-
sents the generation. We see that the average complexity
in the case with �=20 was higher than the one in the case
with �=20 after around the 550th generation. This im-
plies that the negative effect of information sharing could
also accelerate the later evolution of the complexity of lan-
guage.

Figure 4(b) and (c) shows the evolution of (b) the aver-
age number of communicating agents and (c) the average
plasticity for each agent respectively. We define the plas-
ticity of each agent as its area (4 · �p · rp · r). Figure 4(b)
showed a sharp increase in the number of communicat-
ing agents for about 20 generations and its subsequent
decrease to the small value (about 1250) in the case of
�=20. In contrast, the number of communication in the
case of �=-20 sharply increased to its maximum 25,000
(equal to the population size). Figure 4(c) shows that the
sufficient amount of plasticity increased drastically from
the initial generation in the case of �=−20. In the case of
�=20, the plasticity evolved to the relatively smaller value
12694 at 1000th generation, although it is too small to see
its value in Figure 4(c). This indicates that agents in the
case of �=20 formed linguistic clusters that keep the most
beneficial size (about 1250) by controlling their plasticity.
Note that, although Figure 3(a) shows that the linguistic
clusters seem to have converged to one cluster in the last
generation, that cluster is composed of small sub-clusters
that kept the most beneficial size. Furthermore, the lin-
guistic clusters that were close to each other were more
robust against a mutation of �. This is an explanation
of why the linguistic clusters converged to one cluster in
spite of �=20.

As a whole, the results indicate that the evolutionary
scenario of linguistic diversity as follows. 1) In the early
stages of evolution, there was an increase in the number of
agents with more plasticity to communicate each other. 2)
Then, in the case of �=20 (means there is negative effect
of information sharing), the plasticity is adjusted to small
value to keep population size in optimal value.

In addition, we conducted experiments without learning
in which agents have no plasticity. Specifically, a commu-
nication between two agents results in success when they
share the same r and � perfectly. The results with �=20
are shown in Figure 5. We see that the complexity of lan-
guage rapidly converged to about 6.5 in early generations.

(a)Trajectory of evolution.
(b)Complexity of language.

Figure 5: Results of experiments without learning.

It shows that the evolutionary process of the complexity
of language tended to constant without learning.

3.2 Effects of learning cost

We conducted further experiments to understand the
effects of the leaning cost on the evolution of the pop-
ulation. We used various weights for learning cost (w3)
ranging from 0 to 2 at intervals of 0.05. Here we focused
on the case of �=20. Figure 6 shows four typical tra-
jectories of the population when w3= 0, 1.2, 1.4 and 1.6
respectively. It shows that as the weight of learning cost
increased, the increasing rate of the linguistic complexity
decreased, and the linguistic clusters tended to converge
around the origin.

The average plasticity and complexity of language in
the last generation in these cases are shown in Figure 7.

When the weight was relatively small (w3 < 1.0), the
complexity of language reached a high value around 4800.
The plasticity value has a wide distribution between low
value and significant high value comparatively. In these
cases, the increase in the complexity of language brings
about the higher benefit compared with its effect on the
cost. Thus, the higher complexity of language was essen-
tial for survival of agents. Besides, due to the smaller cost
of learning, the plasticity often became high value. As a
result, the language tended to become more complex and
the plasticity often reached high values.

When 1.0 � w3 < 1.4, both indices tended to be-
come smaller as w3 increased due to the increased cost
of learning. There is a possibility that the smaller plas-
ticity retarded the evolution of the complexity because
agents might not be able to communicate with their own
mutants or not be able to keep the optimal number of
communicating agents.

When w3 ≥ 1.4, the complexity converged to the small
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Figure 6: Results of experiments for learning cost.

(a) The average plasticity
of agents.

(b) The average complexity
of agents.

Figure 7: The results comparison of learning cost.

value around 200 as w3 increased. In these conditions, the
increase in the complexity of language yields much larger
cost. Thus, the population was supposed to evolve to use
the less complex languages. The gradual increase in the
average plasticity when w3 ≥ 1.4 was due to the slower
convergence to the small values caused by the higher cost.

As a whole, it turned out that the degree of learning
cost strongly affected the diversification of languages and
their properties.

3.3 Additional cost experiments

Finally, we conducted experiments to consider the evo-
lution of learning cost. In these experiments, the angular
coordinate of an agent � was associated with an additional
cost of learning Cost, which was added to the fitness value
calculated as follows:

Cost =


−(|π2 − �| ·

2(4θprpr)w3

π ) if 0 < � � �/2,

(|π2 − �| ·
2(4θprpr)w3

π ) if �/2 < � � �,

(|π2 − �| ·
2(4θprpr)w3

π ) if � < � � 3�/2,

−(|π2 − �| ·
2(4θprpr)w3

π ) otherwise.

When � is 0 or 2�, there is no effect of the additional cost.
As � gets closer to �, the additional cost increases. We
used 20 as �.

The typical results are shown in Figure 8. Each figure
shows the result of a trial with a different random seed.
They illustrate that linguistic diversification occurred in
the first or the fourth quadrant due to the higher cost

Figure 8: Results of extended experiments.

in the second and third quadrant. Thus, the language
that had low cost to learn was selected in the evolution of
language. The results show that excessive cost of learning
prevents evolution of language.

4 Conclusion

In this paper, we conducted experiments with a compre-
hensive model of language evolution. The results of our
experiments showed some implications for language evo-
lution as follows. First, the linguistic complexity and di-
versity can emerge through interactions between evolution
and learning. Second, the negative effect of information
sharing on the fitness caused by the excess number of com-
municating agents contributed to the maintenance of high
linguistic diversity. Third, agents may not be able to ad-
vance their linguistic complexity without the plasticity of
linguistic abilities. Finally, the excessive cost of learning
can prevent evolution of language because the plasticity
is not enough to cover the mutation range. It is not nec-
essarily the case that the low cost of leaning accelerate
evolution of language due to the plasticity covering the
whole mutation range.

Future work includes considering geographical factors
in linguistic diversification and the asymmetric aspects of
benefit of communications by extending our model.
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Abstract

The food chain length has been considered as a key characteristic of food webs, and thus understanding its
determinants is becoming increasingly important for ecosystem management and biodiversity conservation. For
this purpose, we propose an evolutionary network model of food webs that captures the essential features of the
ones in the real-world. The results show some universal features of food webs including the fractions of top,
intermediate and basal species in the webs, which are in good agreement with empirical data. We will discuss how
this structure can emerge in the simple evolutionary model of food webs.

Keywords: Ecosystem, Evolution, Extinciton, Restriction, Food chain, Scale-free network.

1 introduction

A food web is a highly complex network which de-
fines prey-predator relationships of species. Under-
standing the structure and functioning of ecosystems
by exploring the network topology has long been a
central topic of ecological research. Various model-
ing levels and types of models have been proposed by
ecologists, mathematicians and physicists for under-
standing the mechanisms of ecological dynamics.

Amaral and Meyer’s model [1] is a well-known ex-
ample based on a dynamic growth structure to clar-
ify universal features of food webs. They constructed
a network model for large-scale extinction and evo-
lution of species, in which there exists a strong re-
striction that limits the number of the species on each
trophic level and the establishment of prey-predator
relationship between distant trophic levels. The re-
sults showed a power-law distribution of extinction
avalanche sizes, in good agreement with available data
from fossil records. However, they did not discuss on
the influence of such restriction on the global behavior
of the network.

In the previous work, we clarified how the restric-
tion based on the trophic level can affect the evolu-
tion and extinction of food webs [8], by expanding
their model so that the strength of the trophic level
restriction on evolution can be adjusted by a single
parameter. We found that the network structure and
the stability of the ecosystem strongly depended on

the strength of the restrictions, which implies that the
evolution of restriction on speciation events itself is a
key factor that can affect the self-organization of food
webs.

It has been the subject of debates and speculations
among ecologists why the food chain length is short
[2, 6]. Some researchers ague that they are produc-
tivity, system size or their combination [11, 12]. The
understanding of its determinants has recently become
important for ecosystem management and biodiversity
conservation [4].

In this paper, we focus on this subject and inves-
tigate it by using an evolutionary network model of
food webs in which the restriction of speciation events
is evolvable [9].

2 The Model

2.1 Network representation

Figure 1 shows an example of food webs in our
model. There is one special node representing the sun
in an abstract form, which is the permanent energy
source. The other nodes represent species. The di-
rected links represent the energy flow from one species
(prey) or the sun to another species (predator). The
trophic level of the sun is defined as 0, and the trophic
level of each species is defined as the minimum dis-
tance from the sun. The species at the level 1 corre-
spond to the autotrophic species, and cannot survive

1
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Figure 1: Schematic representation of the model. Cir-
cle and square nodes represent omnivorous species and
restricted species, respectively.

without the link from the sun. The other species cor-
respond to heterotrophic species, and cannot survive
without incoming links from the other species. There
are two types of species, which are determined genet-
ically. The first type is a restricted species preying
on species at lower trophic levels and speciating at a
neighboring trophic level. The second is an omnivo-
rous species preying on any species and speciating at
any trophic level.

2.2 Algorithm

The dynamics of the web is driven by the specia-
tion and extinction of species. The model starts with
N0 species at the level 1 and evolves according to the
following rules:

1. Speciation.

Every existing species at the level l tries to speci-
ate with a probability µ.

• Restricted species: A restricted species cre-
ates a new restricted species in an available
niche at the same or neighboring levels l-1, l
or l+1, and then make Kl links from species
at the lower level. This event occurs only
when the number of nodes at the speciating

level is smaller than the saturation point of
each level NL.

• Omnivorous species: An omnivorous species
creates a new omnivorous in an available
niche at any levels, and then make Kl links
from randomly-selected species in all levels.
This event occurs only when the number of
nodes in the system NS is smaller than the
system size S.

The number of prey links Kl is loosely inherited
from the one of the original species Ko,l. Specifi-
cally, Kl is chosen randomly from Ko,l−1, Ko,l or
Ko,l+1. However, the speciation does not happen
if Kl is 0.

In addition, the type of the new species is mutated
(flipped) with a probability ϕ.

2. Extinction.

Only autotrophic species can trigger an avalanche
1 as is the case with Amaral and Meyer’s model.
When a species goes extinct, all the links from
it to other species are removed. The extinction
occurs on all species which have lost all incoming
links recursively.

3 Experiments

We used the system size S = 1000, the saturation
point of each level NL = 100, the the extinction prob-
ability p = 0.01, the probability of speciation µ = 0.02
and mutates ϕ = 0.01. Those parameter values are
based on the previous studies [5, 7, 10].

We adopted a food web composed of 10 restricted
species and 10 omnivorous species at the level 1 that
receive a link from the sun as the initial state of this
simulation.

3.1 Basic Dynamics

Figure 2a shows a typical result of the experiments.
The number of entire species NS tended to fluctuate
around the maximum value 1000 while it often de-
creased sharply. We observed the extinction of entire
species as seen at the 21000th step in the figure. It is
also shown that there is a strong correlation between
the number of speciation and extinction, which is in
good agreement with empirical data [1].

Figure 2b shows the transition of the length of the
food chain of restricted and omnivorous species. The

1The avalanche means chains of extinction.
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Figure 2: Time sequence of the number of species, speciation and extinctions events. The number of speciation
or extinction is the total number of speciation or extinction events during consecutive non-overlapping intervals of
512 time steps.

values of the length was oscillating at around level
1 ∼ 7 with the number of species NS , and the length
of omnivorous species kept longer level than the one of
restricted species. This indicates that the system was
composed of two layers; lower layer: restricted species,
higher layer: omnivorous species, and the food chain
length was oscillating around the lower level.

Cohen and Briand [3] found a fundamental prop-
erty of food webs that the ratio among basal species
B (predators without predators), intermediate species
I (predators and prey species) and top species T (prey
species without prey) is roughly constant: B : I : T =
0.19 : 0.52 : 0.29. Figure 2c shows the fraction of
the BIT at each step. The average of the fraction in
the time sequence for 50 runs is B : I : T = 0.104 :
0.513 : 0.383. The fraction shows the same tendency
with empirical data [3].

3.2 Effect of the system size

Table 1 summarizes the results of the simulations
for 50 runs with the three different size of system
S = 500, 1000 and 2000. As the system size increased,
the survival time2 and the rate of the number of all
species and restrected species decreased. On the other
hand, the length of the food chain and the fraction
of intermediate species increased. This means that
the system has same features of partial sphere which
tended to increase the ratio of volume area to surface
and to be unstable in larger system.

2The elapsed time before all the species went extinct.

The results show that the length of food web does
not get longer compared to the increasing of the sys-
tem size. Here, we explain the reason of the relatively
short length of food web.

The system has two tendencies. The length of food
web tends to increase with the system size increasing.
The system also tends to be unstable as the system size
becomes large. This instavility is supposed to derive
from the inherent property concerning the ratio: I >
T > B, which appears when the system size is large.
The smaller number of basal species could be the cause
of mass extinction.

For these reasons, the length of food web is oscillat-
ing around lower level without reaching a higher level.

4 Conclusion

It has long been discussed among ecologists what
the determinant factors of the food web length are.
Some researchers ague that they are productivity, sys-
tem size or their combination [11, 12]. However, from
the results of the simple constructive food web model,
it is strongly suggested that the determinative factor
of the short length is the general property cocerning
the ratio among basal species B (predators without
predators), intermediate species I (predators and prey
species) and top species T (prey species without prey):
I > T > B. This tendency coupled with the basic ten-
dency of the system to grow is supposed to control the
high frequency of extinction, which leads to a limited
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Table 1: Effects of system size on the behavior which was the averages taken over 50 runs.

S Survival Rate of species Average chain length Fraction of BIT
time s sr so s sr so s sr so

500 5677.04 74.67％ 35.74％ 64.26％ 3.75 2.98 4.04 0.112％ 0.494％ 0.394％
1000 4460.16 66.17％ 22.12％ 77.88％ 4.27 2.92 4.44 0.104％ 0.513％ 0.383％
2000 3714.26 59.94％ 17.15％ 82.85％ 4.62 2.71 4.76 0.095％ 0.530％ 0.375％

length of the food-web. It should be noted that the
senario presented in this paper is in good agreement
with empirical data.
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Abstract: Weakly electric fish have specialized sensory system to detect the electric field. They generate the electric 
field with the electric organ and sense the intensity change of the electric field with their electroreceptors. If there is a 
target object in the environment, the electric fish detect the distortion of electric field, caused by the target object. A set 
of sensor readings in the rostrocaudal line or the dorsoventral line provides the localization information of a target 
object as well as the object features such as the material and shape. We model the electrosensing mechanism of the 
weakly electric fish for possible application to the underwater robot. It will be shown how the electric pole distribution 
in electric organ affects the electrolocation mechanism. The agent can bend the tail for the body movement and a series 
of sensor readings in the temporal domain and spatial domain are observed. The temporal change with tail-bending 
movements can be used to estimate the accurate position of a target object. The relative slope with the bent tail is 
similar to the original relative slope when the fish body is in the neutral line. Regardless of the position, we can apply 
the same electrolocation rule. This study helps to develop the electrosensor system and the biomimetic sensory system 
can be applied to the underwater robotic fish.  
 
Keywords: weakly electric fish, electrolocation, distance measure, tail bending, robotic fish. 

 
 

I. INTRODUCTION 

Weakly electric fish are very specialized to 
electroreception. They have three types of sensor 
systems, mechanosensory lateral line, ampullary 
electroreceptors, and tuberous electroreceptors [1-2]. 
Among the three types of sensors, a large number of 
sensors belong to tuberous electrosensors which are 
sensitive to the change of electric field. The tuberous 
system is used for active sensing and weakly electric 
fish can detect distortion of self-generated electric field 
[3-5]. 

The electrosensory system can be applied to the 
biomimetic robotic fish. Weakly electric fish can 
identify the location and characteristics such as size and 
conductivity of a target object [3-4]. When the 
electrosensory system is equipped in robotic fish, it is 
possible to localize and identify the characteristics of a 
target.  The electrosensory system is composed of the 
electric organ discharge and electroreceptors along the 
body. In this study, two types of electric organ structure, 
fish-like multiple-pole distribution and a simplified two-
pole model, will be tested for electrolocation.  

It is shown that some species of weakly electric fish 
can use spatiotemporal information to localize a target 
object, especially with tail-bending movements [6-9]. 
The relative slope is known as a distance measurement 
regardless of the size and conductivity of a target [10-
12].  

Normally the electric organ is composed of many 
poles [5] and in this paper a simplified electric organ 
model will be introduced with two electric poles. The 
two-pole electrosensory system can be a practical model 
which can be easily realized in the electric fish robot. 
We study two different electric organ models for the 
electrosensory system and see how the models influence 
the electrosensory performance. It is useful to study the 
temporal sensor response with the electric organ models. 
The relative slope will be tested for distance estimation, 
and we will show the change of relative slopes with tail-
bending movements. The developed electric organ 
structure and object localization features can be applied 
to the electrosensory system of a robotic fish. 
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II. MATERIALS AND METODS 

1. Modeling of the electric field 
 
The electric organ of weakly electric fish can be 

modeled as a composition of many electric poles. The 
electric potential at position x is calculated as the sum of  
potential differences generated by each electric pole [3]. 

 
(1) 

 
 

where n-1 positive poles and one negative pole exist [3]. 
This electric field model is based on Gymnotiformes. In 
the rostrocaudal line, n positive poles are arranged in 
rows and one negative pole is located in the last point of 
the electric organ [3-5]. The electric field is the gradient 
of the electric potential. 

 
   (2) 
 

The electric perturbation of a simple sphere object is 
derived as 

 
 
        (3) 
 

where a is the radius and xobj is the center of a target and 
χthe electrical contrast - 1 for perfect conductor and -
0.5 for perfect insulator [5]. 

When we consider the component normal to the 
electroreceptor, the transdermal potential is 

 
          (4) 
 

where ( )ˆ sn x is a normal vector at the measured point 

xs and ρ resistivity. Apteronotus albifrons belonging to 
Gymnotiformes bends the tail from side to side in a 
range from 45○ to -45○ [5]. The arrangement of the 
electric organ is transformed according to tail-bending 
movements.  

In this study, we established two types of electric 
organ structures, fish-like multiple pole model and a 
simplified two-pole model as shown in Fig.1. The 
multiple pole model is based on the model for real 
electric fish. The simplified electric organ model has 
two electric poles, positive and negative. The 
arrangement is different from the multiple-pole model 
and sensor readings are affected by the electric organ 
structure.  

The relative slope with electroreceptors along the 

rostrocaudal line is known as a distance measurement 
[10-12] and it will be introduced in the next section. 

 
Fig.1. Electric organ models 

(a) fish-like multiple pole system and (b) two-pole 
electric organ 

 

2. Relative slope 
 

The sensor readings can be represented as an electric 
image. The electric image has been studied to 
understand the electrolocation mechanism. In this study, 
the box model is used for electrolocation [13]. The 
electroreceptors are distributed along the rostrocaudal 
line parallel to the mid-line of the fish, which is called a 
box model. The normal vector of the electroreceptor, 

( )ˆ sn x , is vertical to the mid-line of the fish.  

In three-dimensional space, weakly electric fish 
have to estimate the position of a target in the 
rostrocaudal (from head to tail), dorsoventral (from 
ventral to dorsal area), and lateral (form fish to side) 
axis with respect to the fish body. The rostrocaudal and 
dorsoventral position can be extracted from the maximal 
point of the electric image [3,5]. The lateral distance 
changes the intensity and width of the electric image. 
The relative slope is the ratio of the maximal slope to 
maximal slope (equation 5). It is possible to estimate the 
lateral distance regardless of the size and conductivity 
of a target object. 

Relative slope 
( ) ( ){ }

( ){ }
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i i

I x I x
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The relative slope is a localization feature of a target 
object in the environment and it is one of essential 
properties in weakly electric fish as well as artificial 
robotic fish.  
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III. Experiments 
We applied the relative slope to two electric organ 
models for distance estimation. Fig.2 and Fig.3 show 
change of relative slope when the lateral distance and 
rostrocaudal position of a target object change. 
 

 
Fig.2. Relative slope for multiple-pole electric organ 

when the rostrocaudal position of a target changes 
 

 
Fig.3. Relative slope for two-pole electric organ when 

the rostrocaudal position of a target changes 
 
The relative slope is affected by both lateral distance 

and rostrocaudal position of a target object. When the 
rostrocaudal position changes from 3cm to 9cm, the 
shape of the electric image and relative slope are 
affected. However, the relative slopes in the two-pole 
system have similar patterns with those in the multiple-
pole system when the rostrocaudal position changes. 
The rostrocaudal position of a target object can be 
estimated with the peak amplitude in the electric image. 
Then the relative slope curve can be used for the lateral 
distance estimation. 

We also test the temporal change of electrosensor 
readings with tail-bending movements. The relative 

slope is largely independent on the tail-bending 
movements [8]. The multiple-pole electric organ 
structure changes the arrangement of the electric poles 
with tail bending movements. The caudal area of 
weakly electric fish is approximately 65% of the body 
length and bends drawing circular portion around the 
pivot. The radius of the arc is R=L/2θ where θ is 
the bending angle. The simplified two-pole model has 
bending area, 50% of the body length, and this area is 
bended in a straight line. These two electric organ 
models have a bending-angle range from 45○ to -45○.  

 

 
Fig.4. Change of relative slope when the weakly electric 

fish bend the tail with the multiple-pole model 
 

Fig.4 shows the relative slope with tail-bending 
movements with the multiple-pole electric organ model. 
When weakly electric fish bend the tail to the left and 
right, the relative slope is about the same. Weakly 
electric fish might use relative slope with bent tail to 
assure the estimated distance in noisy environment [8].  

 
 

 
Fig.5. Change of relative slope when the weakly electric 

fish bend the tail with the two-pole model 
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Fig.5 shows change of the relative slope when the 
simplified two-pole model is used. The relative slopes 
with the two-pole model have a little change, but the 
patterns are quite similar. We can use relative slope to 
estimate the distance regardless of the bending angle. 
  

 
Fig.6. Relative slope with simplified electrosensory 

model (the marker ‘o’ is the original relative slope and 
the marker ‘x’ the relative slope in integrated electric 

image with tail-bending) 
 

Fig.6 shows the original relative slope with the fish 
in a straight line and the relative slope in integrated 
electric image generated by tail-bending movements. 
The integrated image calculates the summation of the 
electric image for each bending phase. In the integrated 
electric image with the two poles, these relative slopes 
are about the same to original one. The integrated 
electric image with tail-bending can more exactly 
estimate the distance of a target object, which can be 
useful in noisy environment.  
 

VI. CONCLUSION 
 

In this study, we compared the fish-like multiple-
pole model and a simplified electrosensory model with 
two poles for electrolocation. From the relative slope 
pattern, we can estimate the location of a target object. 
Interestingly, the two-pole model shows similar 
performance of electrolocation as the multiple-pole 
system, although the two-pole system has slightly more 
variations in electrolocation.  

Weakly electric fish can use temporal structures with 
tail-bending movements to estimate the estimated 
distance. When they bend the tail, it is possible to 
extract relative slope from the electric image and also 
the temporal integration of sensor readings during the 
tail-bending movement can be applied to the two-pole 

system for more exact estimation of target distance. This 
study shows that we can use a simple electrosensory 
model with two poles for a robotic fish instead of the 
complex fish-like multiple-pole model.  
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Abstract: Shannon’s information quantity, I(E) = log (1/P(E)), is defined under the assumption of the existence of “cog
nitive subjective entity” capable of judging yes/no or occurred/non-occurred of an event E (which occurs with  a  
probability P(E)). Final acceptor/user of information is a living individual, although first and/or intermediate sender(s) 
and/or acceptor(s) of information may be either living individual(s) or non-living element(s) or man-made machine(s).  
Thus we can conclude that information is a most essential character of living individuals, and that information and life 
must have had simultaneously emerged as “minimum cognitive system (MCS)”. Since then, living individuals/lives  
must have evolved as “self-improving learning neural network machine” capable of “active evolution”.  How MCS  
could have emerged was discussed. Not only cognitive origin and evolution of life, but also active evolution of
cognitive organisms were concluded as basic, general evolutionary principles. 
Keywords: origin of information, semiogenesis, minimum cognitive system, active evolution 
 

I. INTRODUCTION 

Biotic systems are full of “information” [1][2], but
the question, “what is information ?” is not fully answer
-ed in biology as well as in other areas of information  
sciences. In this paper, the origin and evolution of in-
formation systems and semiotic systems were analyzed 
from evolutionary and cognitive viewpoints. The results
strongly suggest that information-accepting ability is an 
essential character of life, and information and life seem
 to have simultaneously occurred by the emergence of  
earliest cognitive life. Semiogenesis would have gene-
rated efficient biomachines which are bio-individuals.  
 

II. ORIGIN OF INFORMATION 

Shannon’s “amount of information”, I(E) = log 
(1/P(E)), is defined under the assumption of the 
existence of “cognitive subjective entity” capable of 
judging yes/no or occurred/non-occurred (= 1/0) of an 
event E (which occurs with a probability P(E)). Final   
receiver/user of information is a living individual, 
although first and/or intermediate sender(s) (=outputter
(s)) and receiver(s) of information may be either living 
individual(s) or non-living element(s), or man-made/
organism-made machine(s).  

Let us consider some examples of information 
systems.  
Example 1.  Solar light energy (photon) hν ( v = v0 )
is received as information for driving a bioenergy- 
aquiring proton-pump by bacterioro-dhopsin of an  

archean,Halobacterium salinarun [1]. In this case, 
initial sender of hν0  information is the sun, a non- 

living entity, and the information is recognized by thelivin
g archean with using its information-receiving  
molecular tool or machine (receptor), bacterio-

rhodopsin. The sender of the information is a non-
living thing (the sun), and the last receiver (acceptor)
of the information is the living individual of an archae-
bacterial uni-cellular organism which can use a protein
 -tool or protein-machine for receiving the hν0 −
 information, which is further converted to bioenergy 
 inside the uni-cell individual via proton-pum
p. The hν0 energy was not “information” before the  
emergence of bacterio-rhodopsin-possessing archaea, 
 and the end-user of this information is the living uni-
cell organic individual. Therefore the origin of the hν0-
information occurred when archaea first possessed or 
made the hν0-utilizing bacterio-rhodopsin.  
Example 2: A unicellular individual of a eubacteria, E. 

coli, receives DNA codon-information from its intra-
cellular DNA derived from the previous generation, by 
using  intracellular information-processing molecular 
machines called mRN A s . The sender of codon-
information is the DNA derived (via cell division) 
from the uni-cell individual of the previous genera-
tion, and the final user/receiver of the DNA-information 
is the living uni-cell organism capable of using mRNA 
and other RNA-machines and protein-enzymemachines.  
Example 3: A multicellular human individual utilizes 

solar hv00 light-energy(v= v00) by using green-sensitive 
rhodopsin molecules embedded in the membrane of 
green-sensitive optic cells in human’s optic organ. The 
final user of the hv00-energy information is the living 
multicellular human individual. Note that optic cells as 
well as green-sensitive rhodopsi n s  a r e  not living 
individuals, and do not actively use the hv00-photon
information.  
Example 4. In vocal conversation between two persons, 

both of the first sender of vocal information and the 
last receiver/user of the vocal information are living 
human individuals, who can actively use the finally 
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received information.  
Example 5. In radio-broadcasting of various sounds, 

the first sender(= outputter) of the sound-information is 
either non-living entity/element or a living organismic 
individual, and inter-mediate information-receivers and 
intermediate information-senders are also either non-
living entity or living organic individuals, as well as 
man-made information-processing machines which are 
biotic (or human) cultural products. The last informa-
tion receivers/acceptors being end-users of the sound-
information are living human individuals possessing 
acoustic organ, “ears”.   
From all of these E xamples  1 - 5 , end - user s  of 

information are  unexcept ional ly  l iv ing  organic 
individuals, every of which is the unit of Darwinian 
natural selection. Thus, “information” is a kind of 
value for the living individual in increasing Darwinian 
fitness. Before the emergence of life, any end-user of 
information did not exist, and therefore, any 
“information” cannot be reasonably defined for pre-  
biotic world. Information-using is an actively cognizing 
behavioral process of living organic individuals.  

 In conclusion, “information” first emerged simulta-
neously with the origin of life (= the origin of living  
individuals capable of evolving via Darwinian natural  
selection). This means that “information” is a most es-
sential feature of life itself, and that life and information
 have had emerged simultaneously. A most important  
problem for finding the origin of life is, therefore, how
to know the earliest “minimum cognitive system”  
which possesses information-using faculty. How  
“minimum cognitive machine” could have emerged is 
an important problem remaining to be solved. 
 

II.  ORIGIN AND HIERARCHICAL       
EVOLUTION OF INDIVIDUALITY 

Biotic individuals such as unicell bacteria and  
multicellular animals are actively behaving entities 
which are units capable of evolving via natural    
selection. Throughout evolution different levels of  
individualities have had evolved, and every beha-  
ving individual is well-made biomachine having    
cognitive information-processing systems [3][4]. 

In modern living organic individuals, unicell bac- 
teria and haploid uni-cell organisms are lowest  
levels of individuality, confirming that unicell orga-
nsmic individuals having one set of DNA genes are
earliest living-organisms immediately after the emer-
gence of DNA-type genetic machinery. Any of  
living organic individuals before the emergence of 
DNA has not yet been known to date. Emergence 
of unicell diploid individuals is the first hierarchical
evolution of individuality, as has been discussed by
Maynard Smith [5] and Dan-Sohkawa [6]. Multi-  
cellularization of unicell diploid and/or haploid in-  
dividuals is the next step of hierarchical evolution. 
The so-called super-organism of bee or other hy-  
menopterran eusociety is the most highly evolved   

 

 
Fig. 1. Hierarchical neural network-type biomachinogene-

sis generating upper-leveled individuals via Altruistic  
sociogenesis (Modified from [3]). Bee-superorganisms and
multicellular individuals are compared. DNA-flows make 
a hierarchical neural network machine possessing feed- 
back DNA flows. “Parental manipulation” such as Polytes
maternal manipulation and Drosophia bicoid-mRNA seems
 tofunction as “teacher information” in man-made learnin
g neural network machines.  
 
 
level of hierarchical individuality [3]. 

Paralell hierarchical evolution of individuality has
occurred in generating bee-super-organismic indivi- 
duals and multi-cellular animal individuals, as illu-  
strated in Fig.1. Queen-worker-type hierarchical (eu-
)society such as bee society is known to have evol
-ved by kin selection [7]. Since relatedness (r) bet-
ween workers and queens(=worker’s younger sisters)
is 3/4 of DNA (r=3/4), such altruistic behavior is  
considered to be equivalent to DNA-information 
flow from workers to queens, as shown in Fig. 1. 
DNAs outputted by gametes of queens are further  
inputted to the workers and queens of the next ge-
neration via fertilization, which makes feedback  
DNA-flows from the queens of present generation  
to the workers and queens in the next generation.  
  Similar DNA-flows can be found in multicellular
animals in which each animal is originally an altru-
istic queen-worker-type hierarchical society of uni- 
cell animals consisting of queen-type germ-line cells
(=queen-cells) and worker-type somatic cells (=  
worker-cells). Hamilton considered multicellular  
animals have had evolved via altruistic behaviors of
worker-cells (= originally, uni-cell animals) to queen
-cells [7].  

In animals, multicellular individuals are considerd 
to have evolved via an early super-organismic kin  
society of uni-cell animals. However, the evolutio- 
nary results show that upper-leveled (multi-cellular)  
individuals really live and behave as active evol-  
ving organisms, and that germ-line cells and soma- 
tic cells are elements or parts of upper-leveled  
living individuals. This is very similar to bee- 
superorganisms, which strongly suggests that  
“worker-bees and queen-bees are not living indivi- 
duals, and are elements or parts of super-organisms.
The living individuals are bee-superorganisms. 
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  Parallelisms between bee-superorganisms and mul-
ticellular animal individuals are much more striking, 
as shown in Fig.2, where the well-known bee-dance
system for collecting pollens and honey is compare-
ed with the Aplasia simple neural system. Worker- 
bees coming back to hive and making dance (=sen-
sory bees) well correspond to sensory neurons  (= 
worker-cells) in Aplasia siphon system, and bees  
receiving dance-language correspond to Aplasia  
motor-neurons (worker-cells). The dance language  
being a semiotic signal corresponds to synaptic mo-
lecular signals evolved as semiotic signals. Thus,  
dancing bees and dance-recognizing bees are “sen- 
sory bees” and “motor-bees”, respectively. Semioge-
nesis generating bee-dance and Aplasia synaptic  
molecular signals must have had important roles for
the genesis of biomachine consisting of queens(or q
ueen-cells) and  workers(or worker-cells). Neurons  
are not living individuals, and quite similaely, bees 
are not living animal individuals. Bee-superorga- 
nisms are “genuine living bee-individuals”. 
 In Fig. 2, Aplasia neural system is evidently a  
“cognitive system” for accepting water-flow informa
-tion and making adaptive muscle-moving. Very si- 
milarly, bee-dance system is also a “cognitive sys- 
tem” of bee-superorganism for accepting pollen- 
information and making adaptive pollen-collecting  
movements of motor-bees. The parallelism between 
these two cognitive systems tells us “how biotic  
cognitive systems could have had evolved.” Semio-
genesis is very essential for making efficient bio- 
machinogenesis.  
 

 
 
Fig.2. Close similarities between the Aplasia nerve 
system and the bee dance-language system.  
 

II. BIOTIC INDIVIDUALS AS THINKING 
 MACHINES 

  Returning to Fig.1, we can find that the DNA-in- 
formation flows in the hierarchical superorganismic 

biomachine suggest that biotic individuals would be
a cognitive machine similar to a hierarchical neural
network machine. In the case of the eusociety of  
Polystes (hymenopteran), maternal manipulation to  
daughter wasps makes daugtters be worker-wasps.  
Similarly, earliest determination of embryonic cells  
in Drosophia depends on the gradient of the con- 
centration of maternal mRNAs (such as bicoid-    
mRNA). These maternal effects are very similar to 
the so-called “teacher-information depending on feed
-back information” in learning neural network  
machines, as shown in Fig. 1. Thus the scheme in 
Fig 1 suggests that these superorganismic bioma-   
chines would have evolved as “hierarchical learning
neuiral network biomachines”. Such biomachines  
can input enviomental and intra-body information,  
and output  DNA information as schematized in   
Fig.1. Accordingly, repeating of generation is a  
“thinking process” of the individual, which is a  
cognitive neural network machines. Thus “thinking”
of the well-made cognitive bio-machines must have 
improved biomachines in generating the present-day
well-made bioorganisms. Repeting of generations of 
such learning biomachines is thinking processes of  
organisms. Now we have reached to a clear answer
to the important question,“Who made the well-made
biomachines ?”, proposed by Dawkins [8]. The an- 
swer is that “Biotic individuals have had “actively”
made and improved the well-made biomachines by 
“thinking” via repeating generations. 
  The essential difference between autopoietic/active
bio-machines (= biotic individuals) and man-made  
learning neural network machines (NNwMs) are the 
difference of teacher-information (TI). TI is given  
from outside by man-made program in man-made  
learning NNwMs. However, as shown in Fig.1, IT  
is included in the biotic system, and therefore, bio- 
individuals can actively self-improve their own in- 
dividuals (=bio-machines) by repeating generations. 
Thus, bio-individuals are cognitive self-improving  
leaning NNwMs. The NNwM in Fig.1 is not a  
simple 2-layered NNwM capable of performing  
“linearly separable” cognitions, but a multi-layered 
complex NNwM capable of performing “non-linear- 
ly separable” cognitions, because every element of  
the both layers (= queen-layer and worker-layer) in
Fig.1 is originally a cognitive (uni-cell or multi-cell
ular) living individual possessing intra-individual  
neural networks of information-flows. Hierarchical  
sociogenesis is thus considered to make an efficient
multi-layered neural-network bio-machine via semio-
tic function.  

  Uni-cell organisms also have intracellular complex 
information networks capable of inputting environ- 
mental and intracellular information, and adaptively  
outputting various kinds of information. Thus unicell
organisms are also considered to be cognitive ma- 
chines which are complex thinking NNwMs. 
Accordingly we have reached a conclution that  
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Fig. 3. Generalized model of biotic individual possessing 
intra-individual cognitive complex neural networks of info
rmation flows and feedback information-flows. 
 
 

living individuals are cognitive NNw bio-machines  
which can actively think/consider and self-improving.
Accordingly, evolution is “active thinking process” of
living organisms, resulting in “active evolution”.   
 A most generalized bio-individual consisting of  
complex NNwM possessing feed-back information  
flow from present to the next generation is schema-
tically shown in Fig. 3.  
  Furthermore, diploid “species” can be considered 
as a “hierarchical super-neural network machine  
shown in Fig. 4, where multi-cellular male and fe-
male diploid individuals are input layer, and haplo- 
id gametes (ova/sperms) are output layer elements 
which make feedback DNA-flows to the next gene-
ration. The “species really exists as a probabilistic 
neural network machine, which is also a cognitive  
biosystem capable of thinking and improving to  
make more adaptive bio-systems and eco-systems.  
 

 
 
Fig.4. Hierarchical probabilistic neural network  
machine model of diploid species.  
 

III. EMERGENCE OF “MINIMUM COG- 
NITIVE SYSTEM” AS A FIRST LIFE 

The question, “What is first life ?”, needs to be  
re-considered from the aspect of above-mentioned  
cognitive life. “Information” emerged simultaneously
with the emergence of cognitive individuals as the 
 last receiver(or acceptor)/user of information. For  
efficient bio-individuals to evolve as thinking bio- 

machines, semiogenesis must have been important  
throughout evolution.  
  Early evolution having generated “minimum cog-
nitive system(MCS)” needs to be analyzed from va-
rious aspects. An interesting approach is to analyze 
the emergence of MCS from simple harmonic osci- 
lator, F2x = -ω2x, where x = (x1, x2)

T, F = (aij)2,2, 
in which a22 = -a11, a21 = -(a11

2 + ω2) / a11
2, and 

where xi and aij (i,j = 1,2) are real numbers or  
real functions. This model gives a MCS-like oscilla 
-tor, as shown in Fig.5, as has been recently dis- 
cussed. See legend of Fig.5 and ref. [8] for details. 

 
Fig. 5. Three-layerd neural network-like structure of 
generalized harmonic oscillator system, where F = t((a11, 
a12), (a21, a22)), where a22 = - a11,  a21 = - (a11

2 + 
ω2 )/a12 . By letting Qs = F4, and w = ω4, we find that Qs 
and w satisfy a self-replication equation, Qs x = w x. If 
ω2= 1, then F2 is a complete self-replication operator. 
x = F0x = (F0x1,F

0x2)
 T = (x1,x2)

T ; Fx = F1x = 
(F1x1, F1x2)

T = (a11x1+a12x2,  a21x1+a22x2)
T ; Fkx = 

(Fkx1, Fkx2)
T, where Fkx1 = a11 Fk-1x1 + a12,  and   

Fkx2 = a21 Fk-1x1 + a22 Fk-1x2.        
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Abstract

This paper proposes a new variation method for the phase functions of the adiabatic quantum
algorithm, quadric variation method. Experiments are carried out solving 3-SAT problem with
discrete adiabatic quantum algorithm to compare the proposed two formulation of quadric variation
method performance with the previously proposed methods linear and cubic.
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I. I NTRODUCTION

The field of quantum computation have gone through an
amazing development in past decade, it has rise as one of
the hot area of research after existence of many quantum
algorithms showing that the quantum algorithms greatly
enhance the efficiency of solving problems believed to be in-
tractable on classical computers. as Peter Shor’s polynomial
time quantum algorithm for factorizing integers [1], Grover
algorithm for unstructured search with quadric speed up over
any classical algorithm [2] and Hogg algorithm [3].

The Model of adiabatic quantum computation is a new
paradigm for designing quantum algorithms proposed by
Farhi et al.[4]. The Adiabatic model is based on quantum
adiabatic theorem, where the quantum computer evolves the
quantum system slowly to switch gradually from an initial
Hamiltonian with ground state easy to construct, to a final
Hamiltonian whose ground state encodes the solution of the
problem being solved.

In recently published articles, the Adiabatic quantum al-
gorithm, was shown to give polynomial average cost growth
for some NP combinatorial search problems as Satisfiability
problems [5], and set partitioning problem [6].

This paper compares the adiabatic algorithm performance
in solving 3-SAT problems using three different variation
methods Linear,cubic, and the proposed method, as result
the corresponding search costs and probability of finding
the solution are shown.

II. k-SAT PROBLEMS

The k-satisfiability problem (k-SAT) is a combinatorial
search problem, whose instance is a Boolean expression
written using AND, OR, NOT,n variables, andm clauses. A
clause is a logical OR ofk variables, each of which may be
negated. Given an expression, the solution is an assignment
,i.e., a value of TRUE or FALSE values for each variable
that will make the entire expression true,i.e., satisfying all
the clauses [7]. An example 2-SAT instance with 3 variables
and 2 clauses is(v1OR(NOTv2)) AND (v2 OR v3), which
has 4 solutions, for example,v1 = v2 = false andv3 = true.
For a given instance,the costc(s) of an assignments is the
number of clauses it does not satisfy. Fork ≥ 3, k-SAT is
NP-complete, i.e., among the most difficult NP problems in
the worst case [8].

III. T HE QUANTUM ADIABATIC THEOREM

The adiabatic theorem states that, if the Hamiltonian of
any quantum systemH(t) varies slowly enough, the state of
the system will stay close to the instantaneous ground state
of the Hamiltonian at each timet [3]. Assume we can build a
HamiltonianH(c) with ground state encodes the solution of
the problem instance to be solved, and prepare the system in
the known ground state of another HamiltonianH(0). Then
the adiabatic algorithm can continuously evolve the state of
the quantum computer using

H(f) = (1− f)H(0) + fH(c) (1)
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Table I
THE PARAMETERS USED IN DISCRETE AND CONTINUOUS VARIATION METHODS.

Parameters Variation methods
phase functions

Linear Quadric1 Quadric2 Cubic
∆ 1/

√
j const(=1) const(=1) const(=1)

Phaseshift function ρ(f) = f ρ(f) = f2 ρ(f) = 2f − f2 ρ(f) = 1.921f − 2.665f2 + 1.782f3

PhasesMix function τ(f) = 1 − f τ(f) = 1 − ρ(f) τ(f) = 1 − ρ(f) τ(f) = 1 − ρ(f)

with f rangingfrom 0 to 1 [3]. Under suitable conditions,
i.e., with a nonzero gap between relevant eigenvalues of
H(f), and with sufficiently slow changes inf , the adiabatic
theorem guarantees that the evolution maps the ground state
of H(0) into the ground state ofH(c), so a subsequent
measurement gives a solution.

IV. T HE DISCRETEADIABATIC ALGORITHM

In this paper, we use the algorithmically equivalent dis-
crete formulation of the adiabatic algorithm acting on the
amplitude state vector initially in the ground state of the
HamiltonianH(0), which can be represented as|ψ(0)

s ⟩ =
1√
N

[1, 1, ..., 1]T . Consider a discreet HamiltonianH(f) of
the general form

H(f) = �(f)H(0) + �(f)H(c) (2)

where �(f) and �(f) are phase mixing and phase shift
function, respectively. both of them are arbitrary functions
of f where (0≤ f ≤ 1), see Table.1, subject to the boundary
conditions

�(0) = 1, �(0) = 0 (3)

�(1) = 0, �(1) = 1 (4)

Although, the two functions�(f), and�(f) are not neces-
sary to be monotonic (i.e. obey the constraint�(f)+�(f) =
1), we consider only the monotonic functions [?].

In matrix form [3], the HamiltonianH(c) is a diagonal
matrix

H(c)
r,s = c(s)δr,s,where δr,s =

{
1 if r=s
0 otherwise

(5)

This Hamiltonian introduces a phase shift factor in the
amplitude of assignments depending on its associated cost
c(s), where the higher cost results in more phase shift.
The HamiltonianH(0) can be implemented with elementary
quantum gates by use of the Walsh-Hadamard transform
with elementsWr.s = 2−n/2(−1)r.s [3], where H(0) =
WDW andD is a diagonal matrix with the value for state
r given by the sum of the bits, i.e, the elementDr,r is just
a count for the number of bits equal to 1 in stater.

A single trial of the algorithm consists ofj steps, param-
eter∆ and can be described as

1) Initialize the amplitude state vector to the ground state
of H(0) giving equal values for all states as|ψ(0)

s ⟩ =
1√
N

[1, 1, ..., 1]T

2) For Stepsh = 1 throughj repeat the matrix multipli-
cation :

|ψ(h)⟩ = Uh(f)|ψ(h−1)⟩ (6)

where |ψ(h−1)⟩ is the amplitude state vector at step
h − 1, andUh(f) is unitary evolution operator forh
th step which can be represented as

Uh(f) = e−iτ(f)H(0)∆/2 ·e−i�(f)H(c)∆ ·e−iτ(f)H(0)∆/2

(7)
3) Measure the final system After thej steps take place,

the probability to find a solution is given byPsoln =∑
s ||ψ(j)||2 with the sum over all solutionss.

As a choice for the evolution,f is chosen to vary linearly
from 0 to 1. Specifically, we takef = h/(j+ 1) for steph,
whereh is ranging from 1 toj.

V. EXPERIMENTS AND CONSIDERATIONS

A. Variation Methods and parameter∆
Recently several variation methods for phase shift func-

tion �(f), and phase mixing function�(f) were presented
as an attempts to decrease the overall search cost [3]. In
this paper we present monotonic (means�+�=1) version
of quadric variation method in two formula of quadric
polynomial inf . Table .1. summaries this methods , linear
, cubic and the two quadric formula we presents, and also
it shows the values of the parameter∆ as used with each
method.

Figures 1, 2, 3, amd 4 shows the phase fuctions for each
variation methoudvs. thef value from 0 to 1, foucasing in
the figures we can note that the quadric variation methoud
shown in fig. 3, has smalle diversity area than the others
whcih gives a sign for expecting better results. A good
performance of the discrete adiabatic algorithm requires
an appropriate choice of parameter∆. The experiments
have shown that the performance of the algorithm remains
good for moderate value ofj provided that∆ is below
some threshold value. The experiments for solving 3-SAT
problems withn ≤ 20 has shown this threshold to be
somewhat near 1.

B. Search behavior

In this section we compare the search behavior of the
discrete adiabatic algorithm using the variation methods as
summarized in Table.1. First is the linear variation method
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Figure1. Phase shift and phase mix functionsV s f for the linear variation
method.
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Figure 2. Phase shift and phase mix functionsV s f for the quadric
variation method withρ = f2 formula.

corresponds to the continuous adiabatic algorithm, this
method uses∆ = 1/

√
j, phase shift�(f) and phase mixing

�(f) functions varies monotonically as linear function off ,
and number of stepsj grows as cubic number of bitsn3.
Second method is the cubic variation [?] with �(f) and�(f)
varies monotonically as cubic polynomial inf , constant∆,
and usesj grows as square number of bitsn2, and finally
the quadric variation method with two formula�(f) = f2

and�(f) = 2f − f2.
Figures 5, and 6 compare the search behavior of the

algorithm in solving 3-SAT problem withn = 8, and16,
respectively. The figures show that the quadric variation
method with number of stepsj only as2 ∗ n can achieve
Psoln near0.5 , which shows faster search behavior when
it is compared with the algorithm behavior using cubic
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Figure 3. Phase shift and phase mix functionsV s f for the quadric
variation method withρ = 2f − f2 formula.
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Figure4. Phase shift and phase mix functionsV s f for the Cubic variation
method.

variation with number of steps at leastn2 and the linear
variation with j = n3.

C. Search cost

The search cost is defined to be the expected number
of steps required to find a solutionC = j/Psoln. Fig. 7
compares the average search costC for the Linear, cubic,
and the two formulation of quadric variation methods for the
adiabatic algorithm. it shows that using quadric variation
with just enough number of stepsj = 2 ∗ n to achieve
moderatePsoln as shown in Figures. 5, and 6, reduces the
search cost below the other methods. However the algorithm
with linear variation could achievePsoln near 1 in most of
the trials as shown, the number of steps requiredj grows as
n3 giving a large search costs, far higher than those of other
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Figure 5. Psoln vs number of stepsh for the 3 methods averaged over
10 random instances of 3-SAT problems withn = 8
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Figure 6. Psoln vs number of stepsh for the 3 methods averaged over
10 random instances of 3-SAT problems withn = 16

method. For comparison the figure shows that the median
search cost atn = 16 for the quadric1, quadric2, cubic,
and linear methods to be 58.07, 56.22, 424.29 and 8749,
respectively. which shows improve in the resulting cost
reduction using quadric variation method, due to reduced
number of steps .

VI. CONCLUSIONS

The quantum adiabatic algorithm is a remarkable discov-
ery because it offers new insights into the usefulness of
quantum resources for computational tasks. In this paper,
we have presented an experimental study in solving 3-
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Figure7. Log plot of the average search costvs the number of variables
n using the same instances in Figures 5 and 6.

SAT problems with the discrete the adiabatic algorithm,
using a new monotonic variation method for the phase shift
and phase mixing function , quadric variation with two
different formula. The experiments have revealed that using
the quadric variation method improves on other variation
methods, in resulting Search cost and search behavior.
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Abstract
This paper describes mixed constrained image filter de-

sign with fault tolerant using Particle Swarm Optimization
(PSO) on a reconfigurable processing array. There may
be some faulty Configurable Logic Blocks (CLBs) in a re-
configurable processing array. The proposed method with
PSO autonomously synthesizes a filter fitted to the recon-
figurable device with some faults, to optimize the complex-
ity and power of a circuit, and signal delay in both CLBs
and wires. An image filter for noise reduction is experi-
mentally synthesized to verify the validity of our method.
By evolution, the quality of the optimized image filter on
a reconfigurable device with a few faults is almost same as
that with no fault.

Keywords
Particle Swarm Optimization, Mixed Constrained Im-

age Filter Design, Fault Tolerant

1 Introduction
The image filter design problem is often approached by

means of evolutionary design techniques. In addition to an
optimization of filter coefficients (for example, [1]), evolu-
tionary approaches are applied to find a complete structure
of image filters. In [2], Gaussian noise filters were evolved
using a variant of Cartesian Genetic Programming in which
target filters were composed of simple digital components,
such as logic gates, adders and comparators. A few years
later, image filters for other types of noise and edge detec-
tors were evolved using the same technique [3, 4, 5]. But
there were few discussions about fault-tolerance for an im-
age filter design.

Recently chip integration is higher and higher, so that
it increases the probability of faulty components and the
complexity of designs increases the probability of human
errors. The tolerance for faults is diminishing as the sys-
tems are demanded for high reliability. Therefore, the
needs for fault-tolerant designs are stated as the long-term
grand challenges in [6]. To solve this problem, we pro-
posed a fault-tolerant image filter design using GA (Ge-
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Figure 1: The overview of our method.

netic Algorithm) [8], and the experimental results showed
that the resultant image filter was surely fault-tolerant. But
the problems of quality and processing time still remain,
and which evolutionary method (such as GA, GP (Genetic
Programming), PSO (Particle Swarm Optimization) and
ACO (Ant Colony Optimization)) is most suitable has not
been investigated.

This paper describes an efficient image filter design for
noise reduction using PSO on a reconfigurable process-
ing array, where some faulty Configurable Logic Blocks
(CLBs) may exist at random. The mixed constrained on
circuit complexity, power and signal delay in both logic
blocks and wires are optimized. In this design, first, the
evaluating value about correctness, complexity, power and
signal delay are introduced to the fitness function. Then
PSO autonomously synthesizes an image filter which is
simple and has better performance and fits to the recon-
figurable processing array with some faults. To verify the
validity of our method, an image filter for noise reduction
is experimentally synthesized.

The organization of this paper is as follows: a brief
overview of PSO is described in the next section. Section
3 describes fault-tolerant design optimization for an image
filter using PSO. Section 4 shows the experimental results.
Finally, Sect. 5 concludes this paper.
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2 Particle swarm optimization
PSO is an algorithm model on swarm intelligence that

finds a solution to an optimization problem in a search
space.

In PSO, a particle represents a candidate solution to
the problem. Each particle is treated as a point in the
D-dimensional problem space. The i-th particle is rep-
resented as Xi = (xi1, xi2, · · · , xiD). The best previ-
ous position (the position giving the best fitness value)
of the i-th particle is recorded and represented as Pi =
(pi1, pi2, · · · , piD). The index of the best particle among
all the particles in the population is represented by the sym-
bol g. The rate of the position change (velocity) for particle
i is represented as Vi = (vi1, vi2, · · · , viD). The particle is
updated according to the following equations:

v
(t+1)
id = w ∗ v

(t)
id + c1 ∗ rand() ∗ (pid − x

(t)
id )

+c2 ∗Rand() ∗ (pgd − x
(t)
id ), (1)

x
(t+1)
id = x

(t)
id + v

(t+1)
id . (2)

where,
0 ≤ i ≤ (n− 1), 1 ≤ d ≤ D.

n: number of particles in a group.

D: number of members in a particle.

t: pointer of iterations (generations).

w: inertia weight factor.

c1, c2: acceleration constant.

rand(), Rand(): uniform random value in the range [0,1].

v
(t)
id : velocity of particle i at iteration t, V min

id ≤ v
(t)
id ≤

V max
id .

x
(t)
i : current position of particle i at iteration t.

The inertia weight factor w is employed to control the
impact of the previous history of velocities on the current
velocity, thereby influencing the trade-off between global
(wide-ranging) and local (fine-grained) exploration abili-
ties of the “flying points”. A larger w facilitates global
exploration (searching new areas) while a smaller w tends
to facilitate local exploration to free-tune the current search
area. Good values of w are usually slightly less than 1 [7].
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Figure 2: A reconfigurable processing array with faults.

3 Image filter design using PSO
PSO is applied to search good solutions to optimize the

image filter design on a reconfigurable processing array
with some faults.

The resultant image filter has an identical functional be-
havior with less circuit complexity, less power and less sig-
nal delay.

3.1 Image Filter

Every image operator is considered as a digital circuit
with nine 8-bit inputs and a single 8-bit output, which pro-
cesses gray-scaled (8-bit/pixel) images.

Every pixel value of the filtered image is calculated us-
ing a corresponding pixel and its eight neighbors in the pro-
cessed image [4, 5].

3.2 Reconfigurable Processing Array for Image
Filter

The reconfigurable image filter is implemented as a Vir-
tual Reconfigurable Circuits (VRC) (Fig. 2) originally pro-
posed in [4]. As a new pixel value is calculated using nine
pixels, the VRC has got nine 8-bit inputs and a single 8-bit
output. The VRC consists of two-input Configurable Logic
Blocks (CLBs) placed in an array. In our proposed, a 6 ∗ 4
array is need because its size is enough for our image filter
from the results in paper [8]. Any input of each CLB may
be connected to either a primary circuit input or the output
of a CLB in the preceding column. Any CLB can be pro-
grammed to implement one of the functions given in Table
1 [8, 9], all these functions operate with 8-bit operands and
produce 8-bit results.

The CLB with different function, has different complex-
ity, power and signal delay. We newly define the values
of complexity (FC), power (FP) and signal delay (SD) for
each function in a CLB, as in Table 1.

As shown in Fig. 2, the coordinates of inputs and output
of each logic block are defined based on VRC, so that we
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Table 1: Functions implements in a CLB.
ID Function Description FC FP SD
0 255 Constant 8 5 1
1 x Identity 16 10 2
2 255− x Inversion 24 15 3
3 x ∨ y Bitwise OR 32 20 3
4 x ∨ y Bitwise x OR y 40 25 4
5 x ∧ y Bitwise AND 32 20 3
6 not(x ∧ y) Bitwise NAND 40 25 4
7 x⊕ y Bitwise XOR 64 38 4
8 x À 1 Right shift by 1 15 9 2
9 x À 2 Right shift by 2 14 8 2

10 (x ¿ 4) ∨ (y À 4) Swap 16 10 2
11 x + y + (addition) 358 215 18
12 x +s y + with saturation 367 220 19
13 (x + y) À 1 Average 350 210 18
14 max(x, y) Maximum 240 145 16
15 min(x, y) Minimum 240 145 16
- (wire) (wire) 16 10 2

FC: function complexity.
FP : function power.
SD: signal delay.

can calculate the critical length of connection wires.
There may be some faulty CLBs in a reconfigurable pro-

cessing array at random. The output of a faulty CLB is a
value in the range [0,255] at random.

3.3 Genetic encoding
The chromosome (particle) is a string of integers where

each three continuous integers constitute a logic block.
Each triplet in the chromosome encodes the two inputs and
the function type of a logic block, respectively, such as:

(Input 1, Input 2, Function type).

A typical chromosome then can be a sequence of
triplets, such as:

Xi = ((IN1
1 , IN1

2 , F 1
type) · · · (IN i

1, IN i
2, F

i
type) · · · )

Here, IN i
1 and IN i

2 mean positions of the correspond-
ing input signal. F i

type means function type of logic block.
For primary input, 0 ≤ IN i ≤ 8. For input from output of
a logic block CLBm shown in Fig. 2, IN i = m. Function
in a CLB is defined as shown in Table 1.

3.4 Fitness function
The pixels of corrupted image ci are used as inputs of

VRC. Pixels of filtered image fi are generated, which are
compared to the pixels of original image oi.

The design objective is to minimize the difference be-
tween the filtered image and the original image. The image
size is nc∗nr pixels, but only the area of (nc−2)∗(nr−2)
pixels is considered, because the pixel values at the borders

are ignored, and thus remain unfiltered. The fitness value
of a candidate filter is obtained as follows:

(1) the VRC is configured using a candidate chromo-
some,

(2) the created circuit is used to produce pixel values in
the image fi, and

(3) the fitness value is calculated as

Fitness = (−1) ∗ (F1 ∗ β + F2). (3)

where,
F1 and F2 are defined as follows and β is the weight on

F1.

F1 =
nc−2∑

i=1

nr−2∑

j=1

(|fi(i, j)− oi(i, j)|).

(4)

where,

nc: the number of columns of the pixels in the image.

nr : the number of rows of the pixels in the image.

fi(i , j ): the pixel (i, j) in filtered image fi, the value range
is [0,255].

oi(i , j ): the pixel (i, j) in original image oi, the value
range is [0,255].

F2 = SD ∗ αsd + Pg ∗ αpg + Cg ∗ αcg

+Pw ∗ αpw + Cw ∗ αcw.

(5)

where,

SD: signal delay of a circuit individual, determined by a
critical path.

Pg: power of logic blocks in a circuit, calculated by sum-
mation of all logic block’s power.

Cg: complexity of logic blocks in a circuit, calculated by
summation of all logic block’s complexity.

Pw: power of all wires in a circuit, calculated by summa-
tion of all wire’s power.

Cw: complexity of wires in a circuit, calculated by sum-
mation of all wire’s complexity.

αsd, αpg, αcg, αpw, αcw: the weights on SD, Pg, Cg,
Pw, Cw, respectively.
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Table 2: Conditions for evolution.

Number of Generation : 300
Population Size : 1210
Inertia weight factor w : 0.9.
Limit of change in velocity of each member in an individual:
V max

id = 0.5 ∗ pmax
id , V min

id = −0.5 ∗ pmax
id .

Acceleration constant : c1 = 2, c2 = 2.

Figure 3: Elite fitness of PSO (Y-axis) vs. the number of
generations (X-axis).

The priority of evaluating values in Eq. (3) is: F1 > F2.
In this experiment, β is set to 0.1 ∗ 109. The priority of
evaluating values in Eq. (5) is: SD > Pg > Cg > Pw >
Cw. In this experiment, αsd is set to 0.1 ∗ 109, αpg is set
to 0.1 ∗ 106, αcg is set to 1 ∗ 103, αpw is set to 100, and
αcw is set to 1. All α’s and β are empirically assigned in
our experiment.

4 Experimental results
Table 2 shows the parameters of the evolution of PSO

used in this experiment. Some preliminary experiments
were performed in advance to decide parameters suitable
for our experiment.

The proposed method was implemented in Eclipse SDK
3.5.1 with Java Runtime Environment(JRE) 1.6.0; and
tested on a PC with Inter(R) Core(TM) i7 CPU at 3.33 GHz
and 9.0 GB RAM.

The image filter is evolved for a 512 ∗ 512 Lena image
corrupted by 5% salt-and-pepper noise, shown in Fig. 5
(a).

Fig. 3 shows the elite fitness of PSO vs. the number
of generations during the image filter evolution. The elite

fitness is increasing during evaluation time.
Table 3 shows the results on a reconfigurable processing

array with different faults. For each case, we execute over
10 independent trials. “Available” means the number of
available CLBs. “Best one” means the best optimized im-
age filter in terms of Mean Difference Per Pixel (MDPP)
[10] among 10 trials, “Average” the average values of 10
individuals, and “Worst one” the worst optimized image
filter among 10 trials. The number of used CLBs, the value
of the MDPP and running time are listed. “Ratio” is the
relative value of MDPP of each case compared to that of
no fault Faults(0). The larger the fitness is, the better the
quality of image filter is. The less the MDPP value is, the
better the quality is. The less the ratio is, the better the
quality is.

The quality of the optimized image filter on a recon-
figurable processing array with a few faults (2-4 faults) is
almost same as that on a reconfigurable processing array
with no fault, that is less than 12.6% in the item of differ-
ent value of MDPP of the best one.

The quality of the optimized image filter of Fault(2)
is only 1.2% less than that of Fault(0) in the item of the
MDPP value of the best one.

An example of chromosome of best one of fault(2) is
as follows:

(0, 0, 0)(0, 0, 0)(1, 4, 15)(8, 0, 0)(0, 0, 0)(0, 0, 0)
(11, 12, 11)(11, 0, 0)(0, 0, 0)(0, 0, 0)(0, 0, 0)(15, 7, 5)
(0, 0, 0)(0, 0, 0)(0, 0, 0)(4, 20, 14)(0, 0, 0)(0, 0, 0)
(0, 0, 0)(0, 0, 0)(16, 24, 11)(0, 0, 0)(0, 0, 0)(0, 0, 0)

The graphical representation of this chromosome is
shown in Fig. 4.

As the used Lena image size is relatively large, we can
say that the resultant evolved filter is general purpose for
the same type of noise, that is the filter is able to remove the
same type of noise also from other images. Therefor, the
image filter was first evolved using Lena image and then
tested on other images.

Figures in Fig. 5 show the input image with 5% salt-
and-pepper noise, the MDPP value of these images are
6.33, 6.39 and 6.28, respectively. Figures in Fig. 6 show
the output image by the image filter of Fig. 4, the MDPP
value of these images are 1.74, 1.42 and 1.76, respectively.
Obviously, this image filter could reduce noise for all cases,
even if there are two faulty CLBs.

5 Conclusions
This paper described mixed constrained image filter de-

sign with fault tolerance for noise reduction using PSO on
a reconfigurable processing array. By evolution, the quality
of the optimized image filter on a reconfigurable process-
ing array with a few faults is almost same as that on a re-
configurable processing array with no fault. Consequently
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Figure 5: The input images with noise.

Figure 6: The output images by the evolved filter of Fig. 4.
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Table 3: Results on a reconfigurable processing array with different faults.

Item CLBs Best one Average Worst one
Available Used MDPP Ratio SD P b Cb P w Cw Used MDPP Ratio Time Used MDPP Ratio

Faults(0) 21 8 1.722 1.000 71 645 1064 372 593 6.6 2.365 1.000 405.2 8 2.442 1.000
Faults(2) 19 7 1.742 1.012 88 695 1150 263 419 5.7 2.390 1.011 411.5 7 2.537 1.039
Faults(4) 17 12 1.939 1.126 85 1070 1774 393 625 5.6 2.955 1.249 416.7 5 3.453 1.414
Faults(6) 15 6 2.008 1.166 50 550 910 227 362 5.4 2.965 1.254 425.2 4 3.525 1.443
Faults(8) 13 3 3.117 1.810 48 435 720 198 316 4.8 3.624 1.533 432.0 2 3.889 1.593

Available: In a 6*4 CLBs array, only one CLB is used in the last column, so the max number of available CLBs is 21.
Faults(x): A reconfigurable processing array with x faulty CLBs at random position, x = 0, 2, 4, 6, 8.
Used: the number of the used CLBs.
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Figure 4: The optimized image filter of Fault(2).

our proposed design method is effective for fault-tolerant
optimization.

We will also apply PSO to autonomous design circuits
for more complex functional requirements, and enhance
more practical information about circuit to fitness function.
Future works are to find better genetic encoding method to
apply PSO to large sized circuits, and to improve PSO to
reduce the processing time.
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Abstract: An alternative brief proof of the Four Color Theorem without using a computer is described. The proof is 
essentially similar to the brief proof very recently described by the author as a bird’s-eye view, but is much more simple 
than that, and more importantly, differs from that in the way of vertex-reducing of complete triangulation graph. This 
new, most simple proof is much shorter than the recently described one, and both of these two proofs are far more 
easily understood than Appel and Haken’s proof in 1977. These new findings of non-computer-aided proofs clearly tell 
us about what the essential portion of the enormous complexity of the Four Colour Theorem is. 
Keywords: Triangulation, Vertex reduction of colored triangulation graph 

 

 

I. INTRODUCTION 

The Four-Colour Conjecture (FCC) concerning 
map-coloring first proposed by Guthrie [1], had long 
been one of the most difficult unsolved problems in 
mathematics. In 1977, Appel and Haken (A&H) [2] 
succeeded in proving the FCC using a computer. The 
question whether or not the Four-Colour Theorem 
(FCT) could be proved without using a computer has 
since arisen as a most important problem remaining to 
be solved. Very recently, I have presented the details of 
a bird’s-eye view of a very plausible brief proof of the 
FCT without using a computer [3]. In this paper, an 
alternative brief proof is described which is much more 
simple, although it is essentially similar to the brief 
proof described in Ohnishi (2009) [3], but considerably 
differs from that in the way of vertex-reducing of 
complete triangulation graph on sphere, S2.  
 

II. PRELIMINARIES 

In this section, some basic definitions useful for 
achieving a most simple proof of the FCT are described.  
“▌” denotes the end of each definition or theorem, 
whereas “█” denotes the end of each proof. 
  The following terms are defined as given in the 
previous paper [3]. 
    Jordan curve QQ’and its endpoints Q and Q’: see 
Definition 1 in ref. [3].  
    Internal and external domains ( int C, ext C, Int C, 
Ext C, where C is a closed Jordan curve.):  

see Theorem 1 in ref.[3].  
    Graph, vertex, spherical graph G(S2), connected 
graph: see Definitions 2 and 5 in ref.[3]. 
    Valency (degree) of a vertex P, written as val P : 
see Definition 3 in ref.[3]. 

    ν-colorable; ν-colored graph written as colν (G): 
see Definitions 8 in ref.[3].  
    colν (P)= a,(where P ∊  G), as denoting that vertex 
P is colored with a in colν (G): see  

Definitions 8 in ref.1. 
    Kempe-block, ab-Kempe-blocks written as Kab(Pi), 
Kab(Pi, Pj) in col4 (G): see Definition 10 in  

ref.[3].   
 
Definition 1: edge, adjacent:  Edge is defined as a 
Jordan curve connecting and excluding two vertices 
(which are end-points) P and P’. An edge e, connecting 
two vertices P and P’ is written as e = [P,P’]. A vertex P 
is called to be adjacent to P’, if a graph Γ  has an edge, 
[P,P’].  ▌ 
 
  Note that Definition 1 differs from the definition of 
“edge” given in the previous paper (see Definition 2 in 
ref.[3] ), and is identical to the definition of Berge [4]. 
Accordingly, some terms need to be re-defined based on 
Definition 1.  
  The next theorem is well-known as given in Ore [5].  
Theorem 1: If C is a closed Jordan curve on a sphere S2, 
then we have S2 = int C + ext C + C = Int C + Ext C – 
C. ▌ 
Definition 3: s-cycle, s-gon, s-path: An (s-)cycle is 
defined by a s-vertex-graph, C = Cs = Cs(e12,e23,…,es,1) 
= P1 + e12 + P2 + e23 + … + es-1,s + Ps + es,1. An (s-
)path is defined by U(P1,Ps) = Us(P1,Ps)= 
Cs(e12,e23,…,es,1) – es,1. Cs is also called s-gon (= s-
hedron) (e.g., poly-gon, di-gon, tri-angle, 
tetrahedron=quadrilateral, pentagon, etc.). ▌ 
Definition 4:  face: If G(S2) has a s-cycle (= s-gon), Cs, 
where int Cs = ø, then int Cs is called face (or s-gon 
face). ▌ 
  Thus we find S2 = int Cs + Cs + ext Cs.  
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Definition 5: (complete) triangulation: If G(S2) is a 
connected graph dividing S2 into exclusively triangular 
faces, G is called “complete triangulation (of S2)”. If 
“G(S2) = Cs” satisfies ext Cs = ø, and if G divides Int Cs 
into exclusively triangular faces, G is called 
“triangulation of s-gon, Cs”. ▌ 
 The next theorem is well-known [6,7,11], as described 
in [3]. 
Theorem 2:  Let T(S2) be an arbitrarily selected 
complete triangulation of S2. The four-color theorem 
(FCT) is equivalent to the statement that “Proposition A 
is true”, where Proposition A is given by;  
Proposition A: T(S2) is vertex four-colorable. ▌ 

 Definition 6: Two-faced quadrilateral ( Fig. 1): “Two-
faced quadrilateral with a diagonal edge e13” is defined 
as a subgraph of G(S2), and is given by Q2f = C4

0 + e13 
⊆ G, where C4

0 = C4(e12,e23, e34, e41), eij = [Pi, Pj], e13 

⊂ int C4
0, and e13 is a boundary edge dividing int C4 

into two triangular faces. Q2f is written as Q2f = 
Q2f(C4

0;e13). If Q
2f in G(S2) has any edge, e’13 or e’24, 

satisfying e’13 = [P1,P3] ⊂ ext C4
0，or e’24 = [P2,P4] 

⊂ ext C4
0, then the Q2f is called “incomplete 

quadrilateral”, whereas it is called “complete 
quadrilateral” if there is none of such edges. G(S2) 
having its sub-graph Q2f

0 =Q2f(C4
0;e13) is written as G = 

G(Q2f
0;C

4
0 ). ▌ 

 

       
 
Fig.1  Two-faced quadrilateral, Q2f(C4

0;e13), where C4
0 

is a 4-cycle (= quadrilateral) given by C4
0 = 

C4(e12,e23,e34,e41), eij = [Pi,Pj], e13 ⊂ int C4
0. {Q2f} is 

an unavoidable (one-element-)set of subgraphs in Tk(S
2), 

a complete triangulation of S2 withk vertices (k≥4). see 
Definition 6. 
 
 

III. BASIC THEOREMS 

The following basic theorems are useful for proving the 
FCT.  
Theorem 3:  For an ab-Kempe-block, Kab(Pi, Pj) ∊  
G(S2), where Pi and Pj ∊  G(S2), there exists a 2-
coloured path Uab(Pj,Pj) as a subgraph of the 2-coloured 
graph, Kab(Pi, Pj). ▌ 
[Proof] Evident from the definitions of connected 

graph (Definition 5 in ref.[3].) and vertex 2-colored 
graph (Definition 8 in ref.[3].). █ 
  This theorem means that Pi and Pj are connected by a 
2-coloured Jordan curve, Uab(Pj,Pj), which is a 2-
coloured path. 

Theorem 4:  Let Tk(S
2) be a complete triangulation of 

S2, having k vertices (k ≥ 4). Then there exists at least 
one quadrilateral given by Q2f

k,0 = Q2f(C4
k,0;e13)⊂ Tk, 

where C4
k,0 = C4(e12,e23,e34,e41), e13⊂ int C4

k,0, and eij 

=[Pi, Pj]. Furthermore, Q2f
k,0 satisfies val P1 ≥3, val P3 

≥3, val P2 ≥2, and val P4 ≥2. ▌ 
 [Proof] Let e13 (= [P1,P3]) be an arbitrarily selected 
edge of Tk(S

2), then we find two cases (i) and (ii), as 
below;  
(i) In the case where one or more 2-cycles exist as 

subgraph(s) of Tk (S
2)（k≧4 as shown in Fig. 2[A]. Let 

an arbitrarily selected 2-cycle be C2
k(e13, e’31), where eij 

= [Pi,Pj], then one finds that the edge e13 is a boundary 
of two 3-gon (triangular) faces, whose boundaries are 3-
cycles, C3(e12, e23, e31) and C3(e13, e34, e31) (where eij = 
[Pi,Pj].), as shown in Fig.1 [A]. Thus there exist a 
quadrilateral, G = G(Q2f

0;C
4
0 ), where C4

0 = C4(e12, e23, 
e34, e41), and e13 is a diagonal edge. Since C2

k(e13, e’31) is 
a closed Jordan curve, there does not exist e34 = [P3,P4]. 
Then it follows that val P1≧4，val P3≧4，val P2≧2，
val P4≧2． 
(ii) In the case where any 2-cycle does not exist as 

subgraph of Tk(S
2). By letting an arbitrarily selected 

edge be denoted by e13 = [P1,P3], P2 and P4 are found to 
be different two vertices (See Fig 2[B]), since an 
identical single vertex of P2 and P4 means the existence 
of a 2-cycle, C2(e12, e21), which is in conflict with the 
case (ii), and belongs to the case (i). In case (ii), we thus 
find a quadrilateral, G = G(Q2f

0;C
4
0 ), where C4

0 = 
C4(e12, e23, e34, e41), and e13 is a diagonal edge, as shown 
in Fig. 2[B], satisfying val P1≧3，val P3≧3，val P2≧
3，val P4≧3． 
 Thus we find that there exist a quadrilateral, G = G(Q2f

0;C
4
0 ), where C4

0 = C4(e12, e23, e34, e41), and e13 is a diag
onal edge, and val P1≧3，val P3≧3，val P2≧2，
val P4≧2．█  
 

 
Fig. 2.  Proof of Theorem 3.1 showing the existence of two-

faced quadrilateral in Tk(S
2)（k≧4）  

[A] The case (i) where a 2-cycle, C2
k(e13, e’31), exists as a 

subgraph of Tk (S2)（k≧4）.（val P1≧4，val P3≧4，val 
P2≧2，val P4≧2 ）． [B] The case where any 2-cycle does 
not exist as a subgraph of Tk (S

2)（k≧4）,（ val P1≧3，val 
P3≧3，val P2≧3，val P4≧3 ）. 

Lemma 4.1:  In Theorem 4, a set, {Q2f
k } is an 
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unavoidable set (See [6,8] for definition.) of sub- 
graphs in Tk (S

2), and consists of only one element being 
a quadrilateral. ▌ 
 [Proof] Evident from Theorem 4. █ 
Theorem 5 :  For an arbitrarily selected four-colorable 
complete triangulation graph with k vertices, Tk(S

2) 
(k≥4 ), let col4

0(Tk) be a 4-coloured graph of Tk. 
Concerning an arbitrarily selected quadrilateral Q2f

k,0 
=Q2f (C4

k,0 ; e
(k)

13)  ( ⊂ Tk ), where C4
k,0 = 

C4(P1
(k),P2

(k),P3
(k),P4

(k)) and e(k)
13 = [P1

(k),P3
(k) ] ⊂ int 

C4
k,0, col4

0 (Tk) belongs to either one of the two types, 
type I and type II, defined by:  
  type I:  Kac(P1

(k),P3
(k)) (⊂col4(Tk; Q

2f
0 ) exists.  

  type II:  Kac(P1
(k),P3

(k)) (⊂col4(Tk; Q2f
0 ) does not 

exist.  ▌ 
[Proof] Evident. █ 

Definition 6 : (case I and case II 4-colorations) Let 
col4

Ι(Tk;Q
2f

0) and col4
ΙΙ(Tk;Q

2f
0) denote 4-colored 

complete triangulation graph of case I and that of case II 
(in Theorem 5), respectively. ▌ 
 
 

III. FINAL PROOF 

Definition 7 (Vertex-reducing operations f1 and f2 ): 
Definitions, f1 and f2, (and there reverse operations f1

-1 
and f2

-1 ), are given by Definition 12 in ref.[3]. 
Suboperations f1a, f1b and f2a f2b satisfying f1 = f1b(f1a), 
and f2 = f2b(f2a) are defined as schematized in Fig.3 and 
Fig.4 ▌ 
Theorem 6.  Let a complete triangulation Tk(S

2) be 
four-colorable (k≥4 ), then Tk-1(S

2) defined by Tk-1 = Tk-

1( Tk; Q
2f

k,0) = f (Tk; Q
2f

0 ) is four-colorable, where Q2f
k,0 

=Q2f (C4
k,0 ; e

(k)
13) ⊂ Tk, C

4
k,0 = C4(P1

(k),P2
(k),P3

(k),P4
(k)), 

and e(k)
13 = [P1

(k),P3
(k) ] ⊂ int C4

k,0, and further, f 
denotes a operation given by f = f1 or f2 for type I or 
type II 4-coloration of Tk(Q

2f
0, e

(k)
13), respectively. Then 

Tk-1( Tk; Q
2f

k,0) is 4-colourable. ▌ 
 [Proof] Let col4(Tk; Q2f

0 ) be a 4-coloured graph of 
Tk(S

2). Vertex-recucing operations of col4(Tk; Q2f
0 ) are 

as below; 
  Case I:  If col4(Tk; Q

2f
0 ) is type I in Theorem 5, then 

operation of graph modification f1(Tk; Q
2f

0 ) = f1b( f1a(Tk; 
Q2f

0 ) ) gives a reduced triangulation graph Tk-1( Tk; 
Q2f

k,0) and its 4-coloured graph, col4
Ι(Tk-1; Q2f

k,0), as 
shown in Fig.3. Note that Tk-1( Tk; Q

2f
k,0) and col4

Ι(Tk-1; 
Q2f

k,0) are defined by Tk(S
2) and col4(Tk; Q2f

0 ), 
respectively. Thus Tk-1 = f1(Tk; Q

2f
0 ) is 4-colourable.  

  Case II:  If col4(Tk; Q2f
0 ) is type II in Theorem 5, 

then operation of graph modification f2(Tk; Q2f
0 ) = 

f2b( f2a(Tk; Q
2f

0 ) ) gives a reduced triangulation graph Tk-

1( Tk; Q
2f

k,0) and its 4-coloured graph, col4
ΙΙ(Tk-1; Q

2f
k,0), 

as shown in Fig.4. Note that Tk-1( Tk; Q
2f

k,0) and col4
Ι(Tk-

1; Q2f
k,0) are defined by Tk(S

2) and col4(Tk; Q2f
0 ), 

respectively. Thus Tk-1 = f1(Tk; Q
2f

0 ) is 4-colourable.  
  Acordingly, Tk-1( Tk; Q

2f
k,0) is 4-colourable. █  

 
 

 
Figure 3. Reversible vertex-reduction and its reverse 
operation of a 4-coloured complete triangulation graph, 
col4

0(Tk ; Q2f
k,0) in case I, where there exists an ac-

Kempe block, Kac(P1, P3), in Ext C4
k,0. The left and right 

schematized col4
0,I(Tk; Q2f

0 ) and col4
0,Ι(Tk-1; Q2f

k,0), 
respectively. (From Fig. 4 in [3] ) 
 
 

 
Figure 4. Reversible vertexreduction and its reverse ope
ration of a 4coloured complete triangulation graph, col4

0

(Tk ; Q
2f

k,0)  in case II, where there does not exist any  
acKempe block, Kac(P1,P3), in Ext C4

k,0. The left and  
right schematized col4

0,II(Tk; Q
2f

0 ) and col4
0,ΙΙ(Tk-1;  

Q2f
k,0), respectively. (From Fig.5 in [3]) 

 
 
Theorem 7. Let Tk(S

2) be 4-colourable, then there
exists a series of 4-coloured complete triangulation 
graphs,{ col4

0(Tk ; Q2f
k,0), col4

0(Tk-1; Q2f
k,0), … , col4

0 

(T4 ; Q2f
5,0), col4

0(T3 ; Q2f
4,0) }, where col4

0(Tk-i ;    
Q2f

k-i+1, 0)  ( i=1,2, … , k-3) is defined by Tk-i =    
f(Tk-i+1; Q

2f
k-i,0 ), where f = fI (for type I coloration of  

Tk-i+1 ) or fII (for type II coloration of Tk-i+1 ), and   
Q2f

k-i+1,0 is an arbitrarily selected quadrilateral of     
Tk-i+1. ▌ 
[Proof]  From theorm 6, col4

0(Tk-i ; Q
2f

k-i+1,0)  =  
f (col4

0(Tk-i+1 ; Q
2f

k-i+1,0) ). Repeated  applications of  
this equation to Tk(S

2), for i = 1,2, …, k-3, we obtain a 
series of 4-coloured complete triangulations,  { col4

0 

(Tk ; Q
2f

k,0), col4
0(Tk-1 ; Q

2f
k,0), … , col4

0(T4 ; Q
2f

5,0),  
col4

0(T3 ; Q
2f

4,0) }. Note that col4
0(T3 ; Q

2f
4,0) is a 4-

coloured 3-gon graph (3-vertex complete graph)  
whose coloration depends on col4

0(Tk ; Q
2f

k,0). █ 
Lemma 7.1: The necessary condition for a 
complete The necessary condition for a complete triang
ulation graph, Tk(S

2), (k≥4 ), to be four colorable is the e
xistence of col4

0(T3 ; Q
2f

4,0), defined in Theorem 7. ▌ 
 [Proof] Evident from theorem 7. █ 
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Lemma 7.2: The necessary condition for a complete 
triangulation graph, Tk(S

2), (k≥4 ), to be four colorable, 
defined in Lemma 7.1 is satisfied. ▌ 
 [Proof] col4

0(T3 ; Q
2f

4,0) is a 4-coloured 3-gon graph 
(3-vertex complete graph) whose coloration depends on 
col4

0(Tk ; Q
2f

k,0). Therfore, col4
0(T3 ; Q

2f
4,0) really exists 

as one of the 4x3x2 = 24 4-colorations of the 3-gon 
graph. █ 
Theorem 8. For a given coloration, col4

0(T3 ; Q2f
4,0), 

which is one of the 24 possible coloration of trigon, 
col4

0(T4 ; Q2f
5,0), given inTheorem 7 can be 

reconstructed from col4
0(T3 ; Q

2f
4,0). ▌ 

[Proof] Since col4
0(T3 ; Q2f

4,0) really exists from 
Lemma 7.1, then col4

0(T4 ; Q
2f

5,0) can be reconstructed 
by col4

0(T4 ; Q
2f

5,0) = f-1 (col4
0(T3 ; Q

2f
4,0)), because the 

operation f defined in Fig. 3 is reversible graph 
modification. Thus, by applying col4

0(T4 ; Q2f
5,0) = f-1 

(col4
0(T3 ; Q

2f
4,0)) for all of the possible operations of f-1, 

there exists at least one operation generating col4
0(T4 ; 

Q2f
5,0), whether or not T4, Q

2f
4,0, and col4

0(T3 ; Q
2f

4,0) are 
known. █ 
Lemma 8.1. For a given coloration, col4

0(Tk-i ; Q2f
k-

i+1,0) ( i=k-3, k-4, …, 2, 1), defined by Theorem 8, 
col4

0(Tk-i+1 ; Q2f
k-i+2,0) given inTheorem 7 can be 

reconstructed from col4
0(Tk-i ; Q

2f
k-i+1,0). ▌ 

 [Proof] Since col4
0(Tk-i ; Q

2f
k-i+1,0) really exists, from 

Lemma 7 .2, for i = k-4, col4
0(T5 ; Q2f

6,0) can be 
reconstructed by col4

0(T5 ; Q
2f

6,0) = f-1 (col4
0(T4 ; Q

2f
5,0)), 

because the operation f defined in Fig. 3 is reversible 
graph modification. Thus, by applying col4

0(T5 ; Q
2f

6,0) 
= f-1 (col4

0(T4 ; Q
2f

5,0)) for all of the possible operations 
of f-1, there exists at least one operation generating 
col4

0(T5 ; Q
2f

6,0), even if T5, Q
2f

6,0, and col4
0(T5 ; Q

2f
6,0) 

are unknown.   
Similarly, for k-4 ≤ i ≤ 2, when col4

0(Tk-i ; Q2f
k-i+1,0) 

can be known to exist by col4
0(Tk-i ; Q2f

k-i+1,0) = f-1 

(col4
0(Tk-i-1 ; Q2f

k-i,0)), col4
0(Tk-i+1 ; Q2f

k-i+2,0) can be 
reconstructed by col4

0(Tk-i+1 ; Q
2f

k-i+2,0) = f-1 (col4
0(Tk-i ; 

Q2f
k-i+1,0)), because the operation f defined in Fig. 3 is 

reversible graph modification. Thus, by applying 
col4

0(Tk-i+1 ; Q
2f

k-i+2,0) = f-1 (col4
0(Tk-i ; Q

2f
k-i+1,0)) for all 

of the possible operations of f-1, there exists at least one 
operation generating col4

0(Tk-i+1 ; Q2f
k-i+2,0), even if T5, 

Q2f
6,0, and col4

0(T5 ; Q
2f

6,0) are unknown. 
 The final similar application of col4

0(Tk-i ; Q
2f

k-i+1,0) = 
f-1 (col4

0(Tk-i-1 ; Q2f
k-i,0)), for i = 0, it follows that 

col4
0(Tk ; Q2f

k,0) = f-1 (col4
0(Tk-1 ; Q2f

k,0)), as shown in 
Fig.4 and Fig.5. Thus the initial coloration of col4

0(Tk ; 
Q2f

k,0) has now been reconstructed. █ 
Lemma 8.2. The sufficient condition for a complete 

triangulation graph, Tk(S
2), (k≥4 ), to be four colorable 

is the existence of col4
0(T3 ; Q

2f
4,0), defined in Theorem 

7. ▌ 
  [Proof] If there exists col4

0(T3 ; Q2f
4,0), defined in 

Theorem 7, by applying col4
0(Tk-i ; Q2f

k-i+1,0) = f-1 

(col4
0(Tk-i-1 ; Q

2f
k-i,0)), for i = k-4, k-5, …, 1, col4

0(Tk-i ; 
Q2f

k-i+1,0) can be reconstructed even if Tk-i, Q
2f

k-i+1,0, and 
col4

0(Tk-i-1 ; Q
2f

k-i,0) are unknown. This means that The 
sufficient condition for for a complete triangulation 

graph, Tk(S
2), (k≥4 ), to be four colorable is the 

existence of col4
0(T3 ; Q

2f
4,0). █ 

Theorem 9. The necessary and sufficient condition for 
a complete triangulation graph, Tk(S

2), (k≥4 ), to be four 
colorable is the existence of col4

0(T3 ; Q
2f

4,0), defined in 
Theorem 7. ▌ 
[Proof] Evident from Lemma 7.1 and Lemma 8.2. █ 

Lemma 9.1. The necessary and sufficient condition 
(defined in Theorem 9) for a complete triangulation 
graph, Tk(S

2), (k≥4 ), to be four colorable, is satisfied. ▌ 
[Proof] In theorem 9, col4

0(T3 ; Q2f
4,0) really exist as 

one of the 4x3x2 = 24 colorations with 4 colours. Thus 
we have reached Lemma 9.1. █ 
Theorem 10. (The Four-Colour Theorem): Every 

complete triangulation graph, Tk(S
2) (k≥3) is four-

colourable. ▌ 
[Proof] Evident from Lemma 9.1. █ 
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Abstract: A wireless sensor network has great potential as a key network to facilitate ubiquitous environments. A wireless sensor ne-
twork is generally made up of many sensor nodes limited resource. Therefore, a data gathering scheme saving and balancing energy 
consumption of each sensor node is needed to prolong the lifetime of a wireless sensor network. This paper proposes an autonomo-
us decentralized control scheme for a large scale and dense wireless sensor network, which is a new data gathering scheme with tra-
nsmission power control that adaptively reduces the load of load-concentrated nodes and facilitates the long-term operation of a lar-
ge scale and dense wireless sensor network. The proposed scheme is evaluated by computer simulations. 
 

Keywords: Data gathering, Autonomous load-balancing, Transmission power control, Wireless sensor networks. 

 

I. INTRODUCTION 
A wireless sensor network has great potential as a k-

ey network to facilitate ubiquitous environments [1]. In 

this study, a large scale and dense wireless sensor netw-

ork made up of static sensor nodes with GPS is assumed. 

In a large scale and dense wireless sensor network, gen-

erally, hundreds or thousands of static sensor nodes lim-

ited resource are placed in an observation area and sens-

ing data of each node is gathered to a sink node by inter-

node wireless communication. Therefore, a data gatheri-

ng scheme capable of meeting the following two requir-

ements is mainly needed to prolong the network lifetime. 

1) Efficiency of data gathering 

2) Balance on communication load among sensor nodes 

In a large scale and dense wireless sensor network, t-

he communication load is generally concentrated on se-

nsor nodes around a sink node during the operation pro-

cess. In case sensor nodes are not placed evenly in a lar-

ge scale observation area, the communication load is co-

ncentrated on sensor nodes placed in an area of low no-

de density. As the scheme that satisfy the above two req-

uirements, gradient-based routing protocol has attracted 

attention [2]. However, this does not ease the commun-

ication load concentration to sensor nodes around a sink 

node that is the source of problems on the long-term op-

eration of a wireless sensor network. Intensive data tran-

smission to specific nodes, such as sensor nodes around 

a sink node and sensor nodes placed in an area of low n-

ode density, brings on concentrated energy consumption 

of them and causes them to break away from the netwo-

rk early. This makes the long-term observation by a wir-

eless sensor network difficult. To solve this communica-

tion load concentration problem, a data gathering sche-

me for a wireless sensor network with multiple sinks h-

as been proposed [3]. Each sensor node, in this scheme, 

sends sensing data to the nearest sink node. In compari-

son with the case of a one sink wireless sensor network, 

the communication load of sensor nodes around a sink 

node is reduced. In each sensor node, however, the dest-

ination (sink) node cannot be selected autonomously a-

nd adaptively. In case original data transmission rate fr-

om each sensor node is not even, therefore, the load of 

load-concentrated nodes is not sufficiently balanced. An 

autonomous load-balancing data transmission scheme is 

required. 

This paper proposes an autonomous decentralized c-

ontrol scheme for a large scale and dense wireless sens-

or network, which is a new data gathering scheme with 

transmission power control that adaptively reduces the 

load of load-concentrated nodes and facilitates the long-

term operation of a large scale and dense wireless sens-

or network with multiple sinks. The proposed scheme is 

an autonomous load-balancing data transmission one d-

evised by considering the application environment of a 

wireless sensor network as a typical example of compl-

ex systems where the adaptive adjustment of the entire 

system is realized from the local interactions of compo-

nents of the system. 

II. PROPOSED SCHEME 
For facilitating the long-term operation of an actual 

sensor network service, recently, it has been considered 

to introduce multiple sinks in a wireless sensor network 
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[3]. In a wireless sensor network with multiple sinks, s-

ensing data of each node is generally allowed to gather 

at any of the available sinks. The proposed scheme is a 

new data gathering one based on this assumption, which 

can be expected to produce a remarkable effect in a mu-

ltiple sink wireless sensor network. In this study, it is as-

sumed that each sensor node can select either of high p-

ower and low power for packet transmission. In the pro-

posed scheme, high power corresponds to normal trans-

mission power and low power is newly introduced for 

moreover balancing the load of each sensor node. 

1. Routing Algorithm 

Each sink node has a connective value named a “va-

lue to self”, which is not updated by transmitting a cont-

rol packet and receiving data packets. In the initial state 

of a multiple sink wireless sensor network, each sink n-

ode broadcasts a control packet containing its own loca-

tion information, ID, hop counts(=0), and “value to self” 

by high power. This control packet is rebroadcast throu-

ghout the network with hop counts updated by high po-

wer. By receiving the control packet from each sink no-

de, each sensor node can grasp the “value to self” of ea-

ch sink node, the location information and IDs on its o-

wn neighbor nodes, and the hop counts from each sink 

node of neighbor nodes. 

Initial connective value of each sensor node, which 

is the connective one before starting data transmission, 

is generated by using the “value to self” of each sink no-

de and the hop counts from each sink node. The proced-

ure for computing initial connective value of a node (i) 

is as follows: 

1. The value [vij(0)] on each sink node (j = 1, … , S) of 

node (i) is first computed according to the following 

equation 

(1) 

where voj(j = 1, … , S) is the “value to self” of sink n-

ode (j), hopsij(j = 1, … , S) is the hop counts from si-

nk node (j) of node (i), and dr represents the value at-

tenuation factor accompanying hop determined with-

in the interval [0,1]. 

2. Then, initial connective value [vi(0)] of node (i) is ge-

nerated by the following equation 

(2) 

where this connective value [vi(0)] can be also condu-

cted from the following equation 

(3) 

In the above Eq.(3), vmi(0) represents the greatest co-

nnective value before starting data transmission in ne- 

ighbor nodes of node (i). 

Before data transmission is started, each sensor node 

computes initial connective value of each neighbor node 

based on Eq.(1) and Eq.(2) and stores the computed co-

nnective value, which is used as the only index to evalu-

ate the relay destination value of each neighbor node, in 

each neighbor node field of its own routing table. 

2. Data Transmission 

For a while from starting data transmission, each se-

nsor node selects the neighbor node with the greatest c-

onnective value from its own routing table as a relay no-

de and transmits the data packet to this selected node by 

high power. In case more than one node shares the grea-

test connective value, however, the relay node is deter-

mined from them at random. In each sensor node, the d-

ata packet is not sent to a specified sink node. By repeti-

tive data transmission to the neighbor node with the gre-

atest connective value, data gathering at any of the avai-

lable sinks is completed. In the proposed scheme, the c-

onnective value of each sensor node is updated by cons-

idering residual node energy. By repetitive data transmi-

ssion to the neighbor node with the greatest connective 

value, therefore, data transmission routes are not fixed. 

To realize autonomous load-balancing data transmis-

sion, in the proposed scheme, the data packet from each 

sensor node includes its own updated connective value. 

Let’s assume that a node (l) receives a data packet at ti-

me (t). Before node (l) relays the data packet, it replaces 

the value in the connective value field of the data packet 

by its own renewal connective value computed accordi-

ng to the following connective value update equation 

(4) 
where vml(t) is the greatest connective value at time (t) 

in the routing table of node (l), and el(t) and El represent 

the residual energy at time (t) of node (l) and the battery 

capacity of node (l), respectively. 

In the proposed scheme, the data packet addressed to 

the neighbor node with the greatest connective value is 

intercepted by all neighbor nodes. This data packet incl-

udes the updated connective value of the source node b-

ased on the above Eq.(4). Each neighbor node that has i-

ntercepted this packet stores the updated connective val-

ue in the source node field of its own routing table. The 

proposed scheme requires the construction of a data gat-

hering environment in the initial state of a wireless sens-

or network but needs no special communication for net-

work control. The above simple system alone achieves 

autonomously adaptive load-balancing data transmissi-
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on using multiple routes and sinks. The lifetime of a wi-

reless sensor network can be extended by reducing the 

communication load for network control and solving the 

node load concentration problem. 

3. Transmission Power Control 

For data packet transmission, the transmission pow-

er of each sensor node is switched to low power if its o-

wn residual energy is less than the set threshold [Te]. In 

this case, each sensor node selects the neighbor node w-

ith the greatest connective value within range of radio 

wave of low power as a relay node and transmits the da-

ta packet to this selected node by low power. 

Fig.1 shows an example on the above transmission 

power control, which means that the transmission power 

of each sensor node is switched to low power according 

to the above condition. In this example, node (m) is a lo-

ad concentration node. Node (m) has autonomously tra-

nsmitted the data packet to node (r) with the greatest co-

nnective value within low power range by low power b-

ecause its own residual energy has become less than the 

set threshold [Te]. By switching to low power, the ener-

gy consumption of node (m) is saved, but node (k) and 

node (l) may continue to transmit the data packet to no-

de (m) because they cannot grasp the updated connecti-

ve value of node (m). In the proposed scheme, therefore, 

every tenth data packet from the node switched to low 

power is transmitted by high power. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.1 An example on transmission power control 

 

III. SIMULATION EXPERIMENT 
Through simulation experiments on a large scale wi-

reless sensor network with three sinks, the performance 

of the proposed scheme is investigated. 

1. Condition of Simulations 

In a wireless sensor network with three sinks consis-

ting of many static sensor nodes placed in a large-scale 

observation area, the only sensor nodes that detected ab-

normal data set were assumed to transmit the measure-

ment data. The condition of simulations, which were us-

ed in the experiments performed, is shown in Table 1. In 

the initial state of simulation experiments, static sensor 

nodes are randomly arranged in the set simulation area 

and three sinks are placed on the three boundaries cont-

aining the two corners of this area. In Fig.2, the network 

configuration is illustrated. 

 

Table 1. Condition of simulations 

3The number of sinks

200m(high power),150m(low power)Range of radio wave

750, 1,000, 1,250The number of sensor nodes

2,400m× 2,400mSimulation size

3The number of sinks

200m(high power),150m(low power)Range of radio wave

750, 1,000, 1,250The number of sensor nodes

2,400m× 2,400mSimulation size

 
 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.2 Wireless sensor network with three sinks 

 

2. Experimental Results 

As the first experiment, it was assumed that the eva-

luation node marked in Fig.2 detected an abnormal val-

ue and transmitted the data packet with the detected ab-

normal value periodically. The routes used by applying 

the proposed scheme are shown in Fig.3 and Fig.4, whe-

re the number of sensor nodes is 1,000. Of the 2,000 da-

ta packets transmitted from the evaluation node, the rou-

tes used by the first 500 data packets are shown in Fig.3 

and Fig.4(1), those by the first 1,000 data packets are s-

hown in Fig.3 and Fig.4(2), and those by a total of 2,0-

00 data packets are shown in Fig.3 and Fig.4(3). From 

Fig.3 and Fig.4, it can be confirmed that the proposed s-

cheme enables autonomous load-balancing transmission 

of data packets to three sinks using multiple routes and 

its effect is extended by early switching to low power. 
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(1) 1 to 500 data packets 

 

 

 

 

 

 

 

 

 

 

(2) 1 to 1,000 data packets 

 

 

 

 

 

 

 

 

 

 

(3) 1 to 2,000 data packets 

Fig.3 Routes used by applying the proposed scheme (Te 

= E×0.5J) 

 

IV. CONCLUSIONS 
In this paper, a new data gathering scheme with tran-

smission power control that adaptively reduces the load 

of load-concentrated nodes and facilitates the long-term 

operation of a large-scale wireless sensor network with 

multiple sinks, which is an autonomous load-balancing 

data transmission one devised by considering the applic-

ation environment of a wireless sensor network to be a 

typical example of complex systems, has been proposed. 

Experimental results indicate that the proposed scheme 

is superior to the existing one and has the development 

potential as a promising one from the viewpoint of the l- 

 

 

 

 

 

 

 

 

 

 

(1) 1 to 500 data packets 

 

 

 

 

 

 

 

 

 

 

(2) 1 to 1,000 data packets 

 

 

 

 

 

 

 

 

 

 

(3) 1 to 2,000 data packets 

Fig.4 Routes used by applying the proposed scheme (Te 

= E×0.9J) 

 

ong-term operation. Future works include evaluation on 

parameters introduced in the proposed scheme in detail 

and verification of its effectiveness on various network 

environments. 
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Abstract: There is growing expectation for a wireless sensor network as a means of realizing ubiquitous information environments. 
A wireless sensor network, which is a key network to facilitate ubiquitous information environments, has great potential as a means 
of realizing a wide range of applications, such as natural environment monitoring, environmental control in office buildings and fac-
tories, object tracking, and precision agriculture. Control mechanism for a wireless sensor network should adapt to the variety of ty-
pes of communication (one-to-one, one-to-many, many-to-one, many-to-many), depending on application requirements and the co-
ntext. This paper proposes a new adaptive communication protocol for the long-term operation of a wireless sensor network. We ev-
aluate the proposed protocol using computer simulations and discuss its development potential. In the experiments performed, the p-
erformance of the proposed protocol is investigated in detail to verify its effectiveness. 
 
Keywords: Wireless Sensor Networks, Ubiquitous Environments, Adaptive Communication Protocols. 

 

I. INTRODUCTION 

Various network services have been provided. They 

include inter-vehicle communication, which is a netwo-

rk service in intelligent transport systems, natural envir-

onmental monitoring, and emergent communication bet-

ween mobile nodes in such the case of emergency as di-

saster. As a means of realizing the above network servi-

ces, autonomous decentralized networks, such as a mob-

ile ad-hoc network and a wireless sensor network, have 

been intensively studied with great interests. Especially, 

a wireless sensor network, which is a key network to fa-

cilitate ubiquitous information environments, has great 

potential as a means of realizing a wide range of applic-

ations, such as natural environmental monitoring, envir-

onmental control in office buildings and factories, obje-

ct tracking, and precision agriculture [1]. In a general 

wireless sensor network, hundreds or thousands of mic-

ro sensor nodes, which are generally compact and inex-

pensive, are placed in a large scale observation area and 

sensing data of each node is gathered to a sink node by 

inter-node wireless multi-hop communication. Each se-

nsor node consists of a sensing function to measure the 

status (temperature, humidity, motion, etc.) of an obser-

vation point or object, a limited function on information 

processing, and a simplified wireless communication fu-

nction, and generally operates on a resource of a limited 

power-supply capacity such as a battery. Therefore, in t-

he existing studies, the efficient and load-balancing data 

transmission scheme to sink nodes has been proposed. 

This paper proposes a new adaptive communication 

protocol for the long-term operation of a wireless sensor 

network. We evaluate the proposed protocol using com-

puter simulations and discuss its development potential. 

In the experiments performed, the performance of the p-

roposed protocol is investigated in detail to verify its ef-

fectiveness. This paper is organized as follows. In Secti-

on II, the proposed protocol is outlined. In Section III, t-

he experimental results are reported and the effectivene-

ss of the proposed protocol is demonstrated by compari-

ng the performance of it with those of the existing ones. 

Finally, the paper closes with conclusions and ideas for 

further study in Section IV. 

II. PROPOSED PROTOCOL OUTLINE 

For facilitating ubiquitous information environments, 

control mechanism for a wireless sensor network should 

adapt to the variety of types of communication, i.e., one 

-to-one, one-to-many, many-to-one, and many-to-many, 

depending on application requirements and the context. 

Recently, many adaptive protocols for a large scale and 

dense wireless sensor network, which are “directed diff-

usion”[2,3] and “ant-based rendezvous communication 

protocol”[4] have been proposed. “directed diffusion”, 

that a representative scheme for adaptive communicati-

on consists of the following protocols: Two-Phase Pull 

diffusion, One-Phase Pull diffusion, Push diffusion, wh-

ere “Pull” adapts itself to the case that the number of so-

urce nodes is more than the number of sink nodes. “Pus-

h” adapts itself to the case that the number of sink nodes 
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Fig.1. From sink node 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.2. From source node 
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is more than the number of source nodes. However, the 

existing adaptive communication protocols cause flood-

ing storm problems. The proposed protocol improves fl-

ooding storm problems. In Fig.1 and Fig.2, the example 

on the proposed protocol is shown. 

IV. SIMULATION EXPERIMENT 

Through simulation experiments, the performance of 

the proposed protocol is investigated in detail to verify 

its effectiveness. A wireless sensor network consisting 

of many sensor nodes placed in a wide range is assumed. 

The conditions of simulation, which were used in the e-

xperiments performed, are shown in Table1. In the sim-

ulation area, sensor nodes are randomly placed. In Fig.3, 

the network configuration is illustrated. 

 

Table1. Conditions of simulation 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.3. Network configuration 

 

In the experiments performed, the proposed protocol 

is evaluated through the comparison with “Pull” or “Pu-

sh” of “directed diffusion”. Figs.4 and 5 show total ene-

rgy consumption of a network. Figs.6 and 7 show the tr-

ansition of delivery ratio, where the battery capacity of 

each sensor node has been set to 0.5J. Experimental res-

ults verify that the proposed protocol is substantially ad-

vantageous for the long-term operation of a large scale 

and dense wireless sensor network. 

 

 

 

 

 

 

 

 

 

 
 

Fig.4. Total energy consumption (from sink node) 

 

 

 

 

 

 

 

 

 

 
 

Fig.5. Total energy consumption (from source node) 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.6. Transition of delivery ratio (from sink node) 

 

 

 

 

 

 

 

 

 

 

 

Fig.7. Transition of delivery ratio (from source node) 

Simulation size 
The number of sensor nodes

Range of radio wave

2,400m × 2,400m

1,000 
150m 

Data transmission interval 10s 
Model change interval 

Simulation times 1,000s 

250s 
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IV. CONCLUSIONS 

In this paper, a new adaptive communication protoc-

ol, which adapts itself to the variety of types of commu-

nication, has been proposed. This protocol can improve 

flooding storm problems. In the experiments performed, 

the performance of the proposed protocol was compared 

with those of the existing ones. Experimental results in-

dicate that the proposed protocol is superior to the exist-

ing ones and has the development potential as a promis-

ing one from the viewpoint of the long-term operation 

of a wireless sensor network. In future studies, we eval-

uate the performance of the proposed protocol in detail. 
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Abstract: In order to control an unmanned vehicle, steering, acceleration, braking etc.., an actuator control is required. This paper 

proposes a lateral control system for an unmanned vehicle to improve the responsiveness of the system with a PD control. If a PD 

controller is used in the system, angle errors from autonomous navigation can be stabilized and the system will improve the transient 

response characteristics. Generally, when calculating a mathematical model of a vehicle, 4m/s
2
 the lateral acceleration in less as two 

degrees of freedom bicycle model also shows better performance. In this paper, a mathematical modeling of a vehicle using two 

degrees of freedom model was calculated with a controller designed by Matlab, and autonomous navigation simulations were carried 

out. Path estimation method of autonomous navigation was done with the Point to Point algorithm, current position of vehicle gained 

with GPS. Performance of the designed controller was verified through autonomous navigation with a real vehicle. 

 

Key words : Lateral control, PD Controller, Unmanned Vehicle, P to P algorithm 

 

 

Ⅰ. INTRODUCTION 

Today, society has become more convenient with the rapid 

development of transportation; however, as a result, traffic 

congestion and accidents are increasing the seriousness of the 

traffic problems. The cause of most accidents occurs from the 

carelessness of an individual. So safety-devices for preventing 

accidents are being developed [1, 2], and research and 

development of unmanned vehicles are being conducted in 

advanced countries as well as our country [3, 4].  

Here, lateral control of unmanned vehicles and lateral 

control method using a PD-controller from existing P to P 

driving were studied. The original P to P driving is driving from 

the current location to the next location. The driving method 

calculates the angle between the current position and the next to 

obtain the steering value. However, in the original method, 

stable driving is not guaranteed due to the rapid changes of the 

steering value at the waypoints which are renewed along the 

path. 

A PD controlled driving can stabilize the occurring error 

angles of the rapidly changing steering value which makes 

reliable driving possible. In the main part of this paper, 2WS 

modeling and PD-controller design is described and the original 

P to P driving is introduced. And using the PD-controller, the P 

to P driving and the original driving results are analyzed and 

compared. 

 

Ⅱ. 2WS MODEL 

A 2WS(2 wheel steering) car has two front steering wheels 

while the rear wheels of the vehicle are fixed. Analysis of the 

general steering characteristics of the car when driving, that is, if 

the lateral acceleration is less than 0.4G, a linear model of two 

degrees of freedom can be used to obtain accurate results. 

Degrees of freedom linear model uses lateral displacement and 

yaw. The purpose of this study is a 2WS vehicle steering control 

so the roll, pitch motions were ignored, and experiments were 

done assuming that the differences of the angle of yaw direction 

were small. 

 

 
Fig. 1 2WS Bicycle Model. 

 

Slip angle 
f , r can be calculated as shown below by 

speed of vehicle  , each distance from the center of gravity to 

the front-wheel and rear-wheel 
fl , rl  , the center of gravity of 

the vehicle yaw rate  and lateral velocity  , rear-wheel 

steering angle r , front-wheel steering angle 
f , Fig. 1 for 

each of the front tire and rear tire slip angle 
f , r . 
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r
r r

l 
 




               (2) 

 

Since a linear tire model is used, the cornering force 

ff  and 
rf  acts on the front tire and rear tire so their 

relevancy are shown as Equation (1) and Equation (2). 

 

   𝑓𝑓 = 𝑐𝑓 ∙  𝛼𝑓             (3) 

𝑓𝑟 = 𝑐𝑟 ∙  𝛼𝑟             (4) 

fc  and 
rc  are the cornering stiffness. Therefore, 

using Equation (3) and Equation (4), as shown in Fig. 1, 

the equilibrium conditions of the vehicle's lateral and 

yaw moment are used to derive the Equations of motion. 

 

𝑚(𝜈̇ + 𝜐𝛾) =  𝑐𝑓  ∙  𝛼𝑓 + 𝑐𝑟  ∙  𝛼𝑟           (5) 

𝐽𝛾̇ =  𝑐𝑓  ∙  𝑙𝑓  ∙  𝛼𝑓 −  𝑐𝑟  ∙  𝑙𝑟  ∙  𝛼𝑟     (6) 

 

m  is the mass of the vehicle, J is the vehicle's yaw 

moment of inertia. When Equations (1) and (2) are 

substituted in Equations (5) and (6), then linear 

Equations of the model are shown in the determinant (7) 

and then Equation (8) can be expressed in the form of a 

determinant as. 
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      (7) 
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
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      
          

      
   (8) 

 

Elements of system matrix A and input matrix B are 

given in the below Equations (9) and (10). 
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       (10) 

 

In this study, the necessary parameter is steering 

angle   of the unmanned vehicle. Thus, Equation (11) 

is added, and then Equation (12) is expressed as the 

Equation of state [5]. 

 

                    (11) 
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       
                    
              

 (12) 

 

Table 1 Unmanned Vehicle Parameters. 

Parameter Value 

( )m kg  2,055 

( / )m s  2.78~8.33 
2( )J kgm  193.25 

( / )fc kgf rad  387.3~3690.6 

( / )rc kgf rad  848.8~9409.1 

( )fl m  1.158 

( )rl m  1.737 

( )L m  2.895 

 

Ⅲ. PD-CONTROLLER DESIGN 

PD-Controller reduces error signals effectively since 

the feedback of the control signal is proportional to the 

change of the differential value of the error signal, the 

damping ratio is increased and the overshoot is 

suppressed. Considering the effect of these differential 

controls in the controller design, the system can improve 

the transient response characteristics. Transfer function 

( )K s
 

of controller is as shown in Equation (13). 

 

( ) (1 )p dK s K T s             (13) 

 

 

Fig. 2 Block Diagram of PD-Controller. 

 

Fig. 2 is a block diagram of a simulation. Here, r is 

the control input representing the destination, e is 

steering angle error which is the difference between the 

destination and current location. G(s) is represented by 

Equation (13) as a plant function. The maximum steering 

angle of the unmanned vehicle was set to ±30 degrees, 

and control gain was set throughout the experiments. 
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Proportional gain Kp = 0.8 and derivative gain Kd = 0.35 

is calculated [6]. 

 

Ⅳ. LOCATION RECOGNITION ANDDRIVING 

In autonomous navigation, the vehicle's current 

position and the heading of the vehicle have to be known. 

In this study, location-aware system used DGPS 

(Differential Global Positioning System). The DGPS 

reference station and rover is composed. Rover's absolute 

position is known, and then GPS measurements of Rover 

are calibrated based on this. If the destination station is 

located within the station's range of about 2km, the 

system provides a precision of 20cm CEP (95%). 

Novatel's GPS receiver ProPak-V3 was used, and 

antenna, GPS-701-GG was used. For the unmanned 

vehicle experiments, the roof of the vehicle was 

equipped with two GPS receivers, so the azimuth of the 

vehicle can be obtained from two GPS coordinates. 

 

Fig. 3 Lateral Control Model. 

 

Fig. 3 is model for lateral control of vehicle. Pp(i) 

represents the current position of the vehicle, destination 

location Pp(i+1), azimuth(heading) of the vehicle 𝜃1 , 

azimuth(heading) of the destination location 𝜃3, 𝜃2 is 

the steering angle of the vehicle. The vehicle's current 

location is known by DGPS measurements, and the 

waypoint on the path to the destination is also known. 

Therefore, the vehicle’s steering angle can be calculated 

by Equation (14).  

 

 𝜃2 = 𝜃3 − 𝜃1              (14) 

 

The steering angle is calculated from the difference 

of the destination azimuth and the current position of the 

vehicle. When the steering angle is 0 degrees, the vehicle 

is head in the destination allowing you to reach the 

destination [6]. 

Ⅴ. EXPERIMENTS 

In this study, a PD-controller is applied to a two-

steering unmanned vehicle, general P to P path tracking 

algorithm and P to P driving algorithm using a PD 

controller are experimentally compared. When the 

general vehicle's driving characteristics for analyze, in 

other words, when the maximum steering angle of 20 

degrees at the lateral acceleration of 0.4G is less than the 

degrees of freedom linear model, approximately 20km/h 

speed is turning. 

Fig. 4 is a vehicle used in the experiment, and driving 

speed 10km/h, 20km/h, were carried out, respectively. 

The experiment vehicle used was a Hyundai-Kia 

MOHAVE, and the experiment was carried out in the 

school field. GPS coordinates were obtained through P to 

P driving experiment while turning on an ellipse course. 

 

 
 

 
Fig. 4. Equipment used in the experiment. 

 

. 
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Fig. 5 P to P Driving with P controller. 

 
Fig. 6. Using the PD Controller Driving. 

 

The experiment was set up in the path by using 

DGPS, and driving speed of 10km/h ~ 20km/h were 

performed while changing the driving speed, and the 

resulting values were compared with those of the original 

path. 

Fig. 5 is a result of normal P to P driving. GPS path 

can be tracked successfully while driving at the speed of 

10km/h, however, the path was not successfully tracked 

when at 20km/h. 

In Fig. 6, using the PD-controller P to P driving, it 

shows reliable path tracking regardless of speed. The 

biggest differences in the two experiments appear when 

driving along the corners. When you track a straight line 

path from the current location of vehicle to the 

destination in the original P to P driving, arrival at the 

destination causes rapid increase in the steering angle. 

However, P to P driving with PD controller can reach the 

destination without a major change in steering angle 

because of stable driving. Therefore, in this study, using 

a PD controller P to P road driving than the original P to 

P driving shows the results of smooth and stable driving. 

 

Ⅵ. CONCLUSION 

 

Lateral control of an unmanned vehicle using PD 

controller is proposed in P to P driving. To apply to the 

actual vehicle, DGPS was used. When using DGPS, 

azimuth of the vehicle can be measured more precisely. 

A PD controller was applied to lateral control, and 

results of experiments using the PD controller confirmed 

it to be stable than general P to P driving. However, 

when the original path and experiment result's GPS 

coordinate were compared, the turning radius was larger 

than that of the original path. This error occurred because 

the dynamic elements of the vehicle were not considered. 

Research design considering the dynamic elements need 

to be done so that reliable path tracking can be 

performed for variable state of velocity. 
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ABSTRACT

Since control methods of a transport system between
processing machines are specialized for each layout
of the system, it is difficult to design prompt sched-
ules and control logic for recent complicated sys-
tems, especially in case of machine troubles or re-
structuring of system to modify the layout. In this
paper, we propose a multi-agent transport control
system which utilizes pheromone information. Each
element of the system acts as an agent and estimates
the appropriate path and time to drive out the prod-
ucts with information obtained by communication
with other elements and pheromone information de-
posited on the track of products.

Keywords : Swarm Intelligence, Pheromone In-
formation, Transport System

I. INTRODUCTION

Since control methods of a transport system between
processing machines in manufacturing systems are
specialized for each layout of the system, it is diffi-
cult to design prompt schedules and control logic of
recent complicated systems, especially in emergent
situations such as machine troubles or restructuring
of the system to modify the layout[1].

On the other hand, in recent study in Information
Transport System (ITS), pheromone model for pre-
diction of traffic congestion has been proposed[2].
In the study, the pheromone model is used to make
a short term prediction of the traffic congestion for
frequent change.

In this paper, we propose a multi-agent transport
control system which utilizes pheromone informa-
tion. In the proposed system, the transport system
consists of processing machines, buffers which tem-
porally store products and drive them out in ap-
propriate time, belt conveyors and turntables. Each
element acts as an agent and estimates the appro-
priate path to drive out products with information
obtained by communication with other elements and

pheromone information deposited on the track of
products. These two types of information are up-
dated in different frequency. we examine validity
and usefulness of the proposed method through sim-
ulation experiments.

II. RELATED STUDIES

Pheromone is a chemical material with which social
insects, such as ants, communicate with each other
indirectly through the environment. Ants deposit
pheromones on their path when they find a food in
their search. By using the pheromone information,
other ants can find efficient path to the food. The
deposited pheromone evaporates over time and old
information loses their effect on the path selection
gradually. In the engineering area, the mechanism
is modeled as a “pheromone model” and utilized in
many applications[3][4].

In the pheromone model, agents deposit the
pheromone information onto the environment. The
information decreases in its value gradually over
time and is also updated by agents, so that the in-
formation goes along with the changes of the envi-
ronment. Especially, in a recent study of the ITS
(Information Transport System), pheromones are
used to predict traffic congestions [2]. In the study,
some information is used as the pheromone infor-
mation, such as number of the braking and distance
from other cars. The information enables short term
prediction for frequent change of traffic congestion
which can not be realized by long term prediction
such as statistic.

On the other hand, there are some applications
which utilize multi-agent control method for trans-
port system. A multi-agent control method base
on A*-algorithm is proposed in [4]. It considers a
system in which products have priority to be trans-
ported, and reduce relocation of products in buffers.
In [5], another multi-agent control method is intro-
duced. It uses several types of virtual agent to find
a path to the destination or to collect information.

In these studies, the controlled systems have only
one processing machine as a destination and need
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some centralized control such as a server of virtual
space, so that they are not enough in the case that
the system contains several processing machines and
several types of products or the scale of the system
becomes larger.

In this paper, we propose a decentralized multi-
agent transport control method for the system which
contains several types of products and processing
machines.

III. PROPOSED METHOD

1. Assumption of production system
The production system addressed in this work in-
cludes several kinds of processing machine and a
transfer system, which consists of belt-conveyors,
turntables and buffers. A belt-conveyor can carry
a product in only one direction and a turntable can
change a move direction of products. Buffers, lo-
cated back and forth of a processing machine, can
temporarily storage products. In this work, it is
assumed that each element of the production sys-
tem can communicate with each other elements con-
nected to it.

Each element of the transfer system sets the
machines as candidate destinations，which perform
next process to a product on it, and can obtain
useful information of the candidates to transport
the product through the communication between
the elements. When a production system is large,
amounts of information sent and stored are also
huge. In this work, therefore, the each element sends
only information of the next destinations, i.e. next
machines in downstream, and the communication
between them is executed on periodic interval.

Each element of the transport system can obtain
information of candidate destinations, which may be
a little past, but they do not have a current status of
its neighbor element.　 In order to estimate the lo-
cal information of neighbor element, each turntable
counts number of products which have moved in
each direction as trail of a product move. We call
this number as “pheromone”. The pheromone is
evaporated and the effect of the past information
decreases gradually as the natural pheromones.

With these kinds of information, we construct the
method which determines the optimal path for the
situation on each element by considering the whole
of the system. As the information is obtained by
communication between neighbor elements or an el-
ement and a product, the control can be decentral-
ized. Thus, it is expected that the transport changes
flexibly for the change of the system.

2. Information about the path to the candi-
date destinations
In the communication, the following three types of
parameters (estimations) are used,

M₁B₁T₁

M₂B₂

M₃B₃

T₂

R₁

R₂

T₃

t
send
,c
send
,l
send

t
rec
,c
rec
,l
rec

Figure 1: Flow of information

t : waiting/moving time to next element
c : vacant capability of a buffer
l : completion time of next processing
Processing machines send their own information

to the elements which connected to them in the up-
stream side. Each element receives the information
and sends the information added with its own sta-
tus value to the upstream side, but the information
is not sent to the processing machines in upstream
side.

Each element receives three parameters trec, crec

and lrec from its downstream side, then sends tsend,
csend, lsend to its upstream side. When sending
these parameters, each parameter is updated as
Eqs.(1)-(3).

tsend = max(town, trec) (1)
csend = min(cown, crec) (2)

lsend = lown + lrec (3)

town , cown , lown are parameters of the element.
town is the process time in the processing the ma-
chine or time interval from input to output on the
buffer. The element sends bigger one of town and
trec. cown is value of empty space in the buffer. The
element sends smaller one of cown and crec. lown

is the time for process completion on the destina-
tion. The element adds lown to lrec and sends it to
the upstream side. By using these parameters, the
evaluate function of the path is defined as:

E = cαsend/(atsend + blsend)β . (4)

Here α , β , a , b are weighting coefficients.

3. Pheromone information
The pheromone information is deposited when a
product is transported from an element to the next
element, in the direction of the next element. The
large value of the information implies the conges-
tion and the direction is avoided to transport. The
pheromone increases with constant value △ϕ for
a product. The deposited pheromone evaporates
and decreases its effect on path selection. The
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Figure 2: Layout of the production system

pheromone ϕ(s) on time s evaporates in time period
△s as given in the Eq.(5). Here, ρ is evaporative
rate.

ϕ(s+△s)＝ (1− ρ)ϕ(s) (5)

By using these two types of information, next el-
ement of the transport is selected for each product
pk. The best element e(opt)

k is determined, which can
perform the next process to pk and have small value
of the pheromone information ϕ and large value
of the evaluate function E. If the candidate ele-
ments have several destinations, they are evaluated
as the weighted sum of the evaluation function E
(see Eq.(7)). The optimal element to transport is
determined as shown in the followings.

e
(opt)
k = ei, i = arg min

j∈D
(ϕγ

j /Ek,j) (6)

Ek,j =
∑
m∈S

Emcmδk,m/
∑
m∈S

cmδk,m (7)

δk,m =
{

1 (pk can be processed)
0 (pk can not be processed) (8)

D is the set of possible elements where pk can be
transported. S is the set of path including element
j. δk,m is 1 when the destination element em of the
path can process the product pk, otherwise δk,m is
0.

In Fig.1, M1-M3 represent processing machines
and they are set as candidate destinations for B1-B3

and T1-T3. For example, M1 sends the information
about its self such as process time t to B1. B1 also
sends the information updated as in Eqs.(1)-(3) to
T1. In the same way, T1 gets information about the
path to M2 and information about the path to M3.
The products on T1 are transported based on the
information and pheromone. If the product pk on T1

can be processed on bothM2 andM3, the evaluation
of the direction R2 is calculated as weighted sum of
evaluation of the path to M2 and that of the path
to M3. Finally, the product is transported to the
optimal direction and the pheromone information is
deposited on the direction.

4. Collision avoidance
In the system which contains some confluent point,
collisions must be considered. In this study, as the
considered system is constructed by belt-conveyors,
it is difficult to avoid collisions by adjacent avoid-
ance. For the problem, we put a buffer in the up-
stream side of each confluent point and make them
communicate with each other to transport elements
one by one in order of input. Therefore, the system
in Fig.2 assumes that the each of buffers B4-B6, B10-
B12, B16-B18 and B22-B24 can communicate and
determine the time of output.

IV. SIMULATION EXPERIMENT

We examine validity and usefulness of the proposed
method through simulation experiments. The pa-
rameters β , γ are varied to examine the effective-
ness of the proposed information. α is fixed.

In the simulation experiments, we use the layout
shown as Fig.2. Mi(i = 1, ..., 15) represent process-
ing machines, Bi(i = 1, ..., 30) represent buffers and
lines between them are belt conveyors. Products are
carried into the system from IN with constant in-
terval, performed each process Pi(i = 1, ...5) on pro-
cessing machines M1-M15, and finally output from
OUT1-OUT3. The system has several processing
machines of same type. For example, process P1 is
processed in M1-M3, but each processing machine
has difference in process time as shown in Table 1.
The maximum capability of the buffers is 20. The
type of products is only one type. Products are car-
ried into the system for every 30 steps. The number
of the products is 200. The time from the output of
the 50th product to the output of the 150th prod-
uct is measured, and the value is defined as T(est).
The work rate w is calculated as the ratio of work-
ing time of the processing machines to the T(est).
The results of the experiments are shown in Table
2, Table 3 and Table 4.

Table 2 shows the work rate of each processing
machine in the condition of α = 1.0, β = 1.0,
γ = 1.0. Table 3 and Table 4 show T(est) in each
condition. In each experiment, a = 1.0, b = 0.01.
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Table 1: Process time t of each processing machine
for a product

M1 M2 M3 M4 M5 M6

P P1 P2

t 60 50 35 80 50 40

M7 M8 M9 M10 M11 M12

P P3 P4

t 50 30 25 50 40 40

M13 M14 M15

P P5

t 30 25 20

Table 2: Work rate w for each processing machine
(α = 1.0, β = 1.0, γ = 1.0)

M1 M4 M7 M10 M13

w 0.419 0.780 0.156 0.487 0.117

M2 M5 M8 M11 M14

w 0.378 0.466 0.268 0.339 0.204

M3 M6 M9 M12 M15

w 0.335 0.293 0.396 0.189 0.209

The transport was finished properly except in
some conditions. In the case that pheromone in-
formation has no effect (γ = 0.0) or little effect(γ =
0.1, 0.2), products are transported to the buffer over
its capability and the transport was not finished
properly. Thus, it is considered that the pheromone
information plays important role in path selection.
On the other hand, the transport is also not fin-
ished properly, where the effect of the pheromone
information is bigger (γ = 2.0). γ has to be ad-
justed to proper value. The small or the big effect
of the time information also results in overflow of
the buffers(β = 0.1 , 10.0). As T(est) changes re-
markably for the change of β, it is considered that
the information about waiting/moving time t has a
great influence on the utility.

In the experiments, the input time of products is
constant, so that the work rate should be improved
if the input time is controlled properly. However,
considering some loss of time to transport products
from the buffers to the machines, the work rate of
M4 is nearly bound to improve. Thus, the unbalance
of work rates between processing machines needs to
be improved. For example, the work rate of M6

is less than that of M4 and M5. It is caused by
a lack of the information about products which is
processed in M1 and M2. Although some of the in-
formation about the products processed in M1 and
M2 is given as waiting/processing time t and capa-
bility of the buffer c, which improve the unbalance
in the condition of bigger β, additional introduction
of some new information is needed.

Table 3: Process time for 100 products (α = 1.0,
γ = 1.0)

β 0.1 0.5 1.0 1.5 2.0 3.0

T(est) − 4615 4366 4239 4208 3927

β 5.0 10.0
T(est) 3765 −

Table 4: Process time for 100 products (α = 1.0,
β = 1.0)

γ 0.0 0.1 0.2 0.5 1.0 1.5 2.0

T(est) − − − 4424 4366 4351 −

V. CONCLUSIONS

In this paper, we have proposed the multi-agent
transport control system which utilizes pheromone
information and examined validity and usefulness
of the proposed method through simulation exper-
iments. As a result of the experiments, although
there is some unbalance in work rates, the proposed
method can transport products properly in some
conditions. For future works, we need to improve
the work rate by controlling the input time of prod-
uct, adjust some parameters and introduce new in-
formation such as pheromone of distanced elements.
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Abstract: The paper deals with a systematic method of modeling and real-time control for discrete event robotic 
manufacturing systems using Petri nets. Because, in the complex manufacturing systems, the controllers are distributed 
according to their physical structure, it is desirable to realize real-time distributed control. In this paper, the task 
specification of discrete event manufacturing processes is represented using a global Petri net. Then it is decomposed 
and distributed into the machine controllers, which are coordinated through communication between the coordinator 
and machine controllers. The coordination algorithm was derived using formal expressions of transition firing and state 
change so that the decomposed transitions fire simultaneously. Implementation of real-time distributed control using a 
microcomputer network is described for an example robotic manufacturing cell. The demonstrations show that the 
proposed method can be used as an effective tool for consistent modeling, simulation and real-time control of large and 
complex manufacturing systems.  
 
Keywords: Discrete event robotic manufacturing systems, modeling, real-time control, implementation, Petri nets. 

 
 

0BI. INTRODUCTION 

As the factory automation systems have been 
becoming larger and more complex. The system 
architecture has shifted to distributed and parallel 
processing from centralized processing in order to 
reduce the development cost and to improve the 
reliability. In the field of factory automation systems, a 
demand for the automatic control has diversified and the 
control logic has become extremely complicated, 
because the combinative complexity of the control 
requirement, which comes from the non-deterministic 
features of event driven systems such as manufacturing 
control systems, is inevitable. To deal with the 
complexity, a new methodology on control system 
design based on the concept of event driven system is 
necessary. However, appropriate representation methods 
and analysis methods for control mechanism have not 
sufficiently been established. 

Programming paradigm modeled by a network, such 
as Petri net, has been considered to be useful, because 
the network model can describe the execution order of 
parallel/sequential processes directly without ambiguity. 
The Petri net is excellent in expression and analysis of 
the dynamic behavior of event driven systems, because 
it can model the system that consists of simultaneous 
process elements that interfere to each other. The 
programming technique makes it possible to realize 
systematic and high-level description of system 

specification. Therefore, it has been applied to a variety 
of system developments such as real-time systems, 
production systems, communication systems, and so on. 

However, in case of factory automation systems, the 
network model becomes complicated and it lacks for the 
readability and comprehensibility. Besides, only 
specification analysis stage has been supported, and the 
support for the control software coding stage is 
insufficient [1]. Therefore, the flexibility and 
expandability are not satisfactory in order to deal with 
the specification change of the system. 

Due to its complexity, a large and complex 
manufacturing system is commonly structured into a 
hierarchy; factory, line, station, machine, and actuators. 
The manufacturing system handles complicated tasks by 
dividing a task hierarchically in this structure, which is 
expected to be effective in managing cooperation tasks 
executed by great many machines or robots. 
Conventional Petri net based control systems were 
implemented based on an overall system model. Since 
in the large and complex systems, the controllers are 
geographically distributed according to their physical 
(hardware) structure, it is desirable to realize the 
hierarchical and distributed control. If it can be realized 
by Petri nets, the modeling, simulation and control of 
large and complex discrete event manufacturing 
systems can be consistently realized by Petri nets. In 
this paper, the author presents a methodology for 
hierarchical and distributed control of large and 
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complex robotic manufacturing systems using extended 
Petri nets, to construct the control system where the 
cooperation of each controller is implemented so that 
the aggregated behavior of the distributed system is the 
same as that of the original system and the task 
specification is completely satisfied. 

1BII. MODELING OF DISCRETE EVENT 
SYSTEMS USING EXTENDED PETRI NETS 

Discrete event systems such as robotic 
manufacturing systems have the properties of 
asynchronism, ordering, concurrency and conflict, so 
that deadlock will be apt to occur in the systems. The 
Petri net is one of the effective means to represent such 
systems. For applying it to the design, analysis, and 
control of the systems the guarantee of safeness and the 
notation of input/output of signals from/to machines 
should be required. A kind of graph deduced from the 
Petri net was proposed so as to satisfy the above 
requirements [2].  

The extended Petri net consists of the following six 
elements: place, transition, directed arc, token, gate arc, 
output signal arc. A place represents a condition of a 
system element or action. A transition represents an 
event of the system. A directed arc connects a place to a 
transition, and its direction shows the input and output 
relation between them. Places and transitions are 
alternately connected using directed arcs. The number 
of directed arcs connected with places or transitions is 
not restricted. A token is placed in a place to indicate 
that the condition corresponding to the place is holding. 

A gate arc connects a transition with a signal source, 
and depending on the signal, it either permits or inhibits 
the occurrence of the event which corresponds to the 
connected transition. Gate arcs are classified as 
permissive or inhibitive, and internal or external. An 
output signal arc sends the signal from a place to an 
external machine.  

Formally, the firability condition and external gate 
condition of a transition j  are described as follows: 
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where, 

M : input place set of transition j   
)(, kp I

mj : state of input place m  of transition j  
at time sequence k  

N : output place set of transition j   
)(, kpO

nj : state of output place n  of transition j  
at time sequence k  

Q : internal permissive gate signal set of transition j   
)(, kg IP

qj : internal permissive gate signal variable q  
of transition j  at time sequence k  

R : internal inhibitive gate signal set of transition j   
)(, kg II

rj : internal inhibitive gate signal variable r  of 
transition j  at time sequence k  

U : external permissive gate signal set of transition j   
)(, kg EP

uj : external permissive gate signal variable u  
of transition j  at time sequence k  

V : external inhibitive gate signal set of transition j   
)(, kg EI

vj : external inhibitive gate signal variable v  of 
transition j  at time sequence k  

 
The state (marking) change, that is, the addition 

or removal of a token of a place, is described as follows: 

))()(()()1( ,, kgktkpkp E
jj

I
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I
mj ∧∧=+    (3) 
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O
nj

O
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An enabled transition may fire when it does not have 
any external permissive arc signaling 0 nor any external 
inhibitive arc signaling 1. The firing of a transition 
removes tokens from all its input places and put a token 
in each output place connected to it. The assignment of 
tokens into the places of a Petri net is called marking 
and it represents the system state. In any initial marking, 
there must not exist more than one token in a place. 
According to these rules, the number of tokens in a 
place never exceeds one, thus the Petri net is essentially 
a safe graph; the system is free from the bumping 
phenomenon. If a place has two or more input 
transitions or output transitions, these transitions may be 
in conflict for firing. When two or more transitions are 
firable only one transition should fire using some 
arbitration rule. 

In the proposed procedure of modeling of robotic 
manufacturing systems, a global, conceptual Petri net 
model is first chosen which describes the aggregate 
manufacturing process. The places which represent the 
subtasks indicated as the task specification are 
connected by arcs via transitions in the specified order 
corresponding to the flow of subtasks and a workpiece.  

For the example manufacturing cell with two robots, 
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one machining center, and two conveyors, where one is 
for carrying in and the other is for carrying out, the 
main execution of the system is indicated as the 
following task specification: 

 
(1) A workpiece is carried in by the conveyor CV1.  
(2) The workpiece is loaded to the machining center 

MC by the Robot R1. 
(3) The workpiece is processed by the machining center 

MC.  
(4) The workpiece is unloaded to the conveyor CV2 by 

the Robot R2.  
(5) The workpiece is carried out by the conveyor CV2. 

 
The places representing the existence of machines 

are also added to connect transitions which correspond 
to the beginning and ending of their subtasks. Thus at 
the conceptual level the manufacturing process is 
represented as shown in Fig. 1 for the cell with two 
robots. 

 
 
 
 

 
 
 

 
 
 

 
Fig.1 Petri net representation of example system with 

two robots at the conceptual level 
 
Next, based on the hierarchical approach, the Petri 

net is translated into detailed subnets by stepwise 
refinements from the highest system control level to the 
lowest machine control level. At each step of detailed 
specification, a place of the Petri net is substituted by a 
subnet in a manner which maintains the structural 
properties. The detailed Petri net representation of the 
loading operation in the example system, which is a 
typical task at the subsystem coordination level in the 
factory automation system, is shown in Fig.2. Loading a 
workpiece to the machining center necessitates the 
cooperative or synchronized activities among the input 
conveyor, the machining center, and the robot. Similarly, 
unloading a workpiece from the machining center, 
necessitates the cooperative or synchronized activities 
among the output conveyor, the machining center, and 
the robot. 

 
Fig.2 Detailed Petri net representation of loading 

operation 
 

2BIII. DECOMPOSITION AND
 COORDINATION ALGORITHM 

For the manufacturing system, an example structure 
of hierarchical and distributed control is composed of 
one station controller and three machine controllers. The 
detailed Petri net is decomposed into subnets, which are 
executed by each machine controller. 

In the decomposition procedure, a transition may be 
divided and distributed into different machine 
controllers as shown in Fig.3. The machine controllers 
should be coordinated so that these transitions fire 
simultaneously, that is, the aggregate behavior of 
decomposed subnets should be the same as that of the 
original Petri net. Decomposed transitions are called 
global transitions, and other transitions are called local 
transitions. 

By the Petri net model, the state of the discrete event 
system is represented as the marking of tokens, and 
firing of any transition brings about change to the next 
state. So the firing condition and state (marking) change 
before decomposition should be the same as those after 
decomposition. If transition j  is divided into s  
transitions 1j , 2j , , , sj , the firability condition of a 
transition after decomposition is described as follows: 
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From eq.(1) and eq.(5), 
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From eq.(2) and eq.(6), 
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where, 
S  : total number of subnets 
Msub  : input place set of transition jsub  of subnet 

sub   
)(, kp I

mjsub : state of input place m of transition jsub  
of subnet sub  at time sequence k  

Nsub   : output place set of transition jsub  of subnet
 sub  

)(, kpO
njsub : state of output place n  of transition 

jsub  of subnet sub  at time sequence k  
Qsub   : internal permissive gate signal set of transition

 jsub  of subnet sub   
Rsub   : internal inhibitive gate signal set of transition 

jsub  of subnet sub   
Usub  : external permissive gate signal set of transition
 jsub  of subnet sub   

Vsub  : external permissive gate signal set of transition
 jsub  of subnet sub   

 
The addition or removal of a token of a place 

connected to a decomposed transition is described as 
follows: 
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From the logical formulation of firability condition 
and marking before and after decomposition, it is 
proved that the firability condition of the original 
transition is equal to AND operation of firability 
conditions of decomposed transitions. In case that a 
transition in conflict with other transitions is 
decomposed, these transitions should be coordinated by 
the station controller. The coordinator was introduced to 
execute the coordination algorithm [2]. 

3BIV. PETRI NET MODEL BASED CONTROL 
EXPERIMENTS 

The control software is distributed into the station 
controller and machine controllers. The station 
controller is composed of the Petri net based controller 
and the coordinator. The conceptual Petri net model is 
allocated to the Petri net based controller for 
management of the overall system. The detailed Petri 
net models are allocated to the Petri net based 
controllers in the machine controllers. The control of the 

overall system is achieved by coordinating these Petri 
net based controllers such that decomposed transitions 
fire at the same time and the task specification is 
completely satisfied. The overall control structure of the 
example manufacturing system was implemented on a 
local area network of computers as shown in Fig.3. 

 

Fig.3 Implementation of real-time control system on 
microcomputer network 

 
Each Petri net based machine controller on a 

dedicated microcomputer (Renesas H8/3069, real-time 
OS ITRON 4.0) executes real-time machine control, by 
initiating the execution of the unit actions attached to the 
fired transitions. The machine controller in charge of 
robot control executes robot motion control through the 
transmission of command and the reception of status 
report with serial interface to the real robot controller.  
The station controller implemented on another computer 
is also used to support modeling, simulation, and 
debugging of Petri nets and to load the Petri net based 
control program into the machine controllers. 
Communications among the controllers are performed 
using TCP/IP protocol. The coordinator sends the 
commands based on the conceptual, global Petri net 
model and coordinates the global transitions, which are 
accessed by the controllers as a shared file, such that 
decomposed transitions fire simultaneously. 

4BV. CONCLUSIONS 

An implementation of real-time distributed control 
for discrete event robotic manufacturing systems was 
described to realize consistent modeling, simulation and 
real-time control of large and complex robotic systems. 
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Abstract: The term biological motion is often used by researchers studying the patterns of movement generated by 

living forms and sport forms. We study the pattern recognition system of sport motion using the biological motion data. 

Biological motion data are acquired using 3D motion capture system. However, 3D motion capture system is too 

expensive. In this paper, the biological motion capture system was built using acceleration sensors. Our proposed 
system has the technique of Gaussian fitting and regression analysis. We tested our proposed system in the pattern 

recognition of the outdoor tennis and its evaluations. 

 

Keywords: Motion Analysis System, Acceleration Sensors, Biological motion data, Gaussian fitting 

 

 

1. Introduction 
The motion capture system is one of the techniques to 

retrieve the action of the human body and the animal in 

the three-dimensional space in a computer as digital 

data. We wear a marker and a sensor on parts becoming 

the imperative construct of the movement such as the 

head or a hand foot joint and record those movements in 

the space. However, many cases were impossible to 

measure the outdoor sport. These systems were used a 

certain indoor. In addition, there are problems that the 

price of machine parts is expensive [1].  
Therefore, in this paper, we built the motion capture 

system which used an acceleration sensor. The proposal 

system needs little load of the wearing, but it can 

acquire data fast outdoors. Because we can acquire 

many data by using this system, it is easy to build a 

database of outdoor sport. Therefore, in this paper, we 

build the database of the sports that individual 

difference is big and perform the operating analysis of 

data. We targeted the tennis. In this paper, we acquire 

the database of experienced persons and inexperienced 

persons form of tennis swing using the proposal system. 

And, we examine the point of difference of experienced 

person and inexperienced person for the form of tennis 

swing. We analyzed the data and performed the 

computer experiment that estimated of the tennis career. 

This paper used the technique of Gaussian fitting and 

multi regression analysis. From these experiments, we 

tried that find out a common knack from an experienced 

person. 
 

2. Feature Extraction from Biological Motion 
 

2.1 Procedure to obtain biological motion data 

 

To obtain the biological motion data of subjects, we put 

12 acceleration sensors (WAA-006: ATR-promotions 
Co.,Ltd) onto the subject’s wrist / elbow / shoulder / 

waist / knee / ankle of both the left and the right side [2]. 

However, we analyzed three places of data of the wrist / 

elbow / shoulder of the dominant arm. These 

accelerations information are important place in the 

tennis form and the much clear than other datas changes 

in acceleration information. A motion sensing system is 

acceleration and a sampling frequency of the system is 
237.5Hz. We show the photograph of Figure 1 when the 

player worn the acceleration sensors. The subjects are 

eleven male university students. The tennis experienced 

are five people, and the tennis inexperienced person are 

five people. These experimental conditions are similar 

to paper [3]. 

 

 
Figure 1.An acceleration sensor and the state that  

player wore the acceleration sensors. 

 

2.2 The proposal analysis system. 

 

In this subsection, we propose a feature extraction 

method for the estimates of the tennis career from the 

acceleration data. The proposed method is summarized 

in Figure 2. 

 As a first step, the player wears the acceleration sensor 

and play tennis to acquire acceleration data (X-axis, Y-
axis, Z-axis). Next, one swing from acceleration data of 

the tennis swing were pulled out.  
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Figure 2. The summary of the proposal analysis system. 

 

 

The STEP 2, Pi are computed by Eq.(1) [4]. Pi means 
the amount of the change of the acceleration of three 

axes. Next STEP3 and 4, we perform a Gaussian fitting 

with Eq.(2), and calculate A, B, C of Eq.(2). A means  

power, B is timing, and C is sharp of tennis form. The 

timing of B are calculated based on the shoulder. We 

repeat ourselves from STEP1 to STEP4. And we 

calculate the average and the standard deviation of the 

each A, B, C. Finally STEP 6, we perform multiple 
regression analysis and Leave-one-out cross validation 

method with the average and the standard deviation 

from computed by this analysis system. 
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2.3 The interlocking movement characteristics of the 

dominant arm 

 

We guessed that the interlocking movement of the wrist 

/ elbow / shoulder of the dominant arm might be related 

to the person who experienced tennis. And, we 
presumed the career of tennis that uses only the 

interlocking movement by the previous research [3]. We 

show the graph of the wrist / elbow / shoulder in Figure 

3 to express the interlocking movement characteristics 

of the dominant arm. As for the data, it normalized so 

that the maximum value becomes 1.0 and the average 

value becomes 0.0. We focus attention on the 

interlocking movement characteristics of the wrist / 
elbow / shoulder and calculate the degree of similarity E 

between two joints using Eq. (3). N in Eq.(3) is the 

number of the samplings, Pi
k is one of the data of the 

wrist / elbow / shoulder. Pi
l is a non- Pi

k information. We 

calculate the average and the standard deviation of 

Eq.(3). In this paper, we added the data of the degree of 

similarity E to the STEP6. 

 

 
Figure 3. The interlocking movement characteristics of 

the dominant hand 
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3. Experiment Results 

 
In order to test the effectiveness of proposal analysis 
system, we compared its performance with only used A, 
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B, C and only used the degree of similarity E. In this 

paper, we perform multiple regression analysis and 

evaluate using Leave-one-out cross validation method. 

 

3.1 The results of multiple regression analysis 

 

We show the result of the multiple regression analysis 

how we used only the degree of similarity E in Figure 4. 

From t value and the P value of the analysis result, we 

understood that wrist / elbow (average) of Eq.(3) and 

wrist / shoulder (standard deviation) of Eq.(3) were 

meaning for tennis career. We assume these two 
elements E’. Next, we show the multiple regression 

analysis how we used the A (Power), B (Timing), C 

(Sharp) of Eq.(2) in Figure 5. The simulation of Figure 

5 was used 8 elements. 8 elements are the average value. 

Finally, we show the multiple regression analysis how 

we used E’ and the A (Power), B (Timing), C (Sharp) of 

Eq.(2) in Figure 6. The simulation of Figure 6 was used 

9 elements. A value of R2 (a coefficient of correlation) 
got results more than 0.8 from Figure 4 and Figure 5 

and Figure 6. In three graphs, when a predicted value by 

the multiple regression analysis assumes the smallest 

person boundary value among the person who 

experienced tennis, we can pull the boundary line of an 

experienced person and the inexperienced person. But 

only one person did wrong identification among 

inexperienced people in Figure4. A graph of Figure 6 
was the best in these computer simulation results. 

Therefore, we selected the results of Figure 6, and to 

analyze it in detail in the next subsection. 

 

 
Figure 4. The result of the multiple regression analysis 

using the degree of similarity E. 

 

 

 
Figure 5. The result of the multiple regression analysis 

using the A (Power), B (Timing), C (Sharp). 

 

 
Figure 6. The result of the multiple regression analysis 

using the degree of similarity E’ and the A (Power), B 

(Timing), C (Sharp). 

 

 

3.2 The result of Leave-one-out cross validation 

method 

 

From many analysis results, we selected the three 

following elements using t value and P value.  

・The timing B of elbow (standard deviation)  

・The degree of similarity of wrist / elbow (average)  

・The degree of similarity of wrist / shoulder (standard 

deviation)  

We show the result of the multiple regression analysis 

how we used three elements mentioned above in Figure 

7. From Figure 7, value of R2 got results more than 0.8. 

The result of the Leave-one-out cross validation 

method using three elements are shown in Figure 8. 
When a predicted value by the multiple regression 

analysis assumes the smallest person boundary value 

among a person who experienced tennis, we can pull the 

boundary line of an experienced person and the 

inexperienced person. As a result, only one person did 

wrong identification among inexperienced people. 
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Figure 7. The result of multiple regression analysis. 

 

 
Figure 8. The result of Leave-one-out cross 

validation method. 

 

4. Conclusion and Future Work 
We aimed for examining the point of difference of 

experienced person and inexperienced person for the 

form of tennis swing. In this paper, we built the motion 
capture system which used an acceleration sensor. We 

acquire the database of experienced persons and 

inexperienced persons form of tennis swing using the 

proposal system. And we analyzed these data and 

performed the experiment that estimated of the tennis 

career. For sports, we were able to extract power and 

timing and sharpness and the interlocking movement 

characteristics of the joint from acceleration information. 
As a result, we could discriminate the inexperienced 

person from an experienced person from tennis swing 

with an acceleration sensor and was able to find out a 

thing such as a common knack from an experienced 

person. It is thought that three points of the following 

are common to an experienced person in conclusion. 

 

1) The movement of the shoulder and the elbow is 
stable. 

 

2) The interlocking movement characteristic of the 

elbow and the wrist is strong. 

 

3) The interlocking movement characteristic of the 

wrist and the shoulder is stable. 

 

In future work, we must increase the number of 

subjects. We think that it raises the reliability of this 

study. 
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Abstract: DEA (Data Envelopment Analysis) is a well-known method for evaluating management efficiency of DMUs 
(Decision Making Units). To calculate efficiency of DMUs, analytical data are necessary. However, there are not clear 

criteria for data selection so that analysts have to choose the data on their own. Therefore, it is important to support data 

selection by reasonable ways to let analysis be informative and beneficial. In order to deal with this matter, new 

methods are proposed based on traditional ones. Support for data selection is realized by considering analyst’s intention. 

Analytical data for making some specific DMUs efficient are obtained by reflecting knowledge or experience analysts 

have. TDS-DEA (Tight Data Selection based DEA) reflects the analyst’s intention strongly and tries to make only 

intended DMUs efficient. On the other hand, LDS-DEA (Loose Data Selection based DEA) reflects it loosely and at 

least intended DMUs can be efficient. Then both methods should be examined more detail and how data selection is 

carried out effectively. On this point, this study prepares the experimental data to clarify the effectiveness and drawback 

of the methods. According to the experimental result, additional ideas such as discriminate approach or assurance 

region method are considered to improve the quality of data selection. 

 

 

Keywords: Data Envelopment Analysis, Linear Programming, Decision Making Support, Data Selection 

 

 

I. I�TRODUCTIO� 

DEA (Data Envelopment Analysis) is a method for 

measuring efficiency of DMUs (Decision Making 

Units) like company, hospital, municipal government or 

so. DMUs are evaluated by index called “efficiency 

score”. Each DMU is classified as the state of efficient 

or that of inefficient based on the score [1]. DEA 

calculates efficiency score of each DMU based on 

Pareto optimal line which is called efficiency frontier 

consists of efficient DMUs. Then DEA shows a plan for 

improvement to inefficient DMUs. 

DEA assumes activity of DMUs that produce output 

from input. This mechanism is interpreted as production 

function. DEA is a data-oriented method so that 

efficiency score depends on analytical data. Then all 

data related to DMUs can be possible to be selected for 

analysis. Therefore, data selection is really important. It 

is not easy to prove whether selected data correspond to 

purpose of analysis or not. Criteria of data selection are 

unclear practically. Hence, some methods were 

proposed to support data selection. The basic idea of the 

traditional methods is to utilize analyst’s intention such 

as experience or knowledge regarding evaluated DMUs. 

Though numerical experiment is carried out, but still 

need more trial to clarify the power and effectiveness. 

Therefore, the purpose of this study is to examine the 

traditional method in detail and find benefit and 

drawback to improve the approach. 

 

II. DATA E�VELOPME�T A�ALYSIS 

1. Outline 

DEA was proposed by A. Charnes et al. in 1978 as a 

method for management analysis [2]. DEA has room to 

treat a lot of data related to DMUs. Then necessary 

elements (capital, employee, etc) for operation are 

generally recognized as input and yielded elements 

(sales, profit rate, etc) are recognized as output. DEA 

calculates efficiency by input and output so that less 

input and larger output is more preferable. And the 

efficiency of each DMU is evaluated relatively among 

analyzed DMUs. 

Efficient DMUs are regarded as best practice among 

DMUs and they get efficiency score as “one”. 

Inefficient DMUs have that score less than one. 

Efficiency score is denoted as θ  and calculated by 

dividing virtual output by virtual input. Virtual input 

and output are the useful for dealing with multi 

elements. DEA puts weight to each element and it is not 

fixed but variable. Therefore, it is possible to evaluate 

advantages of DMUs as much as possible [1]. 
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Fig.1. Efficiency frontier and efficiency score 

 

Fig. 1 demonstrates efficiency frontier and 

efficiency score. There are five DMUs (a~e) with one 

input and two outputs. Each DMU is dotted based on 

score that output is divided by input. Hence, DMU 

located far from origin is more efficient. Here three 

DMUs are the state of efficient and they form efficiency 

frontier. DMUc has largest output1 and DMUa has 

largest output2. In addition, DMUb has larger output1 

and output2 with well-balanced. Characteristics of these 

three DMUs are evaluated well respectively. Thus DEA 

is able to reflect strength of DMUs for evaluation. 

Therefore, analytic data play an important role to extract 

characteristic of each DMU. 

Efficiency score of inefficient DMU is calculated by 

distance to efficiency frontier that expresses ideal state. 

In case of DMUd, ideal state of management is d’. Then 

efficiency score dθ  is calculated by the ratio of 

distance from origin to d and d’. In other words, 

efficiency score is calculated based on efficient DMUs 

among analytical objects. 

2. Formulization 

When analysis is carried out, linear programming is 

utilized. Here formulization of CCR model is shown. 

Assuming that there are n DMUs 

( n21 DMU,,DMU,DMU L ) with m inputs and s outputs. 

DMUk is characterized by inputs ( mkk2k1 x,,x,x L ) and 

outputs ( skk2k1 y,,y,y L ). Then efficiency score of 

DMUk is calculated by following formula. 

 

 

 

 

 (1) 

 

 

 

Inputs and outputs are denoted as ijx , rky  while 

iv , ru  are weights for input and output elements. 

Hence, ijixv and rjryu  represent virtual input and 

output. One of the constraints works for virtual input of 

DMUk to be “one”. Then virtual output is maximized on 

condition that virtual input exceeds that of output for 

each DMUs. If virtual output is equal to one, DMUk is 

the state of efficient. On the other hand, DMUk is the 

state of inefficient if virtual output is less than one. Thus 

objective function, namely, virtual output signifies 

efficiency score directly. 

As a result, efficiency score and weight value are 

shown by solving linear programming. Then weight that 

has value means corresponding input and output 

elements are employed in analysis. That is why DEA 

enables analyst to know strength of each DMU. 

 

III. TRADITIO�AL METHOD 

1. Outline 

The previous study focused on data selection for 

making intended DMUs efficient [3]. That is because 

some of the analysts are quite familiar with analyzed 

DMUs and they can predict result roughly. For 

beginners, deciding efficient DMUs they want is helpful 

to have reasonability of analytic data elements. Of 

course, it is possible to incorporate external information 

to the data selection. 

Traditional methods need to take inverse procedure 

compared with fundamental DEA. It means result that 

some DMUs are efficient is assumed first and then used 

data are calculated based on the assumption. Fig. 2 

shows stream of traditional method. Dotted line is route 

concerning fundamental DEA and procedure consists of 

data collection, analysis and result. However, traditional 

method assumes the result in advance and then data 

elements are calculated in order to guarantee assumed 

result (analyst’s intention). 

Fig.2. Procedure of the method 

 

While idea of traditional method is formed, we 

consider possible users, namely, analysts who utilize the 

methods. There are mainly three types of users. Expert 

who has knowledge to DMUs, decision maker who 

DMUk: efficientInput: x1,x2,x3

Output: y1,y2

Data DEA Result

DMUk: efficientInput: x1,x2,x3

Output: y1,y2

Data DEA Result
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belongs to analyzed DMU, and beginners. The merits of 

the methods are mentioned for every type of user. 

For experts, they have forecast for result based on 

their deep knowledge. That is why they can know 

effective data elements to realize their intentional 

analysis thanks to traditional methods. So it is effective 

for analyzing DMUs. For decision makers, they can find 

strengths of their company and competitive one by 

assuming those two DMUs as efficient. That is to say, 

management strategy can be planned by DEA since they 

know characteristic in detail for themselves and rival. 

For beginners, they are often confused when they decide 

data. Then traditional methods can show necessary data 

elements for them and support smooth analysis. Thus 

various analysts are able to get benefit by utilizing the 

method. 

2. TDS-DEA 

TDS-DEA (Tight Data Selection based on DEA) 

calculates data elements that make only intended DMUs 

efficient. Hence, it is possible to decrease the number of 

elements in analysis. TDS-DEA introduces condition for 

slack variable that treat surplus of input and lack of 

output. If slack variable has value, the DMU is the state 

of inefficient. On the other hand, the DMU is the ideal 

state if slack variable is zero. Thus only specific DMUs 

can be efficient and others can be inefficient. Here 

analyst would like to make DMUk efficient. Then slack 

variable should be satisfied with following conditions; 

 

 

           (2) 

 

Only slack variable of DMUk is zero and others have 

value. Traditional method enables analyst’s intention to 

be reflected strongly with these conditions. And the 

used elements are found by the weights ri u,v . If 

weight has value, corresponding element is used for 

analysis. Therefore, weight is a key to know which 

elements should be selected. Formula (3) is a linear 

programming regarding TDS-DEA. Assume that there 

are n DMUs with m inputs and s outputs. {J-k} signifies 

set including DMUs except for DMUk. In order to 

realize concept of TDS-DEA, objective function are 

maximized. It means TDS-DEA tries to decrease 

efficiency of DMUs except for intended one as much as 

possible with keeping intended DMU efficient. When 

multi DMUs are assumed as efficient, elements are 

calculated by repeating analysis for each DMU. 

3. LDS-DEA 

As long as data selection relies on TDS-DEA, we 

need to care the accuracy of analyst’s intention. That is 

because intended DMU surely get the state of efficient 

after calculation. At the same time extension of the 

method was necessary. It is to analyze DMUs by 

employing common elements for intended DMUs. 

� The number of DMUs : n 

� The number of intended DMUs : α  

� Combination for choosing two DMUs from 

intended DMUs : h ( 2C,,2,1 αL ) 

� DMU No. of t-th DMU among intended ones : qt 

( α= ,,2,1t L ) 

 

IV. �UMERICAL EXPERIME�T 

To confirm the effectiveness, experimental data that 

has some features is prepared. There are twenty DMUs 

with six inputs and six outputs. The feature is that 

DMU1 to DMU6 have strong points in input1, input2, 

output1, and output2. DMU7 to DMU12 have strength in 

input5, input6, output5, and output6. DMU15 to DMU20 

has strength in input3, input4, output3, and output4. 

Then TDS-DEA is applied and calculates the data 

element to realize analyst’s intention. Table. 1 shows the 

experimental data in this study. 
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Table. 2 shows the result for the input and output 

should be chosen. Shaded area is that each DMU’s 

strong elements. According to the result, we find some 

knowledge through experimentation. 

Let us focus on DMU1 to DMU4. They originally 

have strong input1, input2 and then TDS-DEA actually 

calculates those elements. The method signifies input5 

is strong for DMU3. That is because DMU3 has larger 

input compared with other DMUs and choosing input5 

is inevitable for individual efficiency. However, data 

selection for output is not enough since obtained result 

does not reflect the actual strength DMUs have. This is 

the drawback of the traditional method. That is to say, it 

is possible to get necessary data roughly but sometimes 

it is not reliable and accuracy. In this point, introducing 

assurance region method is helpful to improve the 

method. Also discriminate approach will have influence 

to data selection better. 

The traditional method calculates some unsuitable 

element for other DMUs though they get desirable 

result. Analyst is able to set the analytical data based on 

certain reasonability and confidence thanks to the 

method. And it is beneficial for not only analysts who 

are expert but also analysts who don’t have enough 

knowledge regarding evaluated DMUs. if analyst have 

problem for data selection, they just utilize the method 

and get the direction for their analytical procedure. 

V. CO�CLUSIO� 

This paper examines the power of traditional method 

for data selection. The result shows how the method 

calculates necessary data. However, it is important to 

improve quality of the approach since some of the data 

are not calculated well based on analyst’s intention. 

Then we consider introducing assurance region method 

or discriminate way in order to complement current 

method. 
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Table 1. Experimental data 

DMU1 DMU2 DMU3 ・・・ DMU10 DMU11 ・・・ DMU18 DMU19 DMU20
x1 0.111 0.222 0.444 ・・・ 0.444 0.556 ・・・ 0.556 0.667 0.444

x2 0.778 0.667 0.444 ・・・ 0.778 0.333 ・・・ 0.778 0.556 1

x3 0.897 0.691 0.918 ・・・ 0.804 0.763 ・・・ 0.433 1 0.351

x4 0.545 0.364 0.852 ・・・ 0.523 0.511 ・・・ 1 0.477 0.273
x5 0.311 0.378 0.333 ・・・ 0.200 0.244 ・・・ 0.622 0.711 0.422

x6 0.317 0.293 0.610 ・・・ 0.244 0.512 ・・・ 0.976 0.512 0.659

y1 0.778 1 0.889 ・・・ 0.556 0.222 ・・・ 0.243 0.220 0.060

y2 0.625 0.500 0.875 ・・・ 0.500 0.375 ・・・ 0.875 0.500 0.250
y3 1 0.188 0.800 ・・・ 0.350 0.800 ・・・ 0.753 0.753 0.494

y4 0.351 0.485 0.897 ・・・ 0.472 0.485 ・・・ 1 0.763 0.371

y5 0.899 0.528 0.876 ・・・ 0.270 0.506 ・・・ 0.461 0.360 0.247

y6 0.214 0.827 0.459 ・・・ 0.663 0.867 ・・・ 0.337 0.306 0.112

DMU

Input

Output

Element

 
 

Table 2. Result 

DMU1 DMU2 DMU3 DMU4 DMU9 DMU10 DMU11 DMU12 DMU15 DMU16 DMU17 DMU18

v1 9.000 4.500 0 1.446 0 0 0 0 0 0 0 0

v2 0 0 0 0.804 0 0 0 0 0 3.000 0 0

v3 0 0 0 0 2.243 0 0 0 4.042 0 0 2.310
v4 0 0 0 0 0 0 0 0 0 0 6.286 0
v5 0 0 3.000 0 0 5.000 4.091 0.285 0 0 0 0

v6 0 0 0 0 0.626 0 0 2.854 0 0 0 0

u1 0 0.464 0 0 0 1.800 0 0 0 0 0 0

u2 0 0 0 1.143 0 0 0 0 0 0 0.766 0
u3 1.000 0 0 0 0 0 1.250 0 0 1.149 1.542 0
u4 0 0 1.115 0 0 0 0 0 1.738 0 0 1.000
u5 0 0 0 0 1.000 0 0 0 0.027 0 0 0
u6 0 0.648 0 0 0 0 0 1.000 0 0 0 0

Weight
DMU
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Abstract: This paper proposes the development of a software simulator that allows a simulator’s users to evaluate 
algorithms for recommender systems. This simulator consists of agents, items, Recommender, Controller, and Recorder, 
and it locates the agents and allocates the items based on a small-world network. The agent plays a role in a user in 
the recommender system and the recommender plays a role in the recommender system. Controller handles the simu
lation flow that (1) Recommender recommends items to agents based on the recommendation algorithm, (2) each 
agent evaluates the items based on agents’ rating algorithm using each item’s and agent’s attribute, and (3)Recorder ob
tains the results of the rating and the evaluation measurement for the recommendation pertaining to such informatio
n as precision and recall. This paper discusses the background of proposal and the architecture of this simulator. 
 
Keywords: Recommender System, Multi-agent simulation, evaluation, small-world model. 

 

 

I. INTRODUCTION 

Recommender systems have been used for several 

applications and systems such as news sites, 

information sharing system, e-commerce and so 

on[1][2][3]. The systems offer benefits to consumer and 

item providers. These recommender systems help 

consumers in particular acquire new as well as 

preferable items and users can expect effective 

acquisition of the information. Therefore, an appropriate 

algorithm is needed for the recommender system. 

Several researchers have proposed and developed 

many algorithms since collaborative filtering, one of the 

most successful technologies for recommender systems, 

was introduced and attracted many attentions 

[4][5][6][7]. However, developing and applying the 

algorithm of collaborative filtering are difficult. One 

reason is based on the difficulty of evaluating these 

algorithms. For example, the algorithms were developed 

for any purposes and have validated specified and 

limited datasets in many cases. Therefore, the generality 

of the algorithms is not clear. Another reason for the 

difficulty is that the validation of the algorithm needs 

massive dataset.  

Therefore, we developed a multi-agent-like 

simulator for evaluating the collaborative filtering and it 

is described in this paper.  

II. Motivation 

Recommender systems aim to recommend 

preferable items to users from user profile [1][2][3]. The 

profile is constructed by analyzing the content, user’s 

voting and rating, and access logs, etc. Two types of 

filtering algorithms are used for dynamic 

recommendation: content-based filtering and 

collaborative filtering [6]. Especially, collaborative 

filtering is the most successful algorithms, and its 

profile is based on relationships among users or items 

[7]. It has an advantage wherein collaborative filtering 

is applicable for any items because the algorithm does 

not need to analyze the content itself. Also, the hybrid 

algorithm combining collaborative filtering and content-

based filtering [8] has also been developed. 

Generally, the recommender system algorithms work 

better as the dataset that includes the user’s rating and 

item information becomes more massive. However, the 

algorithms do not work for a small dataset because the 

dataset is insufficient for calculating similarity and 

predicting items (called cold-start problems).  

Therefore, developing the algorithms has various 

problems associated with it. The first problem is a 

limited dataset. To evaluate the algorithms, we need to 

use various environments by collecting various datasets. 

However, collecting the various datasets is difficult 

because we generally do not make use of recommender 

systems and do not have the data source. Therefore, 

many researchers have utilized limited dataset such as 

MovieLens Dataset and EachMovie Dataset. the 

evaluation measurement may change according to the 

goals of the algorithm. The algorithm is developed for 

specified goals, and in order to evaluate the algorithm, 

the proper evaluation measurements and data set are 

needed [3]. Also, each method has strong/weak points, 

The Sixteenth International Symposium on Artificial Life and Robotics 2011 (AROB 16th ’11), 
B-Con Plaza, Beppu,Oita, Japan, January 27-29, 2011

©ISAROB 2011 691



 
Fig.1. Simulator architecture 
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and if we apply the algorithms for other goal, we cannot 

easily judge whether any of the algorithms are suitable. 

In order to identify the suitable algorithm, to compare 

the algorithms is useful; however, an experiment with a 

limited dataset and with different goals is difficult. 

Therefore, we build the simulator to enable the 

comparison of the algorithms. The requirements/goals 

of simulator are defined as the followings.  

1. The simulator can build the evaluation environment 

for the recommender system. 

2. The simulator can compare the filtering algorithms 

of collaborative filtering and content-based filtering.  

3. The simulator can output the results of evaluations 

to compare the filtering algorithms. 

III. OVERVIEW OF RECOMMENDER  
SYSTEM SIMULATOR 

This simulator consists of agents, items, 

Recommender, Controller, and Recorder as shown in 

Fig. 1. In this simulator, a simulator user gives the 

number of agents, items, thresholds, and algorithms as 

parameters. Agent acts as the user of recommender 

systems, and the algorithm of collaborative filtering is 

modeled into Recommender. Recommender has 

information on agents and items’ ratings for each user. 

Controller receives parameters from the simulator user 

and handles the simulator such as initialization, 

progression, and suspension. Controller accepts not only 

the number of agents and items, but also thresholds for 

the simulator environment, preference, and agent status. 

The simulation steps are as follows: 

1. The simulator user inputs parameters. 

2. Controller initializes the status of the agents and 

items and configures the simulator based on the 

parameters.  

3. Recommender calculates the user similarity and 

recommends items to agents. 

4. The agents vote on the rating of recommended 

items and update the status. 

5. Recorder compiles the result of recommendation 

and evaluates the recommendation using several 

measurements such as MAE, recall, precision, 

novelty, diversity, and discovery [9][10]. 

6. Controller updates agent status and preference. 

The simulator regards step 3 to step 6 as one turn, 

and it goes through the steps and iterates the turns.  

IV. ARCHITECHTURE OF SIMULATOR 

1. Agents, Items, and Ratings 

A. Definition of attributes 

The key point of modeling recommender systems is the 

preferences of agents for items. This paper assumes that 

the agents and items have many attributes. Here, we 

assume that the agents have specified preferable genres 

and domain, and in order to express the assumption, the 

simulator lets agents have a positive real number for all 

attributes for their degree of preference. The simulator 

also defines the attributes whose degree of preference is 

over the preference threshold as preferable attributes. In 

contrast, an item has the 0/1 flags for each attribute.  

B. Rating items 

In this simulator, the agents and Recommender 

evaluate each item. For the agents, the rating rij of an 
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item j for an agent i is generally evaluated by the 

formulation,  

rij = A(Ui,Ij, ui) 

Here Ui is the preferable attribute set of agent i. Also, Ij 

is the attribute set of Item j whose value is 1. ui is the 

information about agent. Also, we call the function an 

rating algorithm. For an example of rating algorithm, 

we can configure it as follows 

௜௝ݎ ൌ
∑ ݑ

max ሺ ௜ܷሻ௨

ห ௜ܷ ת ௝หܫ
 

where |E| indicates the number of the elements of set E, 

u is the elements of attributes of Ui corresponding to the 

index of ௜ܷ ת I and max(Ui) indicates the maximum of 

Ui, which is given by users as one of parameters.  

On the other hand, Recommender, which is the 

implementation of the filtering algorithm, predicts the 

ratings of the items and recommends high-rated items to 

the agents. For example, the predicted rating of an item 

for the agent is generally shown in the following 

formulation on collaborative filtering: 

rij = R( sim(i, u) ,R) 

,where rij is the rating of item j for user i, sim(u,v) 

indicates the similarity between user/item u and 

user/item v among a set of user U who evaluate the item 

j, and R shows the rating information. For example, 

GroupLens[4], which is a representative system using 

collaborative filtering, has the following formula. 










Uu

Uu uuj

iij
iusim

rriusim
rr

),(

)))(,((

 
In this formula, ݎ௜ is the average rating when a user i 

has already voted.  

C. Status of Agents 

One of the problems that requires attention is the 

tiresome status. This simulator allows agents to change 

the status in order to express the degree to which an 

agent is tiresome. In this simulator, agents have two 

statuses, normal and tiresome, and the trigger of 

changing status occurs in recommendation. The 

measurement for tiresome is calculated concretely by 

the evaluation formula, and when the measurement is 

less than the tiresome threshold, the agent changes the 

status to tiresome, otherwise it remains normal. The 

simulator implements the following formula, which is 

an example of the evaluation formula; 

ݐ ൌ ෍
݊௜ݎ௔௝

ூא௜௜݇݊ܽݎ

 

Here, I is the set of recommended items from 

Recommender, rij is the rating of item j by agent i which 

is used for rating algorithm, ranki is the rank of the item 

i, and ni is 0 if i has already been recommended; 

otherwise it is 1.  

2. Building Simulator environment  

The configuration of the simulator environment is 

one of the most important steps in the simulation 

process because an inappropriate environment leads to 

inappropriate and wasteful result.  

The simulator environment is built during 

initialization and is updated after the recommendation is 

done. In order to configure the proper simulator 

environment, we utilize the structural (topological) 

features of the recommender system.  

A. Initialize simulator environment from small world

 network. 

Generally, communities tend to follow complex 

networks and, according to several references, they find 

that the networks tend to be small-world networks. Here, 

a small world is a phenomenon in a real world network, 

and the model has several features such as stability and 

compression of network. The structure was first 

formulated by Watts and Strogatz [10]. The structure 

appears in several networks, and the trend also appears 

in recommender system. Therefore, we create the 

environment based on the small-world network.  

If we restrict the community to the recommender 

system, the network of the recommender system is 

scale-free network like it is in References [11][12][13]. 

Therefore, we regard an agent as a node and initialize 

agents and items according to generating a scare-free 

network. The algorithm in detail is as follows, given n 

agents and m items as simulation parameters from the 

user, 

1. Create the k-core clique in order to generate the 

scale-free network, and allocate the C0 common items 

among k nodes.  

2. Add an agent (ai (i=1, 2, …, n)) to the network 

according to the algorithm of BA(Barabasi-Albert) 

model which is a scale-free network, and allocate the Cj 

common items to the clique including ai. Note that  Cj 

=m. 

3. Iterate step 2 by allocating an.  

4. Allocate the attributes of items to agents who have 

items in common. 

5. Let Recommender calculate the similarity between 

the agents for recommendation. 
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B. Update simulator environment 

The simulator needs to be update because the agents 

may have new interests and because Recommender 

identifies the new relationships between agents because 

of the rating of recommended items by agents. In this 

simulator, the agent’s preferences are updated by a 

simple approach. When an agent regards an item as the 

preferable items, then we can assume naturally that the 

impression for the item is good. Therefore, when rij,, 
which is the rating of item j by agent i, is over the 

preferable item threshold, then agent regards the item as 

the preferable item and the simulator adds a constant 

value to the attribute of agents that corresponds to those 

of the item. 

On the other hand, Recommender has trouble 

indentifying new relationships between agents because 

the cost of calculation of similarity is normally very 

high. In order to constrict the complexity of calculating 

similarity, SketchSort, which is software for all pairs 

similarity search, is useful [14]. The basic idea of 

SketchSort is to combine Locality Sensitive Hashing 

(LSH) and Multiple Sorting Method (MSM). SketchSort 

takes as an input data points and outputs approximate 

neighbor pairs within a distance. SketchSort is so quick 

that the cost of calculating the similarity can be lower. 

Here, In order to uses the SketchSort, the rating data of 

agent is recorded by the matrix where the row indicates 

items and column indicates the agents. However, most 

agents have not evaluated many items yet so that the 

simulator cannot build the matrix. Therefore, using 

default voting [15] and filling the ratings of items which 

a agent has not evaluated yet, we build the matrix and 

utilize SketchSort for similarity calculation. 

V. CONCLUSION  

This paper has proposed a simulator to allow a user 

to evaluate the algorithms for recommender systems. In 

order to evaluate the algorithms, the simulator builds an 

environment of a virtual recommender system based on 

a complex network model from parameters; 

Recommender makes recommendations to agents, and 

the simulator evaluates and outputs the results though 

Recorder. In future work, we will validate the simulator 

by gaining a resurgence of the phenomenon of 

collaborative filtering, and we will test the usability. 
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Abstract: This paper describes a purchase factor analysis for best-selling software games. Japanese game industry has 

grown remarkably since 1983. Developers have to produce best sellers in order to get a profit. However, the concrete 

factors for a best-selling game have not yet been qualified. Structural equation modeling (SEM) seems to have the 

beneficial effect on causality analysis. However, the SEM results may lack the reliability because the model is 

constructed based on the analyzers’ subjective assumptions. We need to construct a factor model for solving this 

problem by extracting the purchase factor from diverse viewpoints. Consequently, we use the KJ method, which is one 

of the creativity methods, to do just that. There are four steps in the process for analyzing the factor model from the 

results of KJ method: (1) extract the factors from the KJ method results, (2) refine the model by integrating 

conceptualistic meanings, (3) assign the collected data to the model, and (4) construct and analyze the model by 

indentifying the variables. From the result of our analysis of the model, we could qualify the factors of best-selling 

games by using an objective purchase factor model that was mainly constructed of the “Contents”, “Advertisement”, 

and “Brand”. 

 

Keywords: creativity method, KJ method, Structural Equation Modeling, marketing, purchase factor analysis. 

 

 

I. INTRODUCTION 

The Japanese game industry has grown remarkably 

since 1983 beginning with the “Family Computer” 

product released by Nintendo Co. The size of the market 

in 2007 was twice as large as that in 1987, and now 

software games play a central role in the industry
 [1]

. 

However, the running costs of the developers have 

become compressed, and there is more absorbability 

between the makers as a result of the ever-increasing 

appreciation for the development of new and better 

software games. Therefore, the developers are forced to 

produce best sellers in order to make a profit. However, 

the concrete factors surrounding the development of a 

best seller and the latent factors have yet to be qualified. 

There are many analysis methods for estimating the 

consumers’ purchase factor, such as Factor Analysis
 [2~3]

, 

Regression
 [4]

, and Baysian Modeling
 [5]

. In particular, 

Structural Equation Modeling (SEM) 
[6]
 has a more 

beneficial effect on a causality analysis because this 

method can express the complex causal relationship 

between the observational and latent factors. 

We have analyzed the factors by using SEM in order 

to qualify the factors surrounding best-selling software 

games. As a result of our analysis, we found that a 

model constructed by Kitami
 [7]

 proved that the 

consumers’ purchasing factor was affected by the basic 

information about the games and the consumers’ 

expectation. However, this result may not be able to 

extract substantial paths or latent factors, and thus, the 

reliability and relevance of this model may be 

insufficient. The reason for this is derived from the 

subjective assumptions of the analyzers. 

To solve this problem, we propose a process for 

constructing a SEM model from the results when using 

the creativity method and that analyzes the consumers’ 

purchasing factor. In this paper, we use a bottom-up 

type KJ method. We outline the investigative items and 

apply them to a factor model composed of the factors 

when using the KJ method. 

The rest of this paper is presented as follows. We 

describe the problem with the approach when using 

SEM in Chapter 2. Chapter 3 explains the process of 

constructing a model from the KJ method. Chapter 4 

explains a model constructed according to the process 

and the result of our analysis. The results are the 

considered and discussed in Chapter 5. Finally, Chapter 

6 concludes with a summary of the key points. 

II. PROBLEM WITH SEM AND SOLUTION 

1. Structural Equation Modeling 

SEM is an analysis method that quantitatively 

evaluates the causality relationship between the more 
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remarkable variables in statistic data and causality 

information, and has been used in causality analysis 

since the 1950’s in many domains, such as economics 

and social science 
[8]
. SEM can visualize and quantify 

the complex causality relationships between variables. 

The formula for SEM is as follows. 

xi is a set of variables are considered direct factors. 

pai corresponds to the variables that have coefficients 

that are not 0 on the right side. Also, ui shows the error 

that is not expressed. SEM presents the strength of the 

correlation and the covariance as the path coefficient. 

Also, if the path coefficient between variables is large, 

we assume the relationship between the variables is 

strong. 

2. Problem of approach by SEM 

SEM has some advantages as stated above, and is an 

effective method in causality analysis. However SEM 

has the following problems. 

(1) Experience needed: The analyzer in a targeted 

analysis when using SEM needs a lot of prior 

knowledge, because the construction of the model 

is only exploratory if the analyzer lacks sufficient 

knowledge, which may lead to bad results and 

contradictions. 

(2) The construction of model is subjective: Even 

though the analyzer has sufficient knowledge 

about the target of analysis, there is the possibility 

that the objectivity of model is lacking. 

(3) The accuracy is more weighted than the 

explanatory power when constructing the model: 

As previously noted, the accuracy is exploratory 

when the analysis model is not clarified. Therefore, 

there is a possibility that the model which has low 

explanatory power is constructed because the 

analyzer too achieves the accuracy. 

In order to solve these problems, we need to 

construct a SEM model that is objective and has a broad 

range of explanatory power. Therefore, we constructed a 

purchase factor model and clarified the factors for a best 

seller by using the KJ method, which is one of the 

creativity methods. 

3. Suggestion of model construction by using 

creativity method 

The creativity method is a systematic method that 

thinks out and arranges many ideas in order to 

creatively solve a technical problem. In this paper, we 

systematized the consumers’ opinions by using the KJ 

method. The KJ method is a method used for 

information integration and can effectively organize 

innovative ideas by arranging and refining segmentized 

ideas 
[9]
. This method appropriates a causality analysis 

because it can express the causal relationship between 

the factors by using arrows. We expect the following 

merits from using the KJ method. 

(1) A subjective model constructed of diverse opinions. 

(2) We can construct a model that has explanation 

power. 

(3) A causal relationship model is expressed. 

In this paper, we construct the SEM model based on 

the completed chart of the KJ method. 

However, problems arise when constructing a factor 

model from the KJ method results. The first problem is 

the way the factors are decided. If we assume all the 

groups to be factors, there is a possibility that a massive 

latent factor will be embedded in the model. So, there 

are problems with the goodness of fit and the relevance 

of model. The second problem is the difference of 

expression. There is a possibility that constructing a 

model is difficult because the cards are written in a free-

form language so that cards with similar meanings are 

found throughout the model. Therefore, it is necessary 

to construct a model while solving these problems. 

III. MODELING PROCESS FROM KJ  

METHOD 

After experimenting with the KJ method, we 

construct a SEM model that contains the four following 

processes (Fig. 1). 

(1) Extract factors from the KJ method results. 

(2) Refine graph by integrating expressions. 

)1(,...,1, 　　　　　　∑
∈

=+=

ik pax

ikiki niuxax

(e) Identify variables and analyze SEM
(a) Run KJ method (b) Extract factors (c) Refine graph
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A

(d) Collect data and collate labels to data

BGM

Sound

Sound

 

Fig.1 The flow of construction of purchase factor model 
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Fig.2 Completed SEM model 

(3) Collate labels to data. 

(4) Identify variables and analyze SEM. 

The processes for each of the above listed step are as 

follows. 

(1) Extract factors: First, we identify the factor 

settings for the threshold of the degree and exclude 

the cards and arrows that adjoin the factors. By 

using process, we can compress the model 

excluding the cards and arrows that barely relate to 

the final factor model. 

(2) Refine graph: Second, we refine the model 

conceptually by integrating the expressions among 

the cards. In this step, we integrate cards that 

mutually look alike and exclude cards and arrows 

that barely relate to the final model. 

(3) Collate labels to data: After the above processes, it 

is necessary to collate the labels to the analysis 

data. In addition, as much of the data in which the 

conceptual meanings are approximated with the 

cards and factors is as collected as possible 

regardless if its structured or semi-structured data. 

(4) Identify variables and analyze SEM: Finally, we 

identify the variables and analyze the factors for a 

best seller based on the graph completed by using 

the above mentioned processes. 

When constructing the model, we have to identify 

the latent and observational variables. In this paper, we 

assume the factors that cannot collate with the 

observational data to be latently variable. In addition, 

we assume the factors and the cards that can collate 

with the observational data to be observational variables, 

and we construct the model excluding cards that cannot 

collate with the observational data. 

IV. CASE STUDY 

1. Target of experiment 

We constructed a purchase factor model from the 

consumers’ opinions by using the process proposed in 

Chapter 3. In this paper, we ran the KJ method targeting 

five university students as our case study. In this 

experiment, the theme was set to “the factors for best-

selling software games”. 

The target data for software games included 2381 

products that were evaluated by consumers in 

PlayStation mk2 
[10]

. There were 17 data attributes 

(maker name, platform, genre, price, rating of target age, 

publish date, the number of players, game rank, the 

game criterion (difficulty, originality, graphic, sound, 

excitement and amenity), the number of reviews, the 

degree of satisfaction, and comprehensive evaluation). 

We also used R 2.10 
[11]

 when analyzing the factors in 

SEM. 

2. Experiment results 

The KJ method results showed that the model 

consisted of 63 cards and 73 arrows. According to the 

process proposed in Chapter 3, we set threshold to four 

and constructed a SEM model consisting of five latent 

and 15 observational variables using this process. 

The results from analyzing the completed model are 

shown in Fig. 2. The fit indices of the model are listed 

in Table. 1. The Goodness-of-fit index (GFI) of this 

model was calculated to be 0.858 and was unable to 

achieve a rough standard of 0.9. However, we could 

express part of the consumers’ purchase factor 
[12]

. 

This factor model was assumed to consist of the 

contents of the games, the maker brand, and 

advertisement because their degrees were the largest. 

Next, in the calculated path coefficients, the contents 

more relatively strongly influenced the “Sound”, 

“Excite”, and “Originality” than “Graphics”, 

“Difficulty”, and “Playnum” (the number of players). 

“Brand” had the high influence on the “Advertisement” 

(17.135) and “Contents” (18.294). In addition, “Brand” 

Table.1 Fit indices of model 

 Goodness-of-fit index 0.858

 Adjusted goodness-of-fit index 0.784

 RMSEA index 0.118

 SRMR 0.100

 BIC 2061.4  
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was strongly affected by the “Graphics” (1.189). 

“Advertisement” showed a strong relationship with 

Multimedia (1.099). 

V. CONSIDERATION 

We understood that the consumers’ purchase factor 

mainly depends on the contents of games, maker brand 

and advertisement from the results of our analysis. 

“Contents” positively influenced “Sound”, “Graphics”, 

and “Originality”. The reason for this is that the 

consumers want novel games that can be played for 

longer periods of time, and they want an aural 

allurement that is yielded by next-generation hardware. 

Next, “Brand” highly influenced “Advertisement” and 

“Contents”. Therefore, the maker brand for consumers 

consists of the degree of advertisement and quality of 

the contents. We also found that “Advertisement” was 

affected by “Environment” and has a strong relationship 

with “Multimedia”. So, we learned that the amount and 

quality of current information greatly influences the 

consumers’ purchase factor. 

Five male university students ran the KJ method for 

this research paper. They had a lot of experience playing 

games, so the KJ method results highly relevant and the 

“Brand” and “Advertisement” were taken into 

consideration. However, the KJ method has a problem 

in that the level of objectivity may be lacking due to the 

age-bracket of the test subjects, their gender, and the 

degree of knowledge for the set theme. Therefore, it 

would be more effective for us to run multiple KJ 

methods targeting different test subjects and combine 

these results to construct a more objective factor model 

that contained broader view points. 

Next, we look into consideration the model 

construction process. First, for the extraction method of 

the factors, we set threshold for the degree and assumed 

the cards that were over the threshold to be a factor. In 

addition, we excluded 14 cards and 14 arrows that did 

not adjoin the factor. If we extract too many factors, 

there is a possibility that a model identification problem 

may occur because a lot of latent factors are set in the 

model. Therefore, when we set the threshold, it is 

important to have the cogitate attributes of the data and 

the extracted factors. In integrating the expressions 

between cards, we integrated the cards by confirming 

their meanings one by one in order to avoid wrongly 

classifying them during the automated process.  

VI. CONCLUSION 

We propose a construction process of a consumers’ 

purchase factor model using a creativity method, and 

clarified the factors surrounding the best seller of 

software games. We constructed a model by using the 

KJ method, which is one of the creativity methods, to 

solve the problems with SEM concerning the objectivity 

of the model and the construal difficulty cased by 

individual differences. 

The results from constructing a model and analyzing 

the factors concerning the best seller when using the KJ 

method when the theme was set to “the factor of the 

best-selling software games” showed a consumers’ 

purchase factor that mainly consisted of the contents of 

the games and the brands of the makers. 

However, the KJ method has some problems in that 

a difference in the height of an interest for a theme and 

the degree of knowledge bias are caused by individual 

differences. Therefore, some issues with the overall 

reliability and adequacy of the factor model may remain 

if we construct a factor model based on only one 

experiment. Therefore, we will construct a factor model 

by integrating multiple results from our experiments. 

We can construct a factor model that has a higher level 

of objectivity by improving this process. 
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Abstract: The purpose of this paper is to assess the psychological stress index (PSI) by using oxyhemoglobin saturation 
by SpO2 (i.e., plethysmograph (PPG) signal), which is measured easily and conveniently. We use plethysmograph 
amplitude (PPGA) and heart beat interval (HBI) extracted from SpO2 waveform to obtain the stress index and quantify 
it from 0 to 100. Also, the respiration rate can be extracted from heart rate interval according to our previous research. 
Therefore, the PPG signal can display heart rate, SpO2 waveform, SpO2 concentration, respiration rate and      
psychological stress index. This methodology has been tested in 9 volunteers under English presentation stress for 
Taiwanese students. The experiment in 30 min for each student was separated into three stages: preparation, 
presentation & discussion, and relaxation. The PSI values of these three stages are 49±10, 60±11, and 56±10, 
respectively. The results have been shown very successful for PSI value changing from low, high, and low during  
these three stages. In the near future, we try to implement this system into robotic wheelchair in order to monitor this 
PSI of elderly at nursing home to evaluate their psychological condition based on this method. 
 
Keywords: Photoplethysmograph, pulse oximeter, plethysmograph amplitude (PPGA), heart beat interval (HBI),  
psychological stress index (PSI). 
 

I. INTRODUCTION 

In society, there are more and more factors that 

affect people's health. Recently, a lot of people have 

excessive stress, which leads to physical disease [1]. 

There are many diseases that occur due to excessive 

stress. Psychological stress leads to physiological 

changes that help people cope with unexpected 

situations and critical incidents. But frequent, strong, 

and sustained stress will create an adverse impact on the 

body. In the past, there are several famous scholars who 

research stress. One is Walter Cannon, who proposed 

“Homeostasis”[2]. He thought stress affects an 

individual’s balance. If the body’s system cannot keep 

balance, the person will “flight or fight”. This response 

from epinephrine is trying to restore a stable body. The 

other is Hans Selye, who found that stress response is a 

“General Adaptation Syndrome” [3]. When feeling 

stress, the body will go through alarm, resistance and 

exhaustion where Glucocorticoid is playing a vital role 

in this part. Both stress responses were similar no matter 

where the stressors come. When people suddenly have a 

threatening situation or emotional stimuli, there is an 

increase in heartbeat, blood pressure, adrenaline etc. 

[4,5]. Hence, a lot of researchers try to measure 

physiological signals to represent the stress. 

 

In order to monitor physical condition continuously, 

people usually need to wear a lot of equipment. Based 

on the patient's condition, they may have many 

physiological signals that need to be monitored, like 

electrocardiography (ECG), pulse oximeter (SpO2), 

respiration, etc. When people have many signals that 

need to measure, they wear multiple devices. 

Considering patients only have limited ability, 

complicated physiological monitoring systems are 

inconvenient to them. If people only wear one device to 

capture one signal, with other signals derived by this, it 

can get comprehensive physiological information easily. 

 

In 2007, Huiku et al. [6] developed a method to 

assess stress index during surgical operations. The 

experiment in the paper is to observe the effect of 

various physiological signals such as plethysmograph 

amplitude (PPGA), heart beat interval (HBI), pulse 

transit time (PTT), response entropy  (RE) when a 

patient suffers two opposite stimulus, incision and 

anesthetic drugs. They point out PPGA and HBI have 

the most remarkable correlation with stress and 

establish an equation to calculate surgical stress index 

(SSI). We analyzed the psychological condition based 

on this method.  
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Hence, the purpose of this paper is to assess the 

psychological stress index (PSI) by using 

oxyhemoglobin saturation by SpO2, which is measured 

easily and conveniently. We use PPGA and HBI 

extracted from SpO2 to obtain the stress index and 

quantify it from 0 to 100. Also, the respiration rate can 

be extracted from heart rate interval according to our 

previous research. Therefore, the PPG signal can 

display heart rate, SpO2 waveform, SpO2 concentration, 

respiration rate and psychological stress index.  

 

II. METHODOLOGY 

1. Photoplethysmography  

A plethysmograph sensor is a medical 

instrument used mainly to determine variations in 

oxygen saturation. PPG [7] selects a skin area and 

measures the optical characteristics of that region. 

Usually we send red and infrared light through the 

skin and blood vessels. The components of blood 

Hb (reduced hemoglobin) and HbO (oxygenated 

hemoglobin) [8] will have different degrees of 

absorption. Therefore, the amount of oxygen in the 

blood can be measured due to the different 

absorption of red and infrared light through the skin 

and blood vessels. 

 

2. Calculating heart rate from PPG 

We mainly used maximum gradient to detect the 

peak point of SpO2 signal that is similar to the R-R 

interval in ECG signals as shown in Fig. 1. The first 

derivative was calculated at each point of SpO2 in 

the following equation (1): 

Y(n)=X(n+1)-X(n)               (1) 

If the gradient was larger than 60, we marked the X 

(n) point. Then, we found the local initial climbing 

point. According to this point, we took the front and 

back 30 points as a domain and found the 

maximum and minimum points. Then, PPGA is the 

amplitude between adjacent peak point and foot 

point (Fig. 2). And, HBI is the time interval 

between adjacent peak points (Fig. 2) that is similar 

to the R-R interval in ECG signals so the heart rate 

is easily obtained from this P-P interval. 

 

3. Calculating respiration rate from PPG 

The calculation of HBI from SpO2 signal in 

previous section can be applied to calculate the 

respiration rate. More details can be seen in our 

previous study [9].  

 

4. Psychological stress index  

Surgical stress index (SSI) [10, 11] has been used in 

surgery. It can be used to determine a patient's pain 

during surgery. SSI values near 100 corresponding to a 

high stress level, and values near zero corresponding to 

a low stress level. Firstly, we need to get PPG amplitude 

and the heartbeat intervals. Secondly, the standard 

deviations of PPG amplitude and heart rate variability 

are needed to calculate for normalization as shown in 

Fig. 3 (a). Finally, we can calculate the PSI value 

according to the following equation (2) as shown in Fig. 

3 (b).  

 

PSI= 100-(0.7 × PPGAnorm - 0.3 × HBInorm)…(2) 

where PPGAnorm is normalized continuous blood 

oxygen pulse amplitude and HBInorm is normalized 

heart beat interval.  

 

We tried to use this algorithm to calculate 

psychological stress index (PSI), but the volunteer did 

not lay on an operating table during surgery. We 

designed a pressure environment and measured the 

physiological signals during this period. We can 

measure the signal and used the equation (2) to calculate 

PSI. 

 

III. RESULTS 

This study has been tested in 9 volunteers under 

English presentation stress for Taiwanese students. They 

are not use English as their mother language and asked 

to discuss their research with two professors in English. 

The experiment in 30 min for each student was 

separated into three stages: preparation, presentation & 

discussion, and relaxation as shown in Fig. 4. Therefore, 

the PPG signal can display heart rate, SpO2 waveform, 

SpO2 concentration, respiration rate and psychological 

stress index as shown in Fig. 5. The PSI values from 9 

volunteers of these three stages are 49±10, 60±11, and 

56±10, respectively as shown in Table 1. The results 

have been shown very successful for PSI value 

changing from low, high, and low during these three 

stages. 
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IV. CONCLUSION 

In conclusion, we confirm a new method to assess 

the psychological stress index by using SpO2 signals. At 

the moment, the method is limited to normal people and 

short-term condition. The method is particularly useful 

in situation where the SpO2 is the only available 

information source. Using a pulse oximeter, the user can 

obtain both psychological and physiological information 

at the same time. 
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                    (a) 

 
                    (b) 
Fig. 1. Definition of peak to peak signals (a) from PPG 
signal (b) from ECG signal 
 

 
Fig. 2. Definition of PPGA and HBI 

 

Table 1. The PSI in the experiment during skype 
meeting  

 

Case

Before During After 

Presentation Presentation Presentation

A 46 ±13 57±11 56 ±20 

B 33 ±10 52 ±17 62 ±12 

C 59 ±10 68 ±10 57 ±9 

D 60 ±12 57 ±16 57 ±14 

E 45±12 57±11 51±2 

F 60±10 60±10 64±10 

G 34±10 62±11 53±8 

H N/A 62±12 61±6 

I 59±12 65±9 48±10 
Average

±SD 49±10 60±11 56±10 
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Fig. 3  An example of (a) the process of normalization and (b) the variety of PSI in experiment 

 
 

 
 

Fig. 4. The procedure of experiment 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                    Fig. 5. An example of volunteer’s heart rate, SpO2 waveform, SpO2 concentration, 

 respiration rate and psychological stress index during skype meeting 
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Abstract: In a wireless sensor network, flooding is required for the dissemination of queries or event announcements. The original 
flooding causes the overlap problems. In the original flooding, generally, all sensor nodes receiving a broadcast message forward it 
to its neighbors by full forwarding power, resulting in a lot of collisions and duplicate messages. For a dense wireless sensor net-
work, the impact caused by the original flooding may be overwhelming. The original flooding may result in the reduced network 
lifetime. Therefore, an efficient query dissemination method is needed to prolong the lifetime of a wireless sensor network. This 
paper proposes a new query dissemination method based on the particle swarm optimization method for the long-term ope-
ration of a wireless sensor network. We evaluate the proposed method using computer simulations. In simulation experiments, the 
performance of the proposed method is compared with those of the existing ones to verify its effectiveness. 
 

Keywords: Wireless Sensor Networks, Particle Swarm Optimization, Query Dissemination, Long-Term Operation. 

 

I. INTRODUCTION 

A wireless sensor network, which is a key network 
to realize ubiquitous information environments, has attr-
acted a significant amount of interest from many resear-
chers. In a wireless sensor network, hundreds or thousa-
nds of micro sensor nodes, which are compact and inex-
pensive, are placed in a large scale observation area and 
sensing data of each node is gathered to a sink node by 
inter-node wireless multi-hop communication. Each se-
nsor node consists of a sensing function to measure the 
status (temperature, humidity, motion, etc.) of an obser-
vation point or object, a limited function on information 
processing, and a simplified wireless communication fu-
nction, and generally operates on a resource of a limited 
power-supply capacity such as a battery. Therefore, the 
suppression of communication load is generally requir-
ed for the long-term operation of a wireless sensor net-
work. 

In a wireless sensor network, flooding is required for 
the dissemination of queries or event announcements. T-
he original flooding causes the overlap problems. In the 
original flooding, generally, all sensor nodes receiving a 
broadcast message forward it to its neighbors by full fo-
rwarding power, resulting in a lot of collisions and dupl-
icate messages. For a dense wireless sensor network, the 
impact caused by the original flooding may be overwhe-
lming. The original flooding may result in the reduced 
network lifetime. Therefore, the selecting method of for-

warding nodes for the dissemination of queries or event 
announcements has been studied to prolong the lifetime 
of a wireless sensor network. The existing methods of 
[1-4] have been proposed to resolve or improve the ov-
erlap problems of the original flooding in disseminating 
queries or event announcements in a wireless sensor ne-
twork. However, the gossiping of [1] may result in so-
me nodes not receiving queries. The existing methods of 
[2,3] can disseminate queries to the whole nodes const-
ruct a wireless sensor network, but can not select a most 
efficient and optimum forwarding nodes set. The meth-
od of [4] can compute an optimum forwarding nodes s-
et, but a more efficient query dissemination method is n-
eeded to prolong the network lifetime. 

This paper proposes a new query dissemination met-
hod based on the particle swarm optimization method f-
or the long-term operation of a wireless sensor network. 
The rest of this paper is organized as follows. In Section 
II, the proposed method is described. In Section III, ex-
perimental results are reported, and the effectiveness of 
the proposed method is demonstrated by comparing the 
performance of it with those of the existing ones. Fina-
lly, the paper closes with conclusions and ideas for fur-
ther study in Section IV. 

II. PROPOSED METHOD 

In this paper, an efficient query dissemination meth-
od based on the Particle Swarm Optimization (PSO) m-
ethod, which adjusts the forwarding power of each node 
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that constructs a wireless sensor network, is proposed. 
In this section, the PSO method is first outlined. Then, 
the proposed method based on the PSO method is descr-
ibed. 

1. Particle Swarm Optimization 

The PSO method belongs to the category of swarm 
intelligence methods. It was developed and first introdu-
ced as a stochastic optimization algorithm [5]. Current-
ly, the PSO method is intensively researched because it 
is superior to the other algorithms on many difficult opt-
imization problems. The ideas that underlie the PSO m-
ethod are inspired not by the evolutionary mechanisms 
encountered in natural selection, but rather by the social 
behavior of flocking organisms, such as swarms of birds 
and fish schools. The PSO method is a population-based 
algorithm that exploits a population of individuals to pr-
obe promising regions of the search space. In this conte-
xt, the population is called a swarm and the individuals 
are called particles. In the PSO method, a multidimensi-
onal solution space by sharing information between a s-
warm of particles is efficiently searched. The algorithm 
is simple and allows unconditional application to vario-
us optimization problems. 

Assume an n-dimensional search space S, and a swa-
rm consisting of N particles. Each particle (The i th par-
ticle) has a position vector 

xi = (xi1, xi2, … , xin)
┬ ∈S, 

and the velocity vector 
vi = (vi1, vi2, … , vin)

┬ ∈S, 
where the subscript i (i =1, … , N) represents the parti-
cle’s index. In addition, each particle retains the position 
vector pbesti of the best evaluation value found by the 
particle in the search process and the position vector gb-

est of the best evaluation value among all particles as i-
nformation shared in the swarm in the search process. 

In the PSO method, each particle produces a new v-
elocity vector vi

k+1 by linearly coupling the best solution 
[pbesti

k] found by the particle in the past, the best solut-
ion [gbestk] shared in the swarm, and the previous velo-
city vector vi

k and moves to the next position xi
k+1, whe-

re the superscript k indicates the number of search itera-
tions. At the k+1 search, the velocity vector vi

k+1 and the 
position vector xi

k+1 of the i th particle is updated as fol-
lows (Fig.1): 
 
 
 

(1) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.1. The movement of particles 
 
where r1 and r2 are random numbers, uniformly distrib-
uted within the interval [0,1]. ω is a parameter called t-
he inertia weight, and c1, c2 are positive constants, refer-
red to as cognitive and social parameters, respectively. 

2. Proposed Method 

In this study, a general wireless sensor network con-
sisting of static sensor nodes with Global Positioning S-
ystem (GPS) placed in an observation area is assumed. 
At the initial stage of the network, the sink node set req-
uests the location information from every sensor node 
by broadcasting a Location Discovery Message. Each s-
ensor node receiving this Location Discovery Message 
sends a Location Response Message to the sink node. T-
he sink node can grasp the location information of each 
sensor node from the gathered Location Response Mes-
sages. 

By applying the PSO method, this study detects an 
adjustment solution on the forwarding power of each se-
nsor node that constructs a wireless sensor network bas-
ed on the location information gathered by the sink node. 
In this study, variables are the forwarding power of each 
sensor node as follows: 

x = (ET(1), ET(2), … , ET(ntotal))
┬      (2) 

where ET(i) is the forwarding power of sensor node (i), 
and ntotal represents the number of all sensor nodes that 
constructs a wireless sensor network. 

To compute an adjustment solution on the forwardi-
ng power of each sensor node for disseminating queries 
or event announcements to all sensor nodes in a wireless 
sensor network and minimizing total energy consumpti-
on on forwarding of queries or event announcements, t-
he objective function is set as follows: 
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                    (3) 
where nreceive represents the number of sensor nodes that 
received queries or event announcements. 

III. EXPERIMENTAL RESULTS 

Through simulation experiments, the performance of 
the proposed method is investigated to verify its effecti-
veness. The conditions of simulation and the values on 
PSO parameters, which were used in the experiments p-
erformed, are shown in Table 1, where the selected valu-
es on PSO parameters are considered proper default val-
ues and they are used in the relevant literature on the P-
SO method. In Fig.2, an optimum forwarding nodes set 
is shown when range of radio wave of each sensor node 
is set to 25m, where static sensor nodes are randomly a-
rranged in the set experimental area. 
 
Table1. Condition of simulations and settings on PSO p-
arameters 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.2. Simulation model 
 

In experimental results reported, the proposed meth-
od is evaluated through the comparison with the existi-
ng ones of [2-4]. On the existing methods, range of ra-
dio wave of each sensor node was set to 25m, and the p-
arameter settings that were used in [4] and produced g-

ood results in a preliminary investigation were adopted 
for the comparison with the proposed method. In Fig.3, 
a forwarding nodes set and the number of forwarding n-
odes selected by using the existing methods of [2-4] are 
shown. From the results of Fig.3, it is confirmed that the 
existing methods of [2,3] can not detect an optimum f-
orwarding nodes set. The method of [4] computes an o-
ptimum forwarding nodes set, but a more efficient query 
dissemination method is required to prolong the lifetime 
of a wireless sensor network. 
 
 
 
 
 
 
 
 
 
 
 

(a) Results by the method of [2] 
 
 
 
 
 
 
 
 
 
 
 

(b) Results by the method of [3] 
 
 
 
 
 
 
 
 
 
 
 

(c) Results by the method of [4] 
Fig.3. Forwarding nodes set computed by using the exi-
sting methods of [2-4] 
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(a) The first search 
 
 
 
 
 
 
 
 
 
 
 

(b) The second search 
 
 
 
 
 
 
 
 
 
 
 

(c) The third search 
 
 
 
 
 
 
 
 
 
 
 

(d) The fourth search 
Fig.4. Results obtained by using the proposed method 

Table2. Total energy consumption 
 
 
 
 
 
 
 

Ranges of radio waves of all sensor nodes computed 
by using the proposed method are illustrated in Fig.4. In 
Table 2, total energy consumption on query disseminati-
on of all sensor nodes that construct a network is shown. 
From Fig.4 and Table 2, it can be confirmed that the pr-
oposed method is a promising query dissemination one 
for the long-term operation of wireless sensor networks. 

IV. CONCLUSIONS 

In this paper, an efficient query dissemination meth-
od based on the PSO method for the long-term operati-
on of a wireless sensor network, which adjusts the forw-
arding power of each sensor node for disseminating qu-
eries or event announcements to the whole nodes in a 
wireless sensor network, has been proposed. Experime-
ntal results indicate that the proposed method has the d-
evelopment potential as an efficient query dissemination 
one. In an actual sensor node, however, detailed adjust-
ment of the forwarding power is difficult. In future stud-
ies, we want to improve the proposed method by consi-
dering actual sensor nodes. 
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Abstract: In this paper, we present a simple competitive particle swarm optimizer (CPSO) for finding plural solutions. 

In the CPSO, particles are divided into groups corresponding to the required number of solutions. Each group 

simultaneously searches solutions having a priority search region. This region affects to prohibit that different groups 

search the same solutions. The CPSO can effectively find desired plural acceptable solutions with a high accuracy and 

with a low computation cost, and can easily control combinations of these solutions by adjusting a parameter. This 

paper evaluates the CPSO in complex global optimization benchmarks. Through the numerical experiments, searching 

performances of the CPSO are clarified. 
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I. INTRODUCTION 

Particle Swarm Optimizers (PSOs) are known as a 

kind of metaheuristic algorithms [1]-[4]. Swarms such 

as birds and fishes decide actions to consider not only 

status information of each individual but also status 

information as whole of their swarms. The PSO 

expresses such actions by simple arithmetic operations. 

In the PSO, particles search solutions in an objective 

problem. Each particle has velocity and position 

information, and moves in a multidimensional search 

space considering a personal best solution which each 

particle memorizes and a global best solution which all 

particles share. The PSO can fast solve various 

optimization problems with a low computation cost.  

On the other hand, in the actual engineering 

optimization problems, there exist a lot of design 

variables and constrained conditions to be considered. 

Then, the exact modeling for these problems can be 

hard. Also, solutions obtained from approximated 

models are not always available in the actual problems. 

Therefore, it is needed that plural acceptable solutions 

as design candidates can be provided in reasonable 

computation time. Many methods along this line have 

been proposed [5]-[9]. These methods can sequentially 

find plural acceptable solutions by behaving like general 

tabu search. However, by the effect of competitive 

search, the quality of each solution obtained from these 

methods is often lower than that obtained from the 

original PSO. In addition, these methods have many 

parameters; it is hard to control them.  

 

In our previous works, a simple Competitive PSO 

(CPSO) for finding plural solutions has been proposed 

[10]. In the CPSO, particles are divided into groups 

corresponding to the required number of solutions. Each 

group simultaneously searches solutions having a 

priority search region. This region affects to prohibit 

that different groups search the same solution. The 

CPSO can effectively find desired plural acceptable 

solutions and can easily control combinations of these 

solutions by adjusting a parameter. Also, quality of 

some solutions obtained from the CPSO are almost the 

same as or better than that obtained from the original 

PSO. This means that the competitive search in the 

CPSO does not suppress the searching performances of 

the original PSO, and realize to effectively search plural 

acceptable solutions. In addition, the CPSO can fast find 

plural solutions without repeating many trials. 

The CPSO has been evaluated for basic global 

optimization benchmarks and has been applied to a 

problem in sensor networks [10]. However, in practical 

problems such as the sensor networks, objective 

functions can be complex shapes and can include 

complex dependencies between design variables. The 

detailed evaluations of the CPSO in such functions have 

not been sufficient so far. This paper evaluates the 

CPSO in complex global optimization benchmarks. 

Through the numerical experiments, searching 

performances of the CPSO are clarified. 
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II. PARTICLE SWARM OPTIMIZERS 

Swarms such as birds and fishes decide actions 

depending on not only status information of each 

individual but also status information as whole of their 

swarms. PSO is an optimization method that imitates 

behavior of the swarms. In PSO, particles efficiently 

search solutions in a target problem, by updating their 

positions and velocities based on personal best solutions 

which each particle has and a global best solution which 

all the particles have. Basic algorithm of PSO is 

described as follows (see Fig.1). 

 

  

Fig.1. Movements of particles 

 

(step1) Set positions and velocities of each particle at 

random. 

(step2) Update the positions of each particle by 

Equation (1). 
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             (1) 

 

where 
k
ix  and 

k
iv  are position and velocity of the i -

th particle at the k -th iteration, respectively. 

(step3) Calculate evaluation values of each particle and 

update each personal best solution ( ipbest ). 

(step4) Update global best solution ( gbest). 

(step5) Update the velocities of each particle by 

Equation (2). 
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where w  is an inertia coefficient for the previous 

velocity vector. 1c  is a weight coefficient for the 

personal best position vector. 2c  is a weight 

coefficient for the global best position vector. 1r  and 

2r  are uniform random numbers from 0 to 1. 

 

Fig.2. Groups of particles with priority search region

s 

 

(step6) Repeat from step2 to step5 until the number of 

iterations or an evaluation value of a solution reaches a 

predetermined value.  

 

III. COMPETITIVE PSO 

In general, it will be difficult to model design 

variables and constraint conditions exactly when 

optimization algorithms are applied to real problems. 

Then, it is more practical to obtain plural acceptable 

solutions as design candidates and to select the best 

solution from them rather than to obtain a single exact 

optimum solution. This paper presents a competitive 

PSO (CPSO) that can efficiently find the plural 

different acceptable solutions by dividing particles into 

plural groups. In the original PSO, it is difficult to find 

plural solutions because all the particles converge to a 

single solution by moving toward a global best solution. 

In the CPSO, it is considered that particles are divided 

into arbitrary m groups. In addition, these groups have 

own local best solution instead of global best solution as 

shown in Fig.2. As a result, plural solutions can be 

found because particles move toward each own local 

best solution. But, only dividing into plural groups, 

they may converge to the same solution. Therefore, 

priority search regions from each local best solution are 

introduced. In the region, the particles of a group can 

search more preferential than other groups. If a particle 

moves into the regions of the other groups, the CPSO 

excepts for the particle from the candidate in updating 

own local best solution. Then, it is possible to search 

the plural different solutions efficiently because each 

group does not approach to the regions of the other 
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groups to each other. The algorithm of the CPSO is 

described as follows. 

(step1) Set positions and velocities of each particle at 

random and set the parameter r  corresponding to 

priority search region. 

(step2) Divide p  particles into arbitrary m  groups. 

(step3) Update positions of all the particles regardless 

of groups by Equation (1). 

(step4) Calculate evaluation values of each particle and 

update each personal best solution ( ipbest ). 

(step5) Let jlbest  be the local best solution which 

particles in the j -th group have. Calculate Euclidean 

distances between positions of each particle in the j -th 

group and positions of 'jlbest  in the 'j -th group 

( jj ' ). 

(1)Euclidean distance is shorter than the range r: 

The particle is excepted from a candidate of jlbest . 

(2)Euclidean distance is longer than the range r: 

The particle is included as a candidate of jlbest  in 

the same way as gbest in the original PSO. 

(step6) Update each jlbest  that are chosen from the 

particles of each group. 

(step7) If each position of jlbest  and 'jlbest  

( jj ' ) overlaps to each other for the priority search 

regions, values of jlbest  and 'jlbest  are compared. 

If jlbest  is better, the positions of the particles in the 

j -th group are left. Otherwise, their positions and 

jlbest  are reset at random.  

(step8) Update the velocities of each particle by 

Equation (3). 
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(step9) Repeat from step3 to step8 until the number of 

iterations or an evaluation value of a solution reaches a 

predetermined value.  

When a group always overlaps priority search 

regions of other groups, this group can obtain no 

solution because local best solution of the group is reset 

every time. 

 

IV. SIMULATION RESULTS 

The CPSO is applied to some benchmark problems 

and the performances are confirmed. In all the 

experiments, some parameter values are fixed as 

follows: 500p , 9.0w , 0.121 cc , 5m . 

Varying the parameter of range r  and the number of 

dimensions n , typical results are presented. 

The CPSO is applied to Modified Rastrigin function 

defined by Equation (4). 
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*x  is a random optimal solution and ),( baU  

denotes uniform random numbers from a  to b . And 

rotation matrix R  is given by Equations (5a) and (5b).  
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This function has a complex shape. This function 

gives minimum value 0 when design variables are 
*x . 

It has many suboptimum solutions in arrangement like a 

lattice around the optimum solution. 

First, we show the simulation results for 2n . As 

8.0r , the CPSO can find the optimum and better 

suboptimum solutions as shown in Fig.3. Therefore, 

when the range is set appropriately, it is possible to find 

desired plural acceptable solutions. As 3.1r , the 

CPSO can find optimum and better suboptimum 

solutions as shown in Fig.4. In addition, the discovered 

suboptimum solutions are more distant from the 

optimum solution than those obtained in 8.0r . This 

reason is that the suboptimum solutions obtained in 

8.0r  are contained in priority search region of the 

group at the optimum solution as 3.1r . As a result, 

the CPSO can accurately search for better solutions 

outside the range r . This means that the CPSO can 

easily control the distance of each solution by adjusting 

the range r . 
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Fig.3. Simulation results ( 8.0,2  rn ) 

 

 

Fig.4. Simulation results ( 3.1,2  rn ) 

 

Next, simulation results for higher dimensional 

Modified Rastrigin function ( 20n ) are shown. The 

trials are repeated 100 times and the average values are 

presented. Table 1 shows the results for 8.0r . 

Although the optimum solution cannot be found, plural 

acceptable suboptimum solutions can be found as 

shown in Table 1. Therefore, the CPSO can obtain 

plural solutions easily also in high dimensional and 

complex problems. In addition, quality of some 

solutions obtained from the CPSO are almost the same 

as or better than that obtained from the original PSO.  

 

V. CONCLUSION 

This paper has been evaluated a simple competitive 

PSO for multimodal functions with complexity. 

Adjusting a parameter of a priority search range, desired 

plural acceptable solutions can be effectively found and 

can be easily controlled. In the practical engineering 

optimization problems, not only a single exact optimum 

solution for the problems but also plural acceptable 

solutions for them are often required. The CPSO will be 

a simple and powerful tool to effectively solve these 

problems. Future problems include (1) adaptive control 

of parameters in the CPSO, (2) investigations of 

performances for various higher-dimension problems, 

and (3) applications to various engineering optimization 

problems.  

Table 1. Evaluation values ( 8.0,20  rn ) 

Group 2F  

average best worst 

1 

2 

3 

4 

5 

 23.10 

 29.42 

 34.96 

 40.49 

 51.63 

  9.95 

 17.91 

 22.88 

 26.86 

 28.85 

 38.80 

 50.74 

 60.69 

 61.69 

 95.52 

Original PSO  37.08  13.93  71.58 
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Abstract: This paper proposes a method to find effective allocations of ZigBee coordinators using the Discrete Particle 

Swarm Optimizer (DPSO). In the proposed method, an observation area is represented as a grid space. For a given 

ZigBee end device location, it is decided whether each ZigBee coordinator is allocated or not on each intersection of 

the grid. Such binary state variables are optimized by the DPSO. In the simulation experiments, the proposed method is 

evaluated to some of given ZigBee end device locations. It is shown that the proposed method can provide effective 

allocations of ZigBee coordinators. 

 

Keywords: ZigBee sensor networks, Coordinator, Discrete Particle Swarm Optimization 

 

I. INTRODUCTION 

ZigBee sensor networks are known as a wireless 

technology of an open global standard [1] [2]. The 

ZigBee sensor networks have a wide range of 

applications, such as voice services [3] and vehicular 

environments [4]. Also, many protocols for ZigBee 

sensor networks have been proposed. ZigBee sensor 

nodes are classified into a Full-Function Device (FFD) 

and a Reduced-Function Device (RFD). The RFD is a 

low-cost device and can be a ZigBee end device which 

monitors status information around it, such as 

temperature, light intensity, and moving objects. The 

FFD can be not only a ZigBee end device but also a 

ZigBee coordinator or a ZigBee router which gathers 

sensing information transmitted from RFDs via wireless 

communication.  

The basic network topologies of the ZigBee sensor 

networks are star networks, cluster tree networks, mesh 

networks, and so on. This paper focuses on the star 

networks. In the networks, one coordinator and end 

devices exist; routers do not exist. Each end device does 

not have routing functions; it only transmits its own 

sensing information directly to a coordinator and does 

not relay sensing information from the other devices. 

Since multi-hop wireless communication is not required 

to the end devices, energy consumption of each end 

device can be saved. Hence, long-term observation is 

possible. In addition, constructing cluster tree networks 

of plural coordinators, large scale observation is also 

possible. However, it is needed that all end devices can 

communicate directly to one of coordinators via 

wireless communication, since each end device does not 

have routing functions. Therefore, effective allocations 

of coordinators in an observation area should be 

considered. That is, the number of coordinators and 

their locations should be optimized. This is also 

regarded as a problem to design a kind of cluster tree 

networks.  

This paper proposes a method to find effective 

allocations of coordinators using a discrete particle 

swarm optimizer (DPSO) [5]. In the DPSO, each 

particle having binary state variables represents a 

solution of an objective function, and moves in a 

multidimensional search space based on its own and 

other particles' experiences. As each particle effectively 

interacts to each other, an optimum solution for the 

objective function can be found. The DPSO can fast 

solve various optimization problems although the 

algorithm uses only simple and fundamental operations. 

In the proposed method, an observation area is 

represented as a grid space. For a given end device 

location, it is decided whether each coordinator is 

allocated or not on each intersection of the grid. Such 

binary state variables are optimized by the DPSO. 

Desired allocations of coordinators are defined as 

follows: all end devices can communicate directly to 

one of coordinators with the minimum number of 

coordinators. The objective function is designed by 

considering them. In the simulation experiments, the 

proposed method is evaluated to some of given end 

device locations. It is shown that the proposed method 

can provide effective allocations of coordinators. 
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II. ZIGBEE SENSOR NETWORKS 

ZigBee is one of the world standards on a short 

distance wireless sensor network [1]. The ZigBee 

belong to the WPAN (Wireless Personal Area network), 

and can construct low-cost and low-power networks. 

Specification of the ZigBee in a basic part is 

standardized as IEEE 802.15.4 [2]. The typical data-

transfer speed is from 20kbps to 250kbps. Each ZigBee 

sensor nodes can operate during several years by 

batteries. ZigBee sensor nodes are classified into a Full-

function Device (FFD) and a Reduced-function Device 

(RFD). The RFD is a low-cost device and can be a 

ZigBee end device which monitors status information 

around it, such as temperature, light intensity, and 

moving objects. The FFD can be not only a ZigBee end 

device but also a ZigBee coordinator or a ZigBee router 

which gathers sensing information transmitted from 

RFDs via wireless communication.  

The basic network topologies of the ZigBee sensor 

networks are star networks, cluster tree networks, mesh 

networks, and so on (see Fig.1). In all the networks, one 

coordinator controls whole of their networks. In the star 

networks, a root node becomes a coordinator and leaf 

nodes become end devices; routers do not exist in the 

networks. In the cluster networks, a root node becomes 

a coordinator, leaf nodes become end devices, and the 

other nodes become routers. In the mesh networks, one 

node becomes a coordinator and all the other nodes 

become routers.  

This paper focuses on the star networks. In the 

networks, each end device does not have routing 

functions; it only transmits its own sensing information 

directly to a coordinator and does not relay sensing 

information from the other nodes. Since multi-hop 

wireless communication is not required to end devices, 

energy consumption of each end device can be saved. 

Hence, long-term observation is possible. In addition, 

constructing cluster tree networks of plural coordinators, 

large scale observation is also possible as shown in 

Fig.2. However, it is needed that all end devices can 

communicate directly to one of coordinators via 

wireless communication, since each end device does not 

have routing functions. Therefore, effective allocations 

of coordinators in an observation area should be 

considered. That is, the number of coordinators and 

their locations should be optimized. This is also 

regarded as a problem to design a kind of cluster tree 

networks. 

 

Fig.1. Basic topologies of ZigBee sensor networks.  

 

 

Fig.2. Effective allocations of plural coordinators. 

 

III. DISCRETE PARTICLE SWARM OP

TIMIZER 

The Particle Swarm Optimizer (PSO) is known as a 

kind of metaheuristic algorithms, and can fast solve 

solutions in various optimization problems, compared 

with the other optimization methods [6]. The PSO is 

modeled by particles with positions and velocities in 

multidimensional search space. Each particle has a 

personal best solution as a search history of its particle 

and shares a global best solution as a search history of 

all particles. The Discrete Particle Swarm Optimizer 

(DPSO) is a discrete binary version of the PSO [5]. The 

DPSO can be applied to various combinational 

optimization problems. Basic algorithm of the DPSO is 

described as follows.  

(step1) Set positions and velocities of each particle at 

random. 

(step2) Update the positions of each particle by 

Equation (1). They are decided as binary values by 

substituting the current velocities to the sigmoid 

function (2), and comparing them with uniform random 

numbers. 
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where 
k
ix  and 

k
iv  are the position and velocity of the 

i -th particle at the k -th iteration, respectively. 

)(sig  is the sigmoid function, and   is a uniform 

random number from 0 to 1. 

(step3) Calculate evaluation values of each particle. 

(step4) Update each personal best solution ( ipbest ). 

(step5) Update global best solution ( gbest). 

(step6) Update the velocities of each particle by Eq

uation (3). 
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where w  is an inertia coefficient for the current 

velocity vector. 1c  is a weight coefficient for personal 

best position vector. 2c  is a weight coefficient for 

global best position vector. 1r  and 2r  are uniform 

random numbers from 0 to 1. 

(step7) Repeat from step2 to step6 until the number

 of iterations or evaluation value of a solution reac

hes a predetermined value. 

 

IV. PROPOSED METHOD 

In this section, the proposed method is explained 

and typical simulation results are shown. We apply the 

DPSO to the ZigBee coordinator allocation problem as 

follows. The observation area is delimited as the grid 

space. Each intersection of the grid represents a 

candidate location of coordinators, and the combination 

whether coordinators are allocated is optimized by the 

DPSO. The purpose of this problem is that all end 

devices are connected directly by one hop with one of 

coordinators via wireless communication. In such a 

constraint condition, the number of coordinators is 

minimized. The evaluation function is given by 

Equation (4).  

 

               2

1

1
Wf

f
F              (4) 

 

where F  is an evaluation value. 1f  is the number of 

coordinators,  2f  is the number of end devices which 

can directly connect with one of coordinators, and W  

is a weight parameter. 

   End devices (nodes) are allocated in the observation 

area at random. The size of the observation space is 

20×20. The radio range of nodes is 5. The number of 

particles in the DPSO is 10. The number of cycles for a 

single trial is 100. In all the experiments, the DPSO uses 

the fixed parameter values: 

0.1w  , 0.121  cc  , 0.1W . 

First, we show the simulation results for 10 nodes. 

Fig.3 shows the example allocation of coordinators 

obtained by the DPSO when the grid is 5×5. In the 

figure, obtained minimum number of coordinators is 5. 

Fig.4 shows the results when the grid is 9×9. In the 

figure, obtained minimum number of coordinators is 4. 

As compared with the case of 5×5, the number of 

candidate locations of coordinators increases. Then, the 

obtained minimum number of coordinators decreases. 

Table 1 shows the number of allocation patterns and 

their obtained times for 100 trials. 

Next, we show the simulation results for 20 nodes. 

Figs.5 and 6 show the example allocations when the 

grid is 5×5 and 9×9, respectively. Table 2 shows the 

number of allocation patterns and their obtained times 

for 100 trials.  

Depending on the number of nodes and their 

locations, total number of effective allocation patterns 

of coordinators change. However, it should be noted 

that the proposed method based on the DPSO can find 

acceptable solutions for all trials.  

Fig.3. Allocation result (10 nodes, 5×5 grid). 
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Fig.4. Allocation result (10 nodes, 9×9 grid). 

 

Table 1. Number of allocation patterns (10 nodes).  

 

VI. CONCLUSION 

This paper has proposed an application of the DPSO 

to ZigBee sensor networks. The proposed method can 

provide effective allocations of ZigBee coordinators 

such that all ZigBee end devices can connect directly 

with one of coordinators via wireless communication, as 

minimizing the number of coordinators. Also, the 

proposed method can provide various allocation 

patterns by changing initial values. If the grid becomes 

finer, the problem becomes more difficult. However, the 

possibility that a better solution can be discovered 

increases. This means that allocations of the 

coordinators can be effectively optimized by the DPSO 

by appropriately setting the grid considering the radio 

range and the scale of problems.  

Future problems include (1) more detailed analysis 

of searching performances, (2) application of the 

method for finding plural acceptable solutions.  
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Fig.5. Allocation result (20 nodes, 5×5 grid). 

Fig.6. Allocation result (20 nodes, 9×9 grid). 

 

Table 2. Number of allocation patterns (20 nodes). 

Grid 
Number of  

coordinators 

Obtained   

 frequency 

Number of 

  patterns 

5×5 
5 79 28 

6 21 20 

9×9 

4 35 35 

5 57 57 

6 8 8 

Grid 
Number of  

coordinators 

Obtained   

 frequency 

Number of 

  patterns 

5×5 

6 55 14 

7 39 28 

8 6 6 

9×9 

5 3 3 

6 26 26 

7 50 50 

8 21 21 
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Abstract: We propose an extended coevolutionary algorithm (CA) with probabilistic model-building (CA-PMB) in 

order to improve search performance of CA. This paper specifically describes an implementation of CA-PMB called 

coevolutionary algorithm with population-based incremental learning (CA-PBIL), and analyzes behavior of the 

algorithm through computational experiments using intransitive numbers game as a benchmark problem. The 

experimental results show that desirable coevolution may be inhibited by the over-specialization effect, and that the 

algorithm shows complex dynamics caused by the game's intransitivity. However, further experiments show that the 

intransitivity encourages desirable coevolution when a different learning rate is set for each population. 
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I. INTRODUCTION 

Competitive coevolutionary algorithm is an 

extension of standard evolutionary algorithms in which 

each solution is not evaluated by a fixed objective 

function (or fitness function), but is evaluated based on 

interactions between other solutions. 

The first application of the algorithm is design of a 

sorting network proposed by Hillis [1]. He showed CA 

can design a feasible network structure which has fewer 

comparators than a network designed by a standard 

genetic algorithm. CA has also been successfully 

applied to various problems including evolution of 

artificial neural network for classification problems, 

function approximation, evolving strategies of game 

players, coevolving predator-prey robots, and so on. 

In this study, we propose an extended CA called 

coevolutionary algorithms with probabilistic model-

building (CA-PMB) in which probabilistic model-

building genetic algorithm (PMBGA) [2] is used as a 

search heuristics, and analyzes behavior of the 

algorithm through computational experiments.  

Standard CA uses the search mechanism of the 

genetic algorithm to evolve candidate solutions. CA-

PMB adopts PMBGA as a search heuristics in order to 

improve search performance of standard CA. PMBGA 

(also called estimation of distribution algorithm) is a 

generic name given to a class of evolutionary 

algorithms in which genetic operators, crossover and 

mutation, are replaced by building a probabilistic model 

which represents the distribution of promising solutions 

and generating new solutions based on the model. 

PMBGA can explicitly deal with dependence of 

variables in a problem, and therefore it shows better 

search performance on various optimization problems 

than standard GAs. This paper shows an implementation 

of CA-PMB called coevolutionary algorithm with 

population-based incremental learning (CA-PBIL). 

This paper analyzes behavior of CA-PBIL through 

computational experiments using intransitive numbers 

game as a benchmark problem. Intransitive numbers 

game is an abstract model devised by Watson and 

Pollack [3] to study intransitivity which refers to cyclic 

dominance such as the Rock-Paper-Scissors game, and 

has been seen as a substantial obstacle to progress in 

competitive coevolutionary algorithms.  Experimental 

results show that desirable coevolution may be inhibited 

by the over-specialization effect, and that the algorithm 

shows complex dynamics caused by the game's 

intransitivity. However, further experiments show that 

the intransitivity encourages desirable coevolution when 

a different learning rate is set for each population. 

II. COEVOLUTIONARY ALGORITHM 

CA is an extension of standard evolutionary 

algorithms. An important difference between 

(competitive) CA and standard evolutionary algorithms 

is how to define an evaluation function. In CA, each 

solution is not evaluated by a fixed objective function as 

in the standard evolutionary computations, but is 

evaluated based on interactions between other solutions. 

A model of CA dealt in this paper uses two solution sets 
1S and

2S . A solution s  in a solution set is evaluated 

based on interactions with all of solutions in the other 
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solution set. An evaluation function  sF  is defined 

as follows, 
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where  tsE ,  denotes a payoff of solution s  

depending on an interaction with solution t , which is 

defined based on a targeted problem.  

III. COEVOLUTIONARY ALGORITHM 

WITH PROBABILISTIC MODEL-BUILDING 

1. Scheme of Proposed Algorithm 

PMBGA (also called estimation of distribution 

algorithm) is a generic name given to a class of 

evolutionary algorithms in which genetic operators, 

crossover and mutation, are replaced by building a 

probabilistic model which represents distribution of 

promising solutions and generating new solutions based 

on the model.  

In this study, we propose coevolutionary algorithms 

with probabilistic model-building (CA-PMB) in which 

PMBGA is used as a search heuristics. A scheme of the 

algorithm is described in Fig. 1. This algorithm 

generates each solution set using probabilistic model 

which represents the distribution of promising solutions, 

and evaluates each generated solution according to the 

equation (1). Then, the model is updated based on good 

solutions. 

Probabilistic
model

Solution 1

Solution N1

Probabilistic
model

Solution 1

Solution N2

Evaluation

Solution 2 Solution 2

Candidate solutions Candidate solutions

UpdateGenerate UpdateGenerate

 

Fig. 1. Scheme of CA-PMB. 

2. CA-PBIL: An Implementation of CA-PMB 

This paper shows an implementation of CA-PMB 

called coevolutionary algorithm with population-based 

incremental learning (CA-PBIL). A pseudocode of the 

algorithm is described in Fig. 2. CA-PBIL uses PBIL 

algorithm [4] as a search heuristics. PBIL is a simple 

variation of PMBGA. This algorithm deals with 

candidate solutions as bit-strings, and uses and updates 

probability vector as a probabilistic model which 

represents the probability of assigning value “1” to the 

corresponding bit for a new candidate solution. 

 

Fig. 2. Pseudocode of CA-PBIL. 

IV. INTRANSITIVE NUMBERS GAME 

This paper analyzes the behavior of CA-PBIL 

through computational experiments using intransitive 

numbers game (ING) [3] as a benchmark problem. ING 

is an abstract model to study intransitivity (as in the 

well-known Rock-Paper-Scissors game) which has been 

seen as a substantial obstacle to progress in competitive 

coevolutionary algorithms, and is usually used to 

compare the performance of coevolutionary algorithms. 

1. Problem Definition 

A solution of ING is a n -dimensional vector, and a 

range of each dimension’s value is 

   

0,k[ ]. The payoff 

function 

  

E s,t( ) is defined as follows, 

  







 



n

i

igsigntsE
1

,  ,           (2) 

where 



 


otherwise0

min  if j
j

iii

i

hhts
g          

iii tsh  .                         

The function 

  

sign returns 1 when an input value is 

positive value, returns -1 when an input value is 

negative value, and returns 0 when an input value is 0. 

Therefore, the winning solution is the one with higher 

magnitude in the dimension of least difference between 

the two solutions. 
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Furthermore, a modified ING is also used for 

experimental analysis of the algorithm. In this problem, 

the function 

  

sign  in equation (2) is modified as 

follows. The function returns 1 when an input value is 

positive value, otherwise returns 0. These settings cause 

algorithm’s complex dynamics more frequently. 

2. Bit-strings Solution Representation 

A bit-string b  is converted to a vector solution s  

as follows. The length of the bit-string is set to 

nkLL  21 , and i -th dimension’s value of a 

vector solution is calculated as follows, 

 



k

j

jkii bs
1

1 ,                  

where ib  denotes i -th bit value of the bit-string. 

V. COMPUTATIONAL EXPERIMENTS 

In this section, we analyze the behavior of CA-PBIL 

using ING. The number of dimension and the maximum 

value of each dimension were set to 2n  and 

100k  respectively. Optimal solution is  100,100 . 

The length of a bit-string was set to 20021  LL . 

1. Dynamics on the Standard ING 

First of all, we carried out following experiments 

using the standard ING to study how the average 

evaluated value of generated solution progresses. 

Algorithm’s parameters were set as follows, the learning 

rates: 01.021  LRLR , the numbers of solutions 

generated every iteration: 10021  NN , and the 

mutation probabilities: 0.021  MPMP . This 

means mutation procedure was not executed. The 

number of iteration was set at 10000, and the 

experiment was trialed 100 times. 

The experimental results show that a stagnation 

pattern occurred in almost all trials while a convergence 

to a low value pattern rarely occurred. Typical examples 

of each occurred pattern are described in Fig. 3. Fig. 

3(a) describes the stagnation pattern which is called the 

over-specialization effect [3]. If two values in one 

dimension become closer to each other than in the other 

dimension enough, the other dimension does not play a 

role in decision of payoffs. Therefore, the former will 

evolve desirably, however the latter will stagnate.  

Fig. 3(b) shows a rare case in which the convergence 

to a low value pattern occurred. This pattern is caused 

by the intransitivity of the game, and is called relativism 

effect in the literature [3]. For example, consider 

 7,4a  and  5,5b . The dimension of least 

difference is the first, and b  gets positive payoff. Now, 

 6,3'a  is a small variation from a . The dimension 

of least difference when 'a  and b  is the second 

dimension and 'a  gets a positive payoff. Therefore, 

a  should be replaced by 'a . Then,  4,4'b  gets a 

positive payoff depending on the interaction with 'a , 

and b should be replaced by 'b . These solutions 

evolve to low values in this manner repeatedly. 

 

(a) Stagnation (99 times). 

 

(b) Convergence to a low value (1 time). 

Fig. 3. Typical examples of progress patterns on the 
standard intransitive numbers game. 

2. Dynamics on the Modified ING 

We carried out the same experiments using the 

modified ING. Algorithm's parameters were set to same 

as previous experiments. In this experiments, four types 

of patterns occurred. Typical examples of each pattern 

are described in Fig. 4. Dynamic patterns described in 

Fig. 4(b)(c)(d) were caused by the intransitivity of the 

game. 

3. Coevolution under a Different Learning Rate 

Finally, we carried out experiments to analyze the 

behavior of the algorithm when a different learning rate 

was set for each solution set. We examined the number 

of reached optimal solutions varying 
2S 's learning rate 

2LR  from 0.01 to 0.03. And other parameters were set 

to same as the previous experiments. 

Fig. 5 shows the experimental results. According to 

these results, the search performance was increased 
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when a different learning rate was set for each 

population on the modified ING. The reason is supposed 

to be that these settings could encourage convergence to 

high values as shown in Fig. 4(c). 

 
(a) Stagnation caused by the over-specialization 

(38 times). 

 
(b) Converges to a low value in one dimension 

(49 times). 

 
(c) Convergence to high values in both dimensions 

(4 times). 

 
(d) Oscillation starting in one dimension 

(9 times). 

Fig. 4. Typical examples of progress patterns on the 

modified intransitive numbers game. 

 

Fig. 5. The number of reached optimal solutions. 

VI. CONCLUSION 

In this paper, we proposed an extended CA called 

CA-PMB, showed CA-PBIL as an initial 

implementation, and examined the algorithm's behavior 

through experiments using ING. Experimental results 

showed that desirable coevolution may be inhibited by 

over-specialization effect. We also observed an 

interesting coevolutionary behavior caused by the 

game's intransitivity especially on the modified ING. 

Further experiments showed that the intransitivity 

encourages desirable coevolution when a different 

learning rate is set for each population. This feature has 

a possibility to provide new ways to solve various 

problems in coevolutionary domain more effectively 

and efficiently. 

Future work includes the analysis of the proposed 

algorithm by conducting further experiments. In 

particular, the effectiveness of a different learning rate 

should be evaluated in more detail. Another direction 

would be to compare the performance with other 

algorithms and to evaluate using other more practical 

problems. It might be also interesting to implement CA 

combined with other PMBGA. 
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Abstract: The purpose of this study is to construct a general model for optimization problems with incomplete information,
and to assist designing solutions. The term “incomplete information” means that information of target system, e.g. the dy-
namics and the status variables, is not obtained enough to optimize. Before description of proposed model with incomplete
information, an optimization model with “complete” information is structured. The occasions with “incompleteness” of in-
formation are explained on this optimization model, and approaches to resolving them are described. Then, the optimization
model with incomplete information is defined. Moreover, in order to investigate the validity of the proposed framework, it is
applied to cab-dispatching (of cruising taxis) problems, where the objective is to distribute a set of cabs efficiently by indicating
the adequate location to each taxi driver. Through some computational examples, the effectiveness and the potential of the
proposed approach is confirmed.

Keywords: Uncertainty, Optimization Model, Distributing Taxi Problem

1. INTRODUCTION

This research deals with a class of optimization problems
with incomplete information, in which the information about the
structure as well as the dynamics of the target system is not suf-
ficient. To this class of the problems, in this paper, a general
framework for both modeling the problem formally and design-
ing a solution structure systematically is newly proposed. This
class includes such types of optimization problems as contain-
ing some uncertainty in systems, e.g. due to the spatially partial
or temporarily late observability, and/or some unobservability in
decision-making.

So far, lots of researches have been presented on several
types of optimization problems with uncertainty, from the view-
points of the description of the problem as well as the design
of solutions [1∼3]. However, there have been few studies on
general frameworks of both optimization models and their so-
lutions. By introducing informational viewpoints, a variety of
uncertain aspects may be dealt with in a uniform way, which is
the keynote point of our research.

For confirming validity of the proposal aproach, it is applied
distributed cruising taxi problems. In these cab-dispatching
problems, there are many unobservable state variables, e.g., the
occurrence of passengers and the positions of the cabs of com-
petitive companies. It is difficult or it might be impossible to
optimize the dispatching beforehand due to incompleteness. In
designing the solution, a set of rules (rule-set) for indicating the
priority areas in the information layer, and a genetics-based ma-
chine learning (GBML) method is adopted to adjust a rule-set in
the supervisor layer. As a result of the computational examples,
the effectiveness and the potential of the proposed approach is
confirmed.

2. OPTIMIZATION PROBLEMS

2. 1 Optimization Model with Complete Information
Optimization problems are defined as problems to maxi-

mize/minimize evaluation values about behaviors of systems.
Components of the optimization problems are referred as; “Tar-
get System” is the target of evaluation for optimization, and
is controlled directly, “Relevant System” interacts with Target
System, in other words, Relevant System may be possible to
be controlled indirectly, “Environment” acts Target System, and
can’t be conrolled, “Controller” decisions a direction of Target
System’s behaviors, “Supervisor” affects the decision-making
of Controller.

In order to optimize, these components have to convey de-
cisions for others, i.e., “Control”: Controller sends operations,
which indicate what to do, to Target System, “Supervision”: Su-
pervisor sends orders for decision-making to Controller.

For making decisions, the components know about others,
i.e., “Observation”: The states of Target System, Relevant Sys-
tem and Environment are sensed by Controller, “Evaluation”:
Controller sends results, which are clued to judge the effec-
tiveness of decision-making, to Supervisor. These components
and information-exchanges are collectively called “Optimiza-
tion Model” in this paper.

To understand easily, Optimization Model is identified as a
hierarchical manner; “Physical Layer” shows the physical side
of the problems, and includes continuous-time systems, i.e. Tar-
get System, Relevant System and Environment, “Information
Layer” shows the information side of the problems, and in-
cludes short-rate discrete-time system, i.e. Controller, “Super-
visor Layer” shows an optimizer for the problems, and includes
long-rate discrete-time system, i.e. Supervisor.

Definition of Time Constant: Target System is optimized
during T (= [0, T )). Controller evaluates behaviors of Target
System every time interval τE , and Physical Layer is observed
each sampling cycle τO . The time horizon T is discretized to
nE terms by the interval τE , and each k-th term T (k) is dis-
cretized to nO periods by the cycle τO . Then, T (k) corresponds
the time interval [ kτE , (k+1)τE ), and m(k) th period corre-
sponds

ˆ

kτE+mτ, kτE+(m+1)τ
´

. The set of periods T D is
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defined as below;

T O(k) = {0, . . . , nO} (nO = (τE/τO)−1). (1)

If notation “(k)” isn’t be needed, it is omitted in following. The
information-exchanges on the time axis are illustrated in Fig. 1.

Elements: The elements of the optimization model (and
correspondent elements of Dispatching Cruising Taxi Problems
which are described later) are shown in Table 1.

Fig. 1 Information-exchanges between each layer.

Input/Output: Each component’s inputs/outputs with
complete information is defined as below;

aS(t) = oR(t), eS(t) = oV (t), aR(t) = oS(t) ,

eR(t) = oV (t), u(t) = v [bt/τc],
y[m] =

`

xS(mτ), xR(mτ), xV (mτ)
´

,

p[0(k)] = c[0(k)], r[nE(k)] = Z[nE(k)].

Optimization Problems: The objective function and the
restriction is formulated as;

min Z =F{y[0], . . . , y[nO]}+P (G){y[0], . . . , y[nO]}

s.t. v[m] ∈ H[m] (∀m ∈ T O)

Controller obtains the states of Target System by observations.
Then, the state restriction is used in a penalty P .

2. 2 Incompleteness

2. 2. 1 Classification
A variable y is observation quantities of a status variable x.

The relation of y and x with complete information is as follow;

y[m] = x(mτO). (2)

The classes of incompleteness in the observations are;
( i ) Accuracy (error): An observed value includes an error
σ(t) [%].

y[m] = x(mτO) + σ(mτO). (3)

(ii) Time delay: A status value of time τ(t) ago is observed.

y[m] = x(mτO − τ). (4)

(iii) Unobservable: A status value is unobservable.

y[m] = ∗. (5)

The symbol ∗ means uncertain value.
The observations are classified completeness, incompleteness
( i ), (ii), (iii), or combination of theirs.

2. 2. 2 Completion
Completion functions are required for each incompleteness;
• for incompleteness ( i ) : fC

y[m] = fC(x(mτO) + σ(mτO)) = x(mτO), (6)

• for incompleteness (ii) : fE

y[m] = fE(x(mτO − τ)) = x[m], (7)

• for incompleteness (iii) : fP

y[m] = fP (∗) = x[m]. (8)

The functions fC , fE and fP each are called “Correction”, “Es-
timation” and “Prediction”.

In order to implement completion of incompleteness, infor-
mation as follows are needed. “History”: an history about a
status variable to observe is effective for Correction and Predic-
tion. “Same kind of a status variable”: if a system is consists
of subsystems, e.g. multi-agent, status variables of each subsys-
tem, which are same kind of a state to observe, help Estimation.
“Other kind of a status variable”: if a status variable can’t be
observed, other state values of a same system might be valid for
Estimation. “Knowledge”: knowledge about a system or dy-
namics assist all completions.

2. 3 Optimization Model with Incomplete Information
Optimization Model with incomplete information has com-

pletion functions defined in Section 2. 2. 2. Completion Module
converts observed values, and sends complementary values to
Controller. An overview of Optimization Model with incom-
plete information and an inside of Completion Module are illus-
trated in Fig. 2.

Completion Module Overview

Fig. 2 Hierarchical model of optimization problem with incomplete in-
formation

3. DISPATCHING CRUISING TAXI PROBLEMS

For confirming validity of the proposal optimization model,
the model applies Dispatching Cruising Taxi Problem.

3. 1 Outline
Since the revision of Road Transportation Law in Japan, the

taxi business is becoming saturated by new entries. In partic-
ular, rookie drivers have a lot of trouble finding passengers,
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Table 1 Elements of optimization problems and corresponding with Dispatching Cruising Taxi Prob-
lems

Layer Component/System† Symbol‡ Element†

Physical

Target System

• xS state (position, assigned passenger and number of assignment)

(Cooperative Company)

+ u control input (dispatching area)
+ aS relevant action (position, destination and assigned cab)
+ eS environment action (traffic jam)
? T S transition function (move rule)
− oS output action (position and assigned passenger)
? US output function (take rule)

Relevant System (1)

• xR state (position, destination, appearance time and assigned cab)

(Passengers)

+ aR relevant action (position and assigned passenger)
+ eR environment action (weather)
? T R transition function (appear rule)
− oR output action (position, destination and assigned cab)
? UR output function (ride rule)

Relevant System (2)

• xR state (position and assigned passenger)

(Competitive Company)

+ aR relevant action ([Not Available])
+ eR environment action (traffic jam)
? T R transition function (move rule)
− oR output action (position and assigned passenger)
? UR output function (take rule)

Environment
• xV state (states about weather and traffic jam)

(Environment)
? T V transition function (weather and traffic translation)
− oV output action (weather and traffic jam)
? UV output function (weather and traffic action rule)

Information
Controller

+ y observed value (cabs states, passengers actions and environment actions)

(Dispatch Controller)

• M observed record (observed record)
− v operation (dispatching area)
+ p operation parameter(weight coefficients)
? G state restriction ([Not Available])
? H operation restriction(area permitted business)
? C operation function (priority calculation)
− Z evaluated value (total of assignment)
? F evaluation function (sum of assignment)

Supervisor
Supervisor

+ r result (total of assignment)

(Supervisor)

• R result record (assignment record)
− c order (weight coefficients)
? o order function (GBML)
• O order record (weight coefficient record)

† Words in parentheses are corresponding components or elements of Dispatching Cruising Taxi Problems.
‡ Header symbols mean +:input, −:output, • :state, and ? :other, e.g. dynamics.

because taxi business has relied on individual experience of
drivers. The taxi companies need systems which assist less-
experienced drivers for finding passengers. There have been
studies based on statistical models [4), 5], in contrast, few stud-
ies have been carried out to analyze Dispatching Cruising Taxi
Problem agent-models.

3. 2 Approach

Positions of passengers, targets of taxis, are unobservable in
these problems. Thus, taxis are dispatched regions. This paper
suggests an optimization framework for taxi dispatching by the
rule-set which calculates target areas with observable state vari-
ables. The corresponds of the proposed model and Dispatching
Cruising Taxi Problems have been described in Table 1.

Definition of Space: A region A is intended in a problem,
and a cooperative company is permitted business in a region
AB . The region A is divided to regions Aa (a = 1, . . . , nA),
and each cab of the cooperative company is distributed to any
region Aa. The region Aa is called “Area a” below.

Priority Rule: A priority rule calculates priorities of each
area for every cab. Each cab is dispatched to the area which is
highest priority for the cab. The rule calculates priority which is
a weighted summation of preparing equations.

Learning Method: In this paper, condition is defined as
partially feature quantity space of whole areas, and action is de-
fined as weight coefficients in the priority rule [6].

Elements: The elements of dispatched cruising taxi prob-
lems have been shown in Table 1.

4. COMPUTATIONAL EXAMPLE

Simulations which learn the rules and evaluate them are per-
formed to verify the validity of proposed approach for distribu-
tion cruising taxi problems. The Rules learned by GBML are
compared with a heuristic rule by evaluated values.

4. 1 Setting
Simulator: The cooperative company’s cabs go to its own

dispatching area by the shortest distance, and move randomly
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in the dispatching areas after arrival. The competitive company
uses a proportion rule, this rule dispatches proportional number
cabs to the ratio of estimated number of passengers in each area
to whole areas. The passengers appear only in permitted busi-
ness region AB . The number of emerging passengers in whole
areas is 3 per a time unit on average. The number of the areas is
100, and the number of the permitted business areas is 64.

Priority Rule: The priorities are calculated by weighted
equations with properties as below. The areas have more prior-
ity, in which more passengers appear probably and more nearly.
The areas have more priority, in which less cabs of the coop-
erative company, The areas have more priority, in which more
passengers appear probably, The prior areas are decided at ran-
dom. The weight of equations have been normalized in refer to
results of preliminary experiment.

GBML: The number of individuals is 30, and the number
of generations is 100. Each individual is simulated 2 times in
each condition (I) ∼ (III), about random variables for passen-
gers, weather and traffic jam, and the average of evaluated value
are treated as a fitness of the individual. The conditions of pas-
senger appearance are combination of 4 patterns. The patterns
are illustrated in Fig. 3, and the combinations are (I): pattern 1
in the noon and pattern 2 in the night, (II): 3 and 3, (iii) 4 and 4
which are made by different seeds. GBML searches the weight
coefficients from 0, ±0.25, ±0.5, ±0.75 or ±1. The feature
quantity space is composed of variables defined as, deviation of
the number of cabs in each area, estimated number of appearing
passengers in whole areas, ratio of cabs carrying no passengers,
time slot. The space is divided by small or large of each variable.

Pattern 1 Pattern 2

Pattern 3 Pattern 4

Fig. 3 Examples of appearance patterns of the passengers

Example Problem
The simulations for learning are performed in 2 cases; (a) the

cooperative company has 10 cabs, and the competitive company
has 20 cabs, (b) the cooperative company has 80 cabs, and the
competitive company has 160 cabs, and each case are learned 3
trials. Moreover, the best solutions of each trail and the propor-
tion rule are evaluated 4 times in each condition (I) ∼ (III) and
all conditions.

4. 2 Result
The learning process of the best solution in every trial are

plotted in Fig. 4. The result for evaluation the acquired rule and
the proportion rule is plotted in Fig. 5.

(a) (b)
Fig. 4 Learning processes of GBML

(a) (b)
Fig. 5 Evaluation results

From the figures, the acquired rules are valid as well as the
proportion rule in all conditions, and better than substantially in
particular situations.

5. CONCLUSION

The optimization problems and incompleteness on observa-
tion are described. By using them, the optimization model with
incomplete information is defined. In addition, in order to con-
firm utility of the proposed model, it applies Dispatching Cruis-
ing Taxi Problems. As the result, the proposed model has po-
tential to express the taxi problems, and to acquire the good so-
lutions. The following are left for future study: to improve the
optimization model focused on incompleteness of information,
and to apply the proposed model to other problems for future
works.
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Abstract: For centuries, the study of prime numbers has been regarded as a subject of pure mathematics in number 
theory. Recently, this vision has changed and the importance of prime numbers increased rapidly especially in 
information technology, e.g., public key cryptography algorithms, hash tables, and pseudorandom number generators. 
One of the most popular topics that attract attention is to find a formula that maps the set of integers into the set of 
prime numbers. However, up to now there is no known formula that produces all primes. In this paper, we use a hybrid 
evolutionary algorithm, called the Memetic Programming (MP) algorithm, to generate mathematical formulas that 
produce distinct primes. Using the MP algorithm, we succeeded to discover an interesting set of formulas that produce 
sets of distinct primes. 
 
Keywords: Hybrid Evolutionary Algorithm, Iterated Local Search, Memetic Programming, Prime Number 

 
 

I. INTRODUCTION 

A natural number grater than 1 is called a prime if it 

is only divisible by 1 and itself. The study of prime 

numbers and their properties have attracted 

mathematicians for several centuries. Questions related 

to prime numbers have puzzled mathematicians for 

many years, e.g., “is there a formula that maps the set of 

integers into the set of primes?” Recently, several 

applications in the field of information technology have 

increased the importance of prime numbers, and 

changed the vision that classifies the study of primes as 

pure mathematics.  

The Memetic Programming (MP) algorithm is a new 

evolutionary algorithm that hybridizes the well-known 

Genetic Programming (GP) algorithm, Koza [1], with 

some local search procedures over a tree space to 

intensify promising programs generated by the GP 

algorithm. The aim of this paper is to use the MP 

algorithm to generate some mathematical formulas 

which produce distinct primes for a set of consecutive 

integers.  

The paper is organized as follows. In the next 

section, we introduce the MP algorithm briefly. In 

Section III, we report the results of three experiments 

for generating formulas which produce distinct primes. 

Finally, conclusions make up Section IV. 

II. MEMETIC PROGRAMMING 

The Memetic Programming algorithm is a hybrid 

evolutionary algorithm that searches for desirable 

computer programs as outputs. Computer programs 

treated in the MP algorithm are represented as trees in 

which leaf nodes are called terminals and internal nodes 

are called functions. Depending on the problem at hand, 

the user defines the domains of terminals and functions. 

In the coding process, the tree structure of a solution 

should be transformed to an executable code. Fig. 1 

shows two examples of MP programs represented as 

trees, along with their executable codes. 

The main loop of the MP algorithm consists of two 

phases; diversification phase and intensification phase. 
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In the diversification phase, the MP algorithm 

guarantees the diversity in the current population by 

using the GP strategy. Specifically, the MP algorithm 

selects some programs using a suitable selection 

strategy, and generates a new population from the 

current one by using crossover and mutation operators.  

Fig. 2 illustrates an example of applying the 

crossover and mutation operators for some trees. In the 

intensification phase, the MP algorithm uses a set of 

local search procedures to intensify elite programs of 

the current population. These local search procedures 

will be described in the following subsection. Using 

these procedures, the Local Search Programming (LSP) 

algorithm will be introduced in Subsection 2, which is 

used in the intensification phase of the MP algorithm. 

Finally, the whole picture of the MP algorithm will be 

sketched in Subsection 3. 

1. Local Searches over Tree Space 

The local search procedures aim to generate new 

trees in a neighborhood of a given tree X. In this 

subsection, we discuss two types of local searches; 

static structure search and dynamic structure search, 

Mabrouk et al [2, 3]. Static structure search explores the 

neighborhood of a tree by altering its nodes without 

changing its structure. On the other hand, dynamic 

structure search changes the structure of a tree by 

expanding its terminal nodes or cutting its subtrees. 

Shaking operator is used as a static structure search 

procedure, while Grafting and Pruning operators are 

introduced as dynamic structure search procedures.  

Shaking search generates a new tree X̃ from the 

current one X, by altering some nodes of X without 

changing its structure. The altered nodes are chosen 

randomly and replaced by alternative ones, i.e., a 

terminal node is replaced by a new terminal value and a 

function node is replaced by a new function of the same 

number of arguments as the original one. Grafting 

search generates a new tree X̃ from a tree X by replacing 

some of its terminals, chosen randomly, by branches of 

depth   1, where these branches are generated 

randomly. In contrast to grafting search, pruning search 

generates an altered tree X̃ from a tree X by cutting 

some of its branches of depth   1 and replacing them 

by new terminals, where these branches and terminals 

are chosen randomly. One may note that X and X̃ have 

different tree structures in case of applying the grafting 

or pruning procedures. Fig. 3 shows examples of 

generating a new tree X̃ from a tree X by applying 
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shaking, grafting and pruning procedures. For more 

details see Mabrouk et al [2, 3]. 

2. LSP Algorithm 

In this subsection, we introduce the LSP algorithm 

to discover the best program in the neighborhood of the 

current program X. This algorithm uses the local search 

procedures described in the previous subsection to 

generate trial programs in the neighborhood of the 

current one. This process iterates until the termination 

condition is satisfied, and then the algorithm returns the 

best program found. Fig. 4 shows the flowchart of the 

LSP algorithm, where it returns the original program X 

in case of no improvement. 

3. MP Algorithm 

The main target of the MP algorithm is to improve 

the results of the GP algorithm by performing a local 

search for some promising programs. If the search 

process succeeds to reach the area near an optimal 

solution, then a simple local search algorithm can 

capture that optimal solution easily. Fig. 5 shows the 

flowchart of the MP algorithm that behaves like the GP 

algorithm if the LSP algorithm fails to improve the 

selected programs. However, in this case the MP 

algorithm will be more costly than the GP algorithm, 

because of the computational effort spent through the 

intensification phase.  

Each program treated in the MP algorithm consists 

of one or more gene(s), where a gene represents a sub-

tree consisting of terminal and function nodes. Genes in 

a program are linked together by using a suitable linking 

function. The addition function “+” is used as the 

linking function in this paper. To generate a gene in the 

initial population, we generate a temporary random gene 

consisting of two parts, head (functions and terminals) 

and tail (terminals only). Then, we adjust the final form 

of the gene by deleting unnecessary elements, based on 

the functions and terminals that are generated randomly 

within the gene. For more details see Mabrouk et al [2, 

3].  

Once the initial population is generated, it will be 

evolved and improved using the MP operations; i.e., 

crossover, mutation, shaking, grafting and pruning. For 

each problem to solve, the function set, the terminal set, 

the set of representation parameters, the set of search 

parameters, and the fitness function must be determined 

before calling the algorithm. The set of representation 

parameters contains the head length hLen of an initial 

gene, the maximum length MaxLen of a gene, the 

number of genes nGenes of each program. On the other 

hand, the set of search parameters, which guide the 

algorithm during the search process, consists of the 

population size nPop, the number of generations nGnrs, 

the number of programs nLs that are selected to apply 

local search procedures, the number of trial programs 

nTrs that are generated in the neighborhood of a 

program using a local search procedure, and the 

maximum number of non-improvements nFails. In 

particular, nFails is used to terminate the LSP 

algorithm. For more details about these parameters see 

Mabrouk et al [2, 3]. 

III. NUMERICAL EXPERIMENTS 

In this section we report the results of three different 

experiments for the MP algorithm to generate formulas 

that produce primes. The parameter values for the MP 

algorithm during all experiments are hLen = 3, MaxLen 

= 40, nGenes = 3, nLs = 4, nTrs = 4, nFails = 1, nPop 

= 100 and nGnrs = 100. In addition, the selection 

strategy for the diversification phase is the tournament 

selection of size 4. The fitness value for each program is 

computed as the maximum number of consecutive 

integers in the interval [100, 100] for which the 

program produced distinct primes.   

1. Polynomials 

In this experiment, we used the set of binary 

functions    as the function set, i.e., each 

program generated by the MP algorithm represents a 

polynomial. In addition, we used x 2 3 5 7 9 as the 
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terminal set, where x is an integer. We performed 1000 

independent runs for the MP algorithm, and we got a 

number of polynomials with the fitness values up to 40.  

Table 1 shows some of polynomials which generated 

by the MP algorithm. The first three polynomials in 

Table 1 have already been found in the literature. 

Specifically, the first two polynomials are the Euler and 

Legendre polynomials, and the third one is the 

polynomial generated by the CGP algorithm, Walker 

[4]. During our experiments, these three polynomials 

were found frequently. To the best of the authors’ 

knowledge, the other polynomials seem to be new 

polynomials.  
 

Table 1. Polynomials generated by the MP algorithm to 
produce distinct primes 

 Polynomial Fitness x  

1 x2  x  41 40 {1,…,40} 

2 x2  x  41 40 {0,…,39} 

3 x2  3x  43 40 {2,…,41} 

4 9x2  33x  71 40 {-28,…,11} 

5 4x2  50x  197 40 {-13,…,26} 

6 8x2  22x  647 40 {-19,…,20} 
 
In the literature, researchers consider the first three 

polynomials in Table 1 to be different polynomials. 

However, all of these polynomials produce the same set 

of primes for different values of the independent 

variable x. Specifically, one can generate those entire 

polynomials one after another by using x  x   for 

some integers . On the other hand, the last three 

polynomials in Table 1 produce different sets of distinct 

primes for different sets of consecutive integers. 

Therefore, we consider these three polynomials to be 

the best results for the current experiment since all of 

them are different and independent. 

2. Rational Functions 

We performed another experiment to find formulas 

that produce primes with fitness values greater than 40. 

In this experiment, we modified the function set in the 

previous experiment to include the protected division 

operator , where x  y  1 if y  0, and x  y  x  y  

otherwise. In this case, programs of the MP algorithm 

will produce real values. Therefore, we let the nearest 

integer less than or equal to the produced real value be 

the output of the program. Using the new function set, 

we got several new formulas that produce up to 42 

distinct primes for a set of consecutive integers, for 

example, (8x3  69x2  461x  176) / (8x  3), with 

the fitness value 42.  

3. Composition Functions 

Since we have already got new independent 

polynomials that can generate different sets of distinct 

primes, we can use these polynomials to composite new 

formulas. In this experiment, the output of a program 

evolved by the MP algorithm is expressed as a linear 

composition of its genes with some independent 

polynomials that produce distinct primes. Suppose that 

G1, G2 and G3 are the genes of a program evolved by the 

MP algorithm. Then, the output formula of this program 

is composed as f x  G1  P1  G2  P2 G3  P3, 

where P1, P2 and P3 are independent polynomials. Using 

this strategy, we got new formulas that produce distinct 

primes up to 59, for example, 7 / (81x  27)  (x2  x  

41) + 9 / (5  45x) (8x2  22x  647), with the fitness 

value 59. 

IV. CONCLUSION 

The MP algorithm has succeeded to generate several 

new formulas that produce sets of distinct primes. Some 

of the new formulas are polynomials that are able to 

produce up to 40 distinct primes for a set of consecutive 

integers. Other rational functions are also generated and 

they are able to produce up to 59 distinct primes for a 

set of consecutive integers. 
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Abstract: This paper presents a control method of a 5-fingered artificial hand using EMG signals. Our targeted artificial 
hand is driven by pneumatic actuators to reduce its weight. Also we do not use electro pneumatic regulators but use 
ON/OFF solenoid valves to simplify the control system. The pneumatic hand has 15 degrees of freedom, and it seems 
difficult to discriminate all finger motions only from the EMG signals. Therefore, in this paper, we describe typical 
hand motions using a Petri net, and efficiently control the finger motions based on this model. Each state of the Petri 
net indicates a step of the hand posture to complete the intended motion. Simultaneously, this state corresponds to the 
ON/OFF pattern of the 15 solenoid valves. This enables the operator to control the 5-fingered dexterous hand smoothly, 
transiting the state in the Petri net according to the EMG motion discrimination. We conducted experiment to verify 
validity of the proposed method. In the experiment, the typical 5 motions (Spherical grasp, Power grip, Hook grip, Key 
grip, Precision grip) were successfully performed using the 6-channel EMG signals measured from the operator's 
forearm. 
 
Keywords:  EMG, pneumatic hand, Petri net, motion discrimination, neural network 
 
 

I. INTRODUCTION 

Until now, many researchers have designed EMG-
controlled artificial hands for amputees. Its motion was 
previously limited only the opening and closing hand, 
but novel 5-fingered dexterous hands have been 
emerged, due to the progress in robotics and 
mechatronics fields [1]-[3]. For example, Otto Bock Inc. 
[1] and TOUCH BIONICS Inc. [2] have launched 
Michelangelo Hand and i-LIMB Hand, respectively. 
These hands are controlled by EMG signals and realize 
human-like finger movements. 

However, a servo motor is used as the actuator of 
each finger joint, it is inevitable that its weight raises a 
physical burden of the operator during a long time of 
operation, with increasing number of degrees of 
freedom. Accordingly, a pneumatic actuator was tried to 
use as the substitute for the servo motor, and several 
researchers developed the robotic hands driven by the 
pneumatic actuator [4], [5]. The pneumatic actuator has 
a great advantage because it has a very light weight so 
that it can be expected to reduce the hand weight 
significantly. For example, Tsujiuchi et al. and SQUSE 
Inc. [6] newly designed the small pneumatic actuator, 
which can be installed into finger joints, and developed 
5-fingered artificial hand [4], [5]. This pneumatic 

actuator can be driven by a lower air pressure than the 
previous one. Also, the system becomes compact using 
a small compressor. But, it is considerably difficult to 
control the multi-channel finger joints precisely, 
because non-linear relationship exists between the input 
air pressure and the output tension. 

This paper proposes a novel control method for a 5-
fingered prosthetic hand using EMG signals. We adopt 
pneumatic actuators to control the multiple joints to 
reduce the hand weight. Also, we use ON/OFF solenoid 
valves instead of electro pneumatic regulators to 
simplify the control system. The pneumatic hand has 15 
degrees of freedom, so that it appears to be difficult to 
discriminate the motion of all joints. Therefore, we 
design the state transition model for the typical hand 
motions using a Petri net. This model enables the 
operator to control dexterous finger motions based on 
the simple discrimination of the discrete hand motions, 
such as hand opening, hand closing, and so on. Each 
state of the state transition model corresponds to the 
hand posture completing to the intended motion, and the 
ON/OFF pattern of the 15 solenoid valves are changed 
according to this state. Transiting the state in the Petri 
net, the operator can skillfully control the 5-fingered 
dexterous hand smoothly.  
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This paper is organized as follows. The control 
strategy of the 5-fingered pneumatic hand is introduced 
in Section II, the structure of the developed system is 
explained in Section III, the experiment is reported in 
Section IV, and Section V concludes the paper. 

II. Control strategy 

This paper proposed a novel control strategy of the 
5-fingered pneumatic hand. The pneumatic hand used in 
this study has the 15 pneumatic actuators, and each 
actuator is controlled by the ON/OFF solenoid valve. 
Therefore, we have to consider how ON/OFF patterns 
are designed using 15 solenoid valves, and when these 
patterns are changed. Fig. 1 explains the control strategy 
of the hand motion based on the proposed method. (a) 
expresses the state transition model described by the 
Petri net, and (b) depicts the ON/OFF pattern of the 15-
channel solenoid valves. The Petri net is composed of 
some places, transitions and arcs, that denote the states 
of the hand postures, the conditions based on the EMG 
discrimination, and the flows of the hand postures, 
respectively. At the start of the operation, a token is set 
on the initial place. The transition means that the 
duration time of a discriminated motion exceeds the 
prespecified threshold. For example, the token is moved 
from I to V, if Spherical grasp is discriminated in the 
system and its duration time exceeds the prespecified 
thresholds. Conversely, if No motion is discriminated 
and its duration time exceeds the threshold, the token is 
moved from V to I and the hand is opened. According to 

the places where the token exists, 15 solenoid valves are 
controlled depicted in (b). 

In this paper, we select 5 motions for the 
discrimination targets: 1. Spherical grasp, 2. Power grip, 
3. Hook grip, 4. Key grip, 5. Precision grip. These 
motions were frequently used in the previous research, 
and have possibility to discriminate with high accuracy 
using the EMG signals. It is noted that the proposed 
control method is not restricted within these 5 motions. 
We can choose appropriate motions according to 
operator's operability. 

III. Components of the system 

Fig. 2 indicates the components of the system. The 
EMG signals are measured by the EMG amplifier 
system (DELSYS Inc., BAGNOLI EMG SYSTEM), 
and are transferred to the personal computer (Hewlett-
Packard Inc., HP Pavilion, Intel(R)Core(TM)2 Duo 
CPU 2.27GHz) via the multi function DAQ (National 
Instruments Inc., NI USB-6229).  

The signal processing, which is conducted in the 
personal computer, is composed of 3 parts: 1. Feature 
extraction, 2. Motion discrimination, 3. pattern 
generation of the solenoid valves. Each process is 
explained in the following sections.  

1. Feature extraction 

First, the measured EMG signals are rectified and 
filtered out through the 4th order Butterworth filter (cut-
off frequency: 1.0[Hz]) to extract the amplitude 
information. The filtered signals are resampled with a 
sampling frequency of 50.0[Hz], and defined as 𝐸𝑙(𝑛). 

 
 

Fig. 1 Control strategy 
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Then, the pattern vector 𝑥𝑙(𝑛)  for the motion 
discrimination is calculated as 

 

𝑥𝑙(𝑛) =
𝐸𝑙(𝑛)/𝐸𝑙𝑚𝑎𝑥

∑ 𝐸𝑙′(𝑛)/𝐸𝑙′
𝑚𝑎𝑥𝐿

𝑙′=1

 

 
where 𝐸𝑙𝑚𝑎𝑥 is the maximum value of 𝐸𝑙(𝑛) while the 
operator executes the maximum voluntary contraction. 
Also, the muscular contraction level 𝐹(𝑛) is calculated 
to recognize the motion. 
 

𝐹(𝑛) =
1
𝐿
�

𝐸𝑙(𝑛)
𝐸𝑙𝑚𝑎𝑥

𝐿

𝑙=1

 

 
If 𝐹(𝑛) exceeds the prespecified threshold 𝛼, the 

system considers motion has occurred. 

2. Motion discrimination 

In the proposed method, we use a neural network to 
discriminate the operator's intended motion. The neural 
network can learn feature patterns and adapt the system 
to the differences due to the individuality, the electrode 
locations, and so on. Before the motion discrimination, 
the neural network has to be trained using learning 
samples. The initial value of the weight coefficient is a 
random number from 0 to 1. The mean square error is 
used as the energy function, and the learning is carried 
out to minimize this function. The back propagation 
method is adopted for the learning algorithm. 

3. Pattern generation of the solenoid valves 

Finally, the ON/OFF patterns of the solenoid valves 
are generated. In this process, we use the state transition 
model which describes typical grasp motions using a 
Petri net. The control signal for the ON/OFF solenoid 
valves is generated, transitioning the state in the Petri 
net according to the EMG motion discrimination. These 

signals are returned to the control unit through the Multi 
function DAQ. The compact compressor (SQUSE Inc., 
MP-2-C) is installed in the control unit, and it drives the 
pneumatic actuators in the finger joints. 

IV. Experiment 

We conducted experiment to verify the validity of 
the proposed method. Subject controlled the 5-fingered 
pneumatic hand using his EMG signals. Before the 
experiments, we explained the purpose of the 
experiments and obtained informed consents from the 
subject. Subject was briefly trained for about 30 minutes 
before the measurements. The EMG signals were 
measured from 6 electrodes, and the number of the 
discrimination target were 5 motions: 1. Spherical grasp, 
2. Power grip, 3. Hook grip, 4. Key grip, 5. Precision 
grip, which frequently arise in daily activities. The 6 
electrodes were placed on the right forearm surrounding 
regular intervals. The operator does not have to set the 
electrodes on the associated muscles strictly, due to the 
learning ability of the neural network. The neural 
network can learn the pre-extracted EMG patterns to 
adapt the system to individualities, electrode locations, 
and so on. The parameters in the signal processing were 
set as follows: the number of the learning data was 50 
samples for each motion. The threshold of the duration 
time of the transitions was 0.5[sec].  

Fig. 3 shows examples of the motion control using 
the developed system. Subject performed the 5 motions. 
The figure indicates the 6-channel of EMG signals, the 
muscular contraction information, the changes of the 
place in the Petri net, and the discrimination results. 
During the operation, no discrimination error was 
observed and the token in the Petri net appropriately 
transited based on the discrimination result. We 

 
 

Fig. 2 Components of the system 
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confirmed that all 5 motions were successfully carried 
out in regular order. 

V. CONCLUSION 

This paper proposed the novel EMG control method 
for 5-fingered pneumatic hand. We introduced the 
typical hand motion model described by a Petri net into 
the control system, because it was difficult to control 15 
degree-of-freedom hand precisely using only the EMG 
signals. Each place in the Petri net corresponds to the 
ON/OFF pattern of the solenoid valves, and the token is 
moved based on the result of the motion discrimination. 
The pneumatic actuators installed in the finger joints are 
controlled according to places where the token exist. 
Consequently, the operator can control 5 finger motions 
smoothly and naturally discriminating only the discrete 
motions, e. g. hand grasping, hand opening, and so. on. 
To verify the validity of the proposed method, the 
experiment was conducted. In the experiment, we 
examined the control performance of 5 typical grasping 
motions: 1. Spherical grasp, 2. Power grip, 3. Hook grip, 
4. Key grip, 5. Precision grip. The experimental result 
confirmed the validity of the proposed method. 

In future study, we would like to re-design 
discrimination algorithm to improve the discrimination 

performance. Also, we will optimize the mechanism of 
the pneumatic hand for amputee's daily activities. A part 
of this work was supported by Adaptable and Seamless 
Technology Transfer Program through Target-Driven R 
& D of Japan Science and Technology Agency.  
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Fig. 3 Control example 
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Abstract - Real-time processing at mobile devices is always a hot issue. Although face detection and stereo matching, 
specially, are core elements for HRI application, they are one of the processes with heaviest loads at real-time 
processing. In this paper, we present novel methods of calculating disparity and detecting face with one chip, named 
Altair, which can detect 32 frontal faces/frame at 30 fps. Stereo image can be inputted into Altair, because it is designed 
to detect face on frame by frame and has two input ports. If the left image is inputted on N-th frame time and then the 
right image is inputted on (N+1)-th frame time, we can get face information of left and right images with one frame 
delay. Then we can calculate the disparity of face with this information and we can easily estimate distance from robot 
to human with it. When one or more faces are detected, we classify various cases to identify correspondent faces. We 
can detect faces and calculate the distances of them at 15 fps and can adjust the frame rate. 
 
Keywords:  HRI, HCI, face detection, stereo vision, disparity, real-time 

 
 

I. INTRODUCTION 
 

We introduce a novel method of calculating 
disparity of stereo camera with face detection chip. 
Because, real-time processing at mobile devices has 
been always a hot issue, many researchers have studied 
about speedy and light image processing algorithms for 
years. Although, face detection and stereo matching, 
specially, are core elements for HRI application, they 
are one of the applications with heaviest loads at 
processing. 

 In this paper, we present novel methods of 
calculating disparity and detecting face with one chip, 
named Altair, which can detect 32 frontal faces/frame at 
30 fps. Stereo image can be inputted into Altair, because 
it is designed to detect face on frame by frame and has 
two input ports. If left image is inputted on N-th frame 
time and then the right image is inputted on (N+1)-th 
frame time, we can get face information of left and right 
images with one frame delay. Then we can calculate the 
disparity of face with this information and we can easily 
estimate distance from robot to human with it. When 
one or more faces are detected, we classify various 
cases to identify correspondent faces. 

 

II. Stereo Camera and face detector 

Disparity can be calculated by finding correspondence 
of stereo cameras. Fig.1 shows geometry of stereo 
camera system which is consists of two camera and 
field of object models. Because in fig.1 there are 4 
triangles which have properties of triangle similarity, 
depth of disparity equations can be derived from them 
like table 1. 

 
Fig.1. Geometry of Stereo Camera Model 

Table 1. Equation of Stereo Camera Model 
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In generally finding correct disparity of stereo images 
is key point of stereo correspondence problem. So, 
many stereo vision algorithms are suggested over the 
years. According to [1], however, there are few real-
time algorithms (over 30 fps) as shown in taxonomy. 

Because of difficulty of real-time processing and huge 
power consumption for stereo matching, in some 
application where disparity of whole image pixel are not 
need, only disparity or depth of ROI(Region Of Interest) 
is important value in the camera image. For example, 
when a service robot has to keep a distance and serves 
some convenience to human, it only needs to know the 
distance from human to it. If it has a face detection 
function with its platform, it’s easy to know the distance 
from human. 

We present the way that calculates the distance with 
face detection chip. Fig.2 shows the outline of the novel 
method of calculating disparity of stereo camera with 
face detection chip. Two of camera image enters face 
detection unit in time division manner. Then face 
detector finds face and calculate the difference of center 
of face in left and right images. 
 

 

Fig.2. Outline of novel method. 
 
We use the Altair as a face detection unit in fig. 3. 
Altair is the ASIC chip( 22.12.1 cm´ ) for face detection 
that can detect 32 person per frame at 30 fps of 
QVGA(320x240) image[3]. It covers frotal and 

o15± slant face. The chosen method of face detection is 
the AdaBoost algorithm, which consist of MCT 
(Modified Census Transform) confidence 
 

 

Fig.3. Altair (Frontal face detect ASIC) 
 
 

III. Disparity Calculation with Face Detector 
 

 
 

Fig.4. Flow Chart of our new method. 
 
Fig.4 shows the flow chart of our novel method for 
calculating disparity of stereo camera with face 
detection chip. After start left and right camera images 
input into the multiplexer (MUX), then left or right 
image outputs from MUX in regular sequence by 
‘Select’ signal. Then this interlaced image with frame 
order enters face detection block whose output is 
information of faces that consists of following table 2. 
 

Table 2. Face information register of Altair 

 
 
After getting face information from Altair, next step is 
to compare information of faces on left frame and on 
right frame as shown in table 3. 
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Table 3. Comparing face and Calculating disparity 

item Information note 
On the same 

epipolar line ? 
‘x’ coordinate of 

center point 
Vertical 
direction 

Has the same 
size of face Size of face  

Has the similar 
energy value? 

Sum of  
Confidence 

Sum of feature 
of Adaboost 
algorithm 

(1/probability) 
Calculate 
Disparity 

‘x’ coordinate of 
center point 

Horizontal 
direction 

 

VI. Experiment 

 
We capture two sets of stereo image with system in fig. 
4. One is the continuous image set where a human 
moves around camera as shown in fig. 5 
 

 
Fig.5. depth calculation for moving human 

 
A human is near camera at first and move far from it 
then comes to near again. Because face was not detected 
for a while at around about 350-th frame, face occlusion 
occurred and disparity and depth could not be estimated. 
Depth can be converted from disparity by using 
following equation which is modified version of table 1. 

We multiply the constant ‘k’ to depth, because 
B(baseline),f(focal length) and  wpp(width per pixel) 
may have measurement error, and it’s hard to know 
correct parameters for the combination of lens and 
CMOS sensor used in this experiment(‘k’ is a 
experience value). 
 
 
  
 
 
 
 
 
Another test set consists of 7 frames where a human has 
a paper written the real measured distance from camera 
to him as shown in fig.6. The distances are 0.5m ~ 3.5m 
with step of 0.5m. After gaining disparity with this 
second test set by our new method, we compared it to 
real measured distance as shown fig. 7. and table 4. We 
can detect faces and calculate the distances for human in 
range of 0.5m ~ 3.5m with 0.5~ 8.9% error  
  

Fig.6. test image set with real distance value (0.5~3.5m) 

Fig.7. our method’s accuracy of depth calculation 
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Table 4. Result of Depth calculation 

(average of tests in 5 times) 
Frame Depth(m) 

(Inference) 
Depth(m) 

(Real Measurement) 
Error(m) 

(Difference of two) 

1 0.5448 0.5 0.0448(8.9%) 
2 0.9693 1.0 0.0307(3.1%) 
3 0.1497 1.5 0.0073(0.5%) 
4 2.0171 2.0 0.0171(0.9%) 
5 2.4878 2.5 0.0122(0.5%) 
6 3.1098 3.0 0.1098(3.7%) 
7 3.2450 3.5 0.2550(7.0%) 

 
Because Altair has two ports for input image and 

stereo camera inputs are multiplexed with time division 
manner, frame rate for depth result is half (15 fps) of 
Altair’s that. By configuring Altair chip, we can adjust 
the frame rate of face detection and depth calculation. 
 

V. CONCLUSION 
We can calculate the disparity of face with this 

information and we can easily estimate distance from 
robot to human with it. When one or more faces are 
detected, we classify various cases to identify 
correspondent faces. We can detect faces and calculate 
the distances for human in range of 0.5m ~ 3.5m with 
0.5~ 8.9% error 

We are planning to do experiment for the case where 
there are many people a frame 
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Abstract: Q-Learning is a popular non-supervised reinforcement learning (RL) technique that learns an optimal action-
value function characteristic of a learning problem. Due to the complexity of some problems, the number of training
episodes to reach the convergence of the learning problem can increase drastically. In order to fasten the learning speed
of an agent on a particular problem, researchers have been exploring interactive reinforcement learning (IRL), i.e. a way
to interact with an agent so that it does not learn to solve a problem only by itself. This paper proposes an interactive
reinforcement learning to try to fasten the learning speed of an agent. Especially, the combination of an agent asking
for advice and getting advice from supervisors was explored. A simple way to experiment this combination is an agent
evolving on a maze (a gridworld problem) trying to find its path to a fixed goal point. Experiments shows how an
interactive learning agent solve the problem compared to a classical learning agent.

Keywords: Q-Learning, interactive reinforcement learning, human machine cooperative systems

I. INTRODUCTION

Reinforcement learning methods [1] are quite popular
in the robotic field but classical reinforcement learning
does not work so good in many cases on real environ-
ment. In order to overcome this fact, new reinforcement
learning algorithms, such as policy gradient [2], have
been developed. Another idea was to transform clas-
sical reinforcement learning into interactive reinforce-
ment learning to speed up the learning of behaviors. In-
teractions have been stated in many terms like interac-
tions with a human teacher [3], [4], or incorporation of
advice [5].

There are of several kinds of interactive learning. The
interactions can come from an agent asking for advice
[6] — When it does not know what to do — to an ad-
visor that completely knows the environment. Another
one is a human advisor or a computed advisor that gives
advice to a learning agent to correct its behavior while
learning by giving variable amount of reward/penalty or
directly the action to perform [7], [8]. In multi-agent
systems, advice can come from the other agents as a way
of sharing experience by observing their actions [9], by
being able to evaluate the weight of the other agents ad-
vice [10], by requesting episodic advice to other agents
solving the same kind of problems [11], or by getting in-
formation from other agents about the environment that
the learning agent is not (yet) aware of [12]. On the
other hand, advice can be seen as a way of transferring
information from previous experience to a new similar
situation [13], [14], [15].

In all of those explorations in IRL, the learning was
fastened by the interactions between the learning agent
and the outside world.

In the following chapters, an overview of reinforce-
ment learning will be shown, followed by the presen-
tation of the interactive reinforcement learning method,

which is the proposed method in this paper. After pre-
senting the results of the experiments and their results,
we give the conclusions and future works.

II. OVERVIEW OF TRADITINAL
REINFORCEMENT LEARNING

1. Traditional reinforcement learning

A. Definition

Traditional reinforcement learning is the third mode
of learning where an agent learns to act by itself in an
environment by interacting with this environment and
getting feedback from it. The agent can choose to ex-
plore its environment by acting randomly or to exploit its
knowledge of the environment it got from previous ex-
periences through trial and error. In addition, the learn-
ing agent reinforces the knowledge it gets from experi-
ences by getting a numerical reward when doing a good
action or a penalty when doing wrong or forbidden ac-
tions. The learning agent, by iterating experiences, aims
at taking actions that maximize the sum of the rewards
over the time to find an optimal policy.

B. Algorithm

There exists many kind of reinforcement learning al-
gorithms such as Temporal Difference (TD) learning,
actor-critic learning, Q-Learning.

The basic reinforcement learning model is the follow-
ing one:

• A set of possible states of the environment

• A set of possible actions

• Transition rules to go from the current state to the
next state
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• Rules to determine when an agent receives a reward
or a penalty

Algorithm 1 shows a basic reinforcement learning algo-
rithm.

Algorithm 1 Basic RL algorithm
Initialize the value function arbitrarily
Initialize the policy to evaluate
repeat

Initialize x randomly
repeat

Choose action a from S given by the policy for
x
Take action a and observe r and x′ (the next
state)
Update algorithm’s value function
x← x′

until x is terminal
until

2. Q-Learning

A. Principle

Q-Learning is an online reinforcement learning tech-
nique where the agent evolve in a completely unknown
environment. In Q-Learning, the agent approximates the
policy function directly. Q-Learning algorithm is guar-
anteed to converge under some circumstances.

For this paper, the Boltzman distribution probability
was used for action selection. The Boltzman tempera-
ture factor T included in this distribution is used for the
trade-off of the exploration/exploitation rate.

B. Detailed algorithm

The value function of a state and an action is calcu-
lated by the following equation:

Q(x, a)← (1−�)Q(x, a)+�(r+γmax
b∈A

Q(y, b)) (1)

when x is the state of the agent, A the set of possible
actions, a, b ∈ A an action, r the reward, � the learning
rate, and γ the discount rate. The probability of taking
an action is calculated by the Boltzman distribution as
follows:

px(a) =
exp Q(x,a)

T∑
b∈A exp Q(x,b)

T

(2)

At the end of each episode, the Boltzman temperature
factor T is divided by a fixed step, to decrease the explo-
ration rate. The algorithm is run in the following way:

Algorithm 2 Q-Learning
Initialize Q(x, a) arbitrarily
Initialize T at 0
repeat

Initialize x randomly
repeat

Choose action a from S using policy derived
from Q (here the probability action selection)
Take action a and observe r and x′ (the next
state)
Update Q
x← x

until x is terminal
Decrease T

until

III. INTERACTIVE REINFORCEMENT
LEARNING

1. Proposed interactive reinforcement learning
method

In this research, two types of interactive reinforce-
ment learning were combined: asking for advice mode
and getting advice mode.

A. Asking for advice

When the probability for a learning agent to take an
action is almost the same for all the possible actions,
an agent can ask for advice to an advisor. This advi-
sor is completely aware of the environment of the agent
and is considered to know the action that can lead to a
maximum reward. When receiving an answer from the
supervisor on what action to perform, the agent does the
advised action and updates its state-action value as if it
was its own decision.

B. Getting advice

While learning, an agent can receive advice from an
advisor agent that is resolving the same problem. The
supervisor agent can have different level of expertness:
BEGINNER, INTER., and EXPERT. The learning agent
acts differently in function of the expertness level of its
advisor.

C. Constraints

As being in possession of advice from several sources
at the same time may be confusing, to simplify the al-
gorithm it has been decided that an agent cannot ask for
advice and get advice at the same time, with the follow-
ing priority: asking advice is predominant over getting
advice. Moreover, in one episode, only one advisor can
observe an agent to avoid confusing advice.
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2. Overview of the framework

At each step the learning agent calculates the proba-
bility of taking an action. When the agent does not know
what to do, it asks for advice to an advisor, in this case
the A* algorithm, then the learning agent takes the ad-
vised action and updates its map of the state-action val-
ues. After calculating the probability of taking an action,
if the learning agent does not ask for advice, the learn-
ing agent chooses the action it performs. The advisor is
notified of the chosen action the learning agent wants to
perform, and from time to time decides to give an advice
knowing this action and the state of the learning agent.
Finally, when getting an advice, the learning agent acts
and updates its map of the state-action value in function
of the expertness level of the advisor giving the advice.

Fig. 1. System components

3. Details on the framework

To take into account the advice in its policy, a learning
agent gets a variable reward from its advisor every time
it receives an advice. The advisor agent that gives advice
to the learning agent is chosen at the beginning of each
episode randomly. An agent can receive advice only
from advisor agent whose level of expertness is equal
or superior to its own. An agent’s expertness level is
defined the following way:

• BEGINNER: success to resolve the problem <
33%

• INTER.: 33% � success to resolve the problem
< 67%

• EXPERT: success to resolve the problem ≥ 67%

Knowing the expertness level of an advisor agent, the
learning agent acts the following way when getting an
advice:

• BEGINNER: the learning agent take the advised
action but does not update its state-action value.

• INTER.: the learning agent update the state-value
related to the advisor advice, but take its own de-
cided action.

• EXPERT: the learning agent take the advisor ac-
tion and update its state-action value as if it was its
own decision.

IV. EXPERIMENT

1. Maze problem

Fig. 2. Maze problem

A. Principle

For this research, IRL was applied to the grid world
problem. In the case of this research, the grid world is
a simple maze made of impassable walls. The principle
of this problem is the following one: an agent is posi-
tioned on a randomly chosen starting point on a maze,
and tries to find its path into the grid world to reach
the goal. The agent can perform four possible actions:
Direction={UP, DOWN, LEFT, RIGHT }. The follow-
ing rules are applied: the agent receives a reward when
reaching the goal and a penalty when trying to go on a
wall or outside of the maze, otherwise nothing. If the
selected action is a valid action (not a wall, or not the
outside of the maze),the agent performs the selected ac-
tion, otherwise it remains at the same place. The agent
updates its action-state values after each move. When
the agent reaches the goal the episode is interrupted and
the agent is ready to begin a new episode. During an
episode the maximum number of move is limited to the
number of squares of the maze, that is to say, the maze
width multiplied by the maze length.
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B. Parameters details

A transition is a pair of (agent-state, direction). An
advice consists of a reward or penalty and a transition.
To determine when an agent can ask for advice, instead
of asking randomly, it calls the advisor only when the
difference between the highest and the lowest probabil-
ity of taking a direction is lower than threshould δ. A
agent gives to a learning agent an advice the following
way: If the learning agent selected action correspond to
the agent highest state-action value, then it gives an ex-
tra reward to the learning agent for this action. If the se-
lected action correspond to the lowest state-action value,
it gives an extra penalty to the learning agent. Other-
wise, the agent gives the learning agent the next action
to perform with an extra reward. The framework has
been tested on different sizes of maze: 10x10, 15x15,
20x20, 25x25. The numbers of walls and their place
in the maze are set randomly. Three difficulty types of
maze were created. The simplest type of maze is cov-
ered by 0 to 25% of wall squares, the normal type by 25
to 50% of wall squares, and the most difficult one by 50
to 75% of wall squares.

The exploration rate was also tested by using different
coefficient steps to decrease the exploration rate during
the learning (step = 2, 5, 10).

Each mode has been run separately before being com-
bined as a base of comparison.

2. Evaluation index

The success rate of an agent to resolve the gridworld
problem is evaluated as the number of time an agent
succeed in reaching the goal from each possible starting
points divided by the number of possible starting points.
At the end of each episode, the success rate of the agent
is calculated by proceeding to an offline turn where the
action decision is greedy and where there is no update of
the state-action values. The evaluation index is defined
as the number of episodes it takes to reach a high success
rate. When the learning speed is high then the number of
required episode to reach the convergence point is low.
On the contrary, with a low learning speed, the number
of required episodes is high.

Fig. 3. Illustration of evaluation index

3. Case study

The performance of the proposed method is compared
with traditional Q-Learning method. The interactive
reinforcement learning with asking for advice method
and getting advice method was employed for the perfor-
mance evaluation.

A. Influence of size

The influence of the size was evaluated by increasing
the size of the maze. The results show that the proposed
method as well as the other type of interactive reinforce-
ment learning increases the learning speed of the agent
and that the success rate converge quicker than with tra-
ditional Q-Learning.

Fig. 4. Influence of the size on the success rate

B. Influence of difficulty

The influence of the difficulty of the maze was tested
by increasing the number of walls in the maze. The
results show that by increasing the number of walls,
the traditional Q-Learning agent needs more episodes to
converge to a 100% success rate, but with the proposed
IRL the learning speed remains higher than with clas-
sical Q-learning, at least at the beginning for the most
difficult mazes.

C. Size evaluation

We can observe that for the most difficult and biggest
maze after showing good results at the beginning of the
learning there is a decreasing peak in the success rate for
the proposed method and the ask for advice mode after
around a hundred of episodes. This phenomenon can be
considered as a loss of memory since the agent forgets
what he learned with its advisor.
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Fig. 5. Influence of the difficulty on the success rate

Fig. 6. Size evaluation for a small and difficult maze

V. CONCLUSION

A method combining two types of interactive rein-
forcement learning to speed up behavior learning was
proposed. The first one is an agent asking for advice
and the second one an agent getting advice from other
agent. According to the numerical experiments, the pro-
posed method showed good result at the beginning of
the learning but still has rooms to improve performance.
In future work, the following actions should be done:

• To have stable performance which does not depend
on the number of episodes, the proposed method
should be combined with other methods.

• The candidate complementary methods are col-
laborative reinforcement learning where several
agents on the same maze can spy on each other ac-
tions

Fig. 7. Size evaluation for a big and difficult maze
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Abstract: In this paper, we present the method to generate crutch gait pattern for robotic orthosis to walk using motor. 
In first we define the features to characterize gait pattern and extract features from the normal gait pattern, which is 
experimental encoder data of hip and knee being taken from motion capture device. We also present the selected 
features containing physical meaning in gait pattern enable us to vary speed, step size and foot clearance easily. Finally, 
we make crutch gait patterns using these features and apply them to our exoskeleton robot ROBIN-P1 to verify our 
method. 
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I. INTRODUCTION 

The exoskeleton type of wearable robots can be divided 
into power suits for enhancement of a healthy person’s 
activities and rehabilitation robots for support of a 
physically challenged person. 

Of two categories, rehabilitation robots are noted 

more and more recently as the Aging Society is going 

on quickly. Robotic orthosis draws special attention 

recently because the application of rehabilitation robot 

is extended to a development of rehabilitation robot 

assisting gait for spinal cord injury patients and their 

clinic. 

In view of control aspects, the movement of 

wearable robot should be synchronized with a user for 

safety and natural movement. Therefore we assumed 

and defined role sharing as follows. 

Assumption 1: user has to play a role in the 

awareness of environment and the 

decision of movements. 

Assumption 2: robot has to control its motion 

according to user intention. 

Assumption 3: user has to play a role in shifting 

their weight and balancing for robot 

movements. 

Suzuki et al. [1] have applied HAL-3 for paraplegia 

patients to walk again. This paper describes how to 

detect user intention by robot for solving the problem 

concerning assumption 2. For the gait pattern, they use 

the one extracted from a healthy person’s walking. 

However it can be applied only to a hemiplegia patient 

and the gait parameters such as walking speed and step 

size cannot be changed in real time, once it has been 

determined. ReWalk[2] is a robot for Spinal Cord 

Injury(SCI) patients but there is no paper or patents 

describing their control technology. However the 

analysis of the various video clips on internet showed 

that ReWalk has several gait patterns depending 

patient’s condition but it also seems not to change its 

walking speed and step size once the gait pattern is 

selected. I.H. Jang et al. [3] also have made wearable 

robotic orthosis ROBIN-P1 for assisting gait of SCI 

patients. ROBIN-P1 also memorize reference gait 

pattern in the form of lookup table and use the 

corresponding gait pattern to control motors according 

to user intention.  

It is not proper for those kinds of methods shown in 

the case of HAL, ReWalk, ROBIN-P1 to be used in 

dynamic environments of day life. Therefore this paper 

describes how to generate gait pattern from the several 

features and shows that we can change the gait pattern 

online with the several features. 

The rest of this paper is structured as follows. 

Section II defines features from normal gait pattern and 

describes the algorithm to generate gait pattern for our 

exoskeleton robot platform ROBIN-P1. Experimental 

results are provided in Section III, and finally, Section 

VI concludes the paper and suggests future research. 

II.DESCRIPTIN OF THE ALGORITHM FOR 
GENERATING GAIT PATTERN  

1. Definition of the feature for gait pattern 

Previous works for gait pattern say that normal 

people has a gait pattern like Fig.1. The (a) (b) and (c) 
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represent the range of Ankle, Hip and Knee motion 

respectively. We can find several peaks and both end 

points from the gait patterns. Meanwhile, if we can 

know those points, we may be able to recover whole 

gait pattern by connecting those points with spline 

method. Therefore we can select those points as the 

features for gait pattern. 

 

 
(a) 

 
(b) 

 
(c) 

Fig.1. (a) Ankle Range of Motion (b) Hip range of 
motion and (c) Knee range of motion 

2. Algorithm for generating gait pattern 

In order to get the crutch gait pattern of normal 

people, we have designed encoder system that is the 

exoskeleton type of dummy robot having encoders at 

hip and knee joint replacing DC motor of ROBIN-P1. 

The encoder system has same constraint as our platform 

ROBIN-P1.  

ROBIN-P1 actually has DC motors at hip and knee 

joints and each joint has full range of motion as shown 

in Table 1. 

Table 1. The range of motion at each joint for the 
ROBIN-P1 

Joint Range (degree) 

Hip -10 ~ 125 

Knee 0 ~ 115 

Ankle Fixed 

 

In order to generate a gait pattern for ROBIN-P1, we 

have edit normal people’s gait pattern being acquired 

using this encoder system. In previous case, we have to 

renew the whole gait pattern and restore that in a lookup 

table whenever the gait speed or step size changes. 

Therefore, ROBIN-P1 cannot change its gait pattern by 

online manner and then it is very difficult for robot to 

adapt itself in dynamic environment of day life. In order 

to solve this problem, we have developed new algorithm 

to generate gait pattern and this new algorithm use the 

features which is defined at previous chapter. 

Our new algorithm consists of totally 6 steps as 

follows: 

Step1: sample one period of gait pattern, heel strike 

to heel strike, from the encoder data on Fig.2.  

Fig.2. The raw data being acquired from the encoder 

system in the case of healthy person 

 

Step2: Make the time-axis of sampled gait pattern to 

normalize with the range of 0 to 100. 

 

Step3: Select peaks, both end points and points 

being changed rapidly on a gait pattern as the features. 

Fig.3. Feature extraction from hip and knee encoder 

data 

Step4: Repeat step1~3 and make an average of each 

feature point over the sets of feature point. 

 

Step5: Connect each averaged feature point by using 

spline method and prune graph out of joint movement 

range as shown in Fig.4 
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Fig.4. Gait pattern made by connection of feature 

points through cubic spline and correction 
 

 
Fig.5. The gait pattern can be divided two parts: 

operating area by human and that by robot. 
 

Fig.6. The DC motor input data at hip and knee joint for 
a stance and a swing phase respectively. 

 
From the assumption being described at introduction, 

one period of gait pattern has to be divided into two 

parts for controlling DC motor: Fig. 5 shows these two 

parts that are operating area by human and operating 

area by robot. The operating area by human indicates 

the area that users shift their weight and balance 

themselves for next step. The operating area by robot 

indicates the area that all motors at joints are actually 

operated. The first operating area by robot in Fig.5 

means the phase of stance for gait and the second 

operating area by robot means the phase of swing for 

gait. One leg is always at stance phase whenever the 

other is at swing phase, so the robot motions on these 

two phases occur at the same time for the different two 

legs alternately. Therefore we can capture these two 

phases of operating are by robot from a period of gait 

pattern and make them overlap as shown in Fig.6. 

Step6: Finally, Correct the gait pattern for use them 

as DC motor input values. In other words, we need to 

adjust the starting point of the stance and the end 

point of the swing at hip and knee joint respectively 

for recurring use.  
 

III. EXPERIMENTAL RESULTS 

The gait pattern was generated from only 8 features 

if we count both end points as one because both end 

points are same on Fig.5. And then the speed can be 

varied according to the desired time value being 

converted from the normalized time value.  

Fig.6 represents that it takes 4seconds in a 

swing/stance phase time while the step size is fixed at 

250mm. We have experimented with our exoskeleton 

platform ROBIN-P1 varying its swing/stance time from 

2seconds to 5seconds. We also changed the step size by 

varying the step size in angle domain that is defined as 

the difference between the starting angle of swing hip 

and the starting angle of stance hip on Fig.6. However 

there are more things we have to take into account 

because the peak angle values at hip and knee on swing 

phase may also have some correlation with the step size. 

In our experiments, ROBIN-P1 did not show natural 

gait pattern when we varied the step size in angle 

domain beyond 5 degree.  

Fig.7. Results of experiment assisting gait using 

ROBIN-P1 with a gait pattern which is generated 

through feature extraction. 
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VI. CONCLUSION 

We defined the feature in a gait pattern and 

described our algorithm to regenerate gait pattern using 

several features in Section II. Our experimental results 

in Section III also showed that it is possible for the 

ROBIN-P1 to walk not by lookup table type of control 

data but by a gait pattern being generated from several 

features in real time. This means that it is possible to 

change the gait parameters (speed, step size) in online 

manner. However, we find it necessary to analyze the 

correlation the features and the step size in order not to 

lose natural of original reference gait pattern. What gait 

pattern do we select as a reference gait pattern? These 

are for our future work. 
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Abstract: In this paper, we design a personal support system in telephone correspondence using smart phone.
This system consists of a phone-monitor tool that checks the use state of the smart phone, and a personal support
tool that gives the user advice on the personal computer. The phone-monitor tool recognizes and manages the
state of the smart phone, including outgoing and incoming calls, and sends information via wireless communi-
cations to the personal support tool. These tools can select the suitable type of wireless communication (Wi-Fi
or Bluetooth), depending on the situation. Our system determines the user’s state by using the sensor system
on a smart phone and achieves secretarial personal support, including advice on the response confirmation, for
telephone correspondence using smart phone.
Keywords: Smart Phone, Personal Support System, Telephone Correspondence, Bluetooth

1 INTRODUCTION
Recently, many multifunctional cellular phone terminals,
such as the smart phone (e.g., Android cellular phone and
iPhone), have been developed as a result of the evolution
of the computer, network infrastructure, and lightweight
technology of the battery; thus, the number of users is
rapidly increasing [7]. Many use the smart phone as a
daily support tool by taking advantage of various services
(e.g., downloading free or paid applications), in addition to
talking on the telephone through the Internet connection.
However, these applications are limited to the functions
of one smart phone, and few applications cooperate with
other terminals (e.g., smart phones or laptop computers).
Those that do exist temporarily enable intelligence shar-
ing through a connection between the smart phone and the
computer terminal, using the USB. Additionally, general
research on user support intended for the cellular phone
specializes in the function of the portable terminal that can
connect with the Internet [1, 2, 4, 5]. In such studies, when
the portable terminal is used by the office and the home in
a private network, an external server machine is needed
[2, 5].

Considering this background, we have designed a sys-
tem for wide user support by enabling cooperation be-
tween a smart phone and other computer terminals (e.g.,
the laptop personal computer that the user carries, and
desktop personal computers that the user uses in the home
or the office). This system automatically selects the com-
munication facility that is appropriate for the situation
when cooperating with the various communication facil-
ities of a smart phone (e.g., wireless LAN, Bluetooth, and
3G), and dynamically monitors the use state of the smart
phone. By using these functions, we have designed a sys-
tem to enable casual support without disturbing the use of
the smart phone. For example, we achieve a secretarial
personal support system that manages the sending and re-
ceiving of calls on a smart phone (Android phone).

Our design enables user support by cooperation be-
tween a smart phone and other computer terminals (e.g.,
laptop personal computer and desktop personal computer).
Cooperation includes dynamically gathering information
on a smart phone and transmitting the information to a
computer terminal, depending on the situation. The tele-
phone call situation and sensor information can be col-
lected from the smart phone. This system recognizes the
user’s situation and the state of the smart phone from ob-
tained sensor information, and decides the content that
should support the user.

Our support system dynamically manages outgoing and
incoming calls on a smart phone, and enables management
by wireless communications on a specific desktop or lap-
top personal computer. Thus, this system achieves user
support for the response confirmation through the tele-
phone correspondence in a smart phone.

2 PERFORMANCE OF THE SMART
PHONE

In our study, we use HTC Desire SoftBank X06HT as a
smart phone (Android phone). The smart phone is similar
to a small laptop personal computer. However, a smart
phone has a telephone call function, and it is easy to carry
because it is small and light. Its display is rather small, and
it does not have a keyboard. Moreover, the development of
an Android smart phone is comparatively easy because the
development language basically conforms to Java in the
Android application. In our research, we regard a smart
phone as a general portable computer terminal that has a
telephone call function, and enable cooperation with the
various personal computer terminals that the user uses.

2.1 Communication Facility of the Smart Phone

Three kinds of communication facilities can be used with
the smart phone. The wireless LAN is a wireless commu-
nications function that can communicated at a maximum
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speed of 54Mbps, which the computer terminal uses. Its
use requires a connection to a wireless LAN router. Blue-
tooth is a wireless communications function that connects
to a computer terminal by a PtoP connection and can com-
municate at a maximum speed of 2.1Mbps. Connection
requires paired setting with a connected terminal (only
once).3G high speed is basically a communication facility
intended for the cellular phone, and the wireless commu-
nications function can communicate at a speed of 7.2Mbps
or less. Its use requires a contract with the communication
enterprise, and the cost corresponds to the wire traffic.

The use of a wireless LAN is considered suitable, con-
sidering the transmission rate and the cost, based on the
performance comparison above. However, the use of a
wireless LAN is difficult because the connected access
point changes when the smart phone is used at many bases.

2.2 API for Telephone Use

By using API [8], the Android application can call another
phone and recognize the use state of its own phone. Addi-
tionally, API (android.telephony.TelephonyManager) dy-
namically identifies calling and receiving, and the follow-
ing information can be collected.

• Ringing State (CALL STATE RINGING):

The ringing state is the state by which a telephone call
is received. The calling person’s telephone number
can be identified.

• Off-hook State (CALL STATE OFFHOOK):

When the telephone receiver is raised in response to
a received call, the ringing state changes to the off-
hook state. It can be assumed that the smart phone is
calling another phone when the idle state changes to
the off-hook state.

• Idle State (CALL STATE IDLE)：

A change from the ringing state to the idle state of
the standby mode means no response to a call. A
change from the off-hook state to the idle state means
the telephone call ended.

The API is a function basically intended for receiving;
when sending, not much information can be obtained. The
obtained information involves calling and ending only,
and the telephone number and whether it was possible
to talk over the telephone cannot be confirmed. There-
fore, it is necessary to acquire information about the call-
ing telephone number and the calling person’s response
after the end of telephone call by using the API (an-
droid.provider.CallLog.Calls) to acquire the vita informa-
tion prepared for the Android phone.

2.3 Sensor System and API of the Android Phone

The Android phone has a variety of sensor systems (e.g.,
acceleration sensor, brightness sensor, and temperature

Smart Phone

User Support
Interface

Advice
Display

Situation
Recognition

Wireless
Communication

Sensor
Monitor

Telephone Call
Management

Event
Recognition

Wireless
LAN

Bluetooth

Wireless
Communication

ＤＢ

Figure 1: System configuration

sensor), besides the GPS function. Each sensor can con-
firm a change of sensor value by using the sensor manager
API (android.hardware.SensorManager). For example, the
acceleration sensor can measure acceleration in three di-
rections (X axis, Y axis, and Z axis).

When a user is carrying an Android phone, the user’s
behavior can be detected with the use of the acceler-
ation information [1, 3]. Moreover, a brightness sen-
sor can detect whether the smart phone is put away
in the bag at the office. Additionally, the API (an-
droid.media.AudioManager) of the phone’s manner mode
and silent mode sets and confirms it exists, too.

3 SYSTEM ARCHITECTURE
In our study, we have designed a system that enables user
support through cooperation between a smart phone (An-
droid phone) and computer terminals (e.g., laptop personal
computer and desktop personal computer). We achieve
user support as cooperation by dynamically gathering in-
formation on the smart phone and sending the informa-
tion to the computer terminal, depending on the situation.
Information collected on a smart phone includes the tele-
phone call situation and sensor information described in
the preceding section 2. This system decides what con-
tent should be supported by recognizing the user’s situa-
tion and the state of the smart phone, based on the sensor
information.

The system configuration is depicted in Fig. 1. The
smart phone consists of four modules that monitor the state
of the phone. The user-support interface consists of three
modules that support the user with a GUI that displays ad-
vice.

In the smart phone, each module monitors the telephone
call situation and the sensor situation. When a change is
recognized, information is sent to the event recognition
module. This module requests the transmission of infor-
mation from the wireless communications module when
it judges that the recognized change should be transmit-
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ted to the user-support interface. The wireless communi-
cations module sends information to and receives infor-
mation from the personal computer that is operating the
user-support interface by wireless LAN or Bluetooth.

In the user-support interface of the personal computer,
when event information is received through the wireless
communications module, the situation recognition module
recognizes a change in the situation. When it is judged
that the change requires user support, information is trans-
mitted to the display module, and advice is displayed on
the GUI.

3.1 Information Sharing by Wireless Communica-
tions

Communication between a smart phone and a personal
computer is executed by the correspondence procedures
of wireless LAN and Bluetooth. To give priority to the use
of wireless LAN for the reasons described in section 2, we
have established the following correspondence procedure.

• Step 0: Wait until entering the range of communica-
tion by Bluetooth.

• Step 1: To Step 2 if both terminals can use wireless
LAN and to Step 5 if otherwise.

• Step 2: Share IP address with wireless LAN accord-
ing to Bluetooth communication.

• Step 3: Send and receive information by wireless
LAN.

• Step 4: Repeat Step 3 as long as it is in the range of
Bluetooth communication.

• Step 5: Send and receive information by Bluetooth.

In a range where Bluetooth can be used for communi-
cation, this system usually uses wireless LAN; Bluetooth
communication is used only when wireless LAN is not
possible.

4 SYSTEM IMPLEMENTATION
In order to achieve the system depicted in Fig. 1, we
implemented each module on the smart phone (Android
phone) and a personal computer. Each module in the An-
droid phone can be implemented using Android SDK [8]
via a computer terminal. Since the programming language
is basically similar to Java, we used Java language for the
implementation of all modules.

4.1 Monitor Tool on the Android Phone

The content of the processing of the modules in the moni-
tor tool on the Android phone is as follows.

The telephone call management module dynamically
monitors the telephone call situation of the smart phone
using the function of the Android telephone API described

in section 2.2. When a change in the situation is recog-
nized, this module sends information to the event recog-
nition module with additional information (e.g., telephone
number). Moreover, this module can call the other phone
using the given number.

The sensor monitor module dynamically monitors infor-
mation, such as the acceleration sensors using the function
of the Android sensor API described in section 2.3. The
user’s state can be recognized from the information of each
sensor by registering the user’s behavior beforehand with
the SVM [3]. When a change is recognized in the regis-
tered state of behavior, this module sends the information
to the event recognition module. This module monitors
mainly the acceleration sensor and the brightness sensor,
as well as the state of the smart phone’s speaker (e.g., man-
ner mode and silent mode).

The event recognition module recognizes information
from the telephone call management module and the sen-
sor monitor module as an event, and sends information to
the user-support interface, according to the content of the
event, through the wireless communications module. This
module recognizes the state by which the smart phone re-
ceives or sends calls as the main event, and sends the state
of the user and the cellular phone as additional informa-
tion.

The wireless communications module sends to and re-
ceives from the personal computer according to the pro-
cedure of section 3.1. This module regularly confirms the
range of Bluetooth communication and confirms whether
the personal computer with which the user-support inter-
face is operating is in useful range. When it is outside the
effective range, this module postpones the transmission of
information until entering a useful range.

4.2 User Support Interface on a Personal Computer

The processing content of the modules in the user-support
interface on the personal computer is as follows.

The wireless communications module for the personal
computer sends to and receives from the Android phone
according to the procedure described in section 3.1.

The situation recognition module recognizes the receiv-
ing and sending situation of the phone through the wireless
communications module, and records this information in
the data base (DB). Next, this module transmits advice to
the user by collating new information with the vita infor-
mation in the DB and sends the advice to the display mod-
ule. For example, a smart phone receives a call; the smart
phone is in manner mode, and the brightness of the smart
phone is low (e.g., put away in the bag). This module con-
siders the possibility that the user does not notice the call
and sends advice (an alert) on the user-support interface.

The advice display module displays the advice informa-
tion received from the situation recognition module on the
user-support interface. Several display methods of advice
exist. For example, this module generates a new supple-
mentary window and displays important advice in large
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Figure 2: An alert display that presents a strong warning
that the user is receiving a call

characters.
With these modules, the user can dynamically confirm

the receipt of a call even when the phone’s sound is off and
the phone is in a bag. Moreover, the user can confirm the
history of the smart phone while the user is moving, after
the user arrives at the office or arrives home.

5 SYSTEM EXECUTION
When the user arrives at the office, it is possible to connect
the monitor tool on a smart phone with the user-support
interface on the office personal computer. As a precon-
dition, the smart phone is assumed to connect with the
Wi-Fi router in the office and to acquire the IP address.
First, the monitor tool on the smart phone connects to
the user-support interface on the personal computer using
Bluetooth communication. The tool sends the IP address
of Wi-Fi of the smart phone to the user-support interface,
and the interface sends the IP address of the personal com-
puter (private IP address in the office) to the tool. Next,
the smart phone’s monitor tool tries the socket connection
to the IP address of the personal computer that receives it.
If successful, information is sent and received via Wi-Fi
communication. If not, Bluetooth communication is used.
Supplementary communication is executed by automati-
cally using Bluetooth when the communication fails with
Wi-Fi use. In addition, the monitor tool accumulates in-
formation and, after reconnection, retransmits the accu-
mulated data when the Bluetooth communication fails.

5.1 Processing When Receives a Call

When a smart phone receives a call with the phone put
away in a bag while the user is working in the office, the
warning advice (Fig. 2) is displayed on the user-support
interface. Figure 2 is an alert display with a strong warn-
ing that the user is receiving a call. This alert display as-
sumes that the user does not notice the call because the
smart phone is in manner mode or silent mode. When the
smart phone is placed on a desk or the ring tone is the pro-
nounced normal mode, the vita information is displayed
on the GUI.

6 CONCLUSIONS
We designed a personal support system in telephone cor-
respondence using smart phone. This system consists of
a phone-monitor tool that checks the use state on a smart
phone, and a personal support tool that gives the user ad-
vice on the personal computer. The phone-monitor tool
recognizes and manages the state of the smart phone, in-
cluding outgoing and incoming calls, via the smart phone,
and sends information via wireless communications for
the personal support tool, which is operating on a desk-
top or a laptop personal computer. These tools can select
the suitable type of wireless communication, depending
on the situation. Our system determines the user’s state
using the smart phone’s sensor system and achieves sec-
retarial user support, including the advice of the response
confirmation for telephone correspondence by cooperation
between these two tools.
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Abstract 
 

The percentage of older population is growing quickly, 
especially in developed countries, where the retired elders 
have to be paid by the expense of people who are working, 
often remaining, however, the most experienced, 
knowledgeable, and skilful part of the society, also 
accumulating considerable material wealth. Elders also have 
specific requirements to be satisfied to ensure their 
prolonged decent and independent life. The paper considers 
the use of an advanced distributed knowledge processing 
and control technology capable of solving broad and 
complex tasks in modern societies, including continuing 
involvement of elders in their development.  

The approach integrates distributed physical and 
networked virtual worlds, which can cover from smart home 
to smart city to smart nation, being coordinated and 
processed altogether by a powerful spatial engine capable of 
solving any knowledge processing, control, and 
coordination tasks in parallel and distributed manner. The 
key element of the approach, Distributed Scenario 
Language, is briefed, along with practical examples of 
elderly population support in it. Having been prototyped in 
different countries and tested on various network-related 
problems, the technology can be easily put on any software 
or hardware platform, with massive cooperative use in 
mobile phones and mobile robots. 
 

Keywords: Ageing population, decent life, elderly support, 
knowledge processing, distributed scenario language, 
mobile phones, mobile robots. 

1   Introduction 

The world is facing a rapid growth of elderly population, 
which causes serious social and economic problems. To 
satisfy specific needs and ensure prolonged decent and 
independent life of elders, advanced information and 
networking technologies are considered at the forefront of 
possible solutions.  

European Union (EU) has created a special Ambient 
Assisted Living (AAL) Joint Program and initiated a 
number of big research projects to tackle such problems, 
with considerable funds being invested [1, 2, 3]. EU made 
thorough analyses of the potential for developing 
Information and Communication Technologies (ICT) for the 
elderly and summarized them: 
• Europeans over 65 possess wealth and revenues of over 

3000 Billion € (Euro). 

• The market for smart home applications (age-related 
assistance in shopping, dressing, moving 
independently) will triple between 2005 and 2020, 
from 13 million people up to 37 million. 

• 68 million people in 2005 had several forms of age-
related impairment. This will grow to 84 million in 
2020. 

• Early patient discharge from hospital due to the 
introduction of mobile health monitoring would save 
€ 1.5 billion per year in Germany alone. 

• EU research projects have developed technologies 
for personalized route guidance; home care and 
remote health monitoring and advice; intelligent 
alarms; natural interfaces for accessible ICT. 

A related project in Japan [4, 5, 6] addresses 
technological aspects of the AAL and employs 
innovative methods and facilities for ambient 
information control based on attaching spatial 
connotation to surfaces that surround elderly people. In 
this way, semantic surfaces for direct ambient 
interactions can be created and invisible intuitive support 
to the elders can be provided.   

Semantic surfaces could make a difference in the 
lifestyle of the aging population and ensure the much 
needed self-confidence and dignity of the elders, also 
continue keeping them as an integral and productive part 
of the society. These works are also in line with known 
broader concepts of seamless interfaces “between people, 
bits and atoms” [7]. 

The current work represents a further development of 
these and related projects in Europe and Japan towards 
practical implementation in distributed networked 
environments. The approach offered allows us to solve 
various non-local problems for the elderly support, 
especially those in need of involvement and joint use of 
distributed resources (manned as well as unmanned) and 
smart networking in dynamic situations. The paper also 
inherits the semantic web concept [8], offering for the 
latter its possible solution for a specific domain. 

2   Using Spatial Grasp Technology 

The developed Spatial Grasp Technology [9, 10, 11] 
has been successfully prototyped in different countries 
and studied for most diverse networked applications – 
from classical graph and network problems to distributed 
knowledge bases to intelligent network management to 
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distributed interactive simulation of dynamic systems to 
road traffic management to collective robotics to security 
and defense [12-34]. Many of these applications (if not all) 
can be useful in some or other form for the alleviation of 
demographic problems linked with ageing population.  

For the current application, the semantic surfaces, 
assisting the elderly, can be represented altogether within a 
heterogeneous semantic network describing the whole 
domain in an integral form, with certain nodes having 
double digital-physical representation. This network can be 
arbitrarily and seamlessly distributed throughout any 
territory (including smart home, smart city, “smart” country, 
or even worldwide) using computers or other commonly 
used electronic devices (like mobile phones, smart sensors, 
or mobile robots).  

High-level operational scenarios in a special Distributed 
Scenario Language (DSL) can start from any point (node), 
runtime covering this semantic world (with it, the physical 
one too) in a spatial pattern-matching mode, bringing 
operations to data, data to operations, and control to both, 
organizing overall goal-driven behavior in the way required.  

Complex network-related problems can be expressed in 
DSL in a compact and simple form (often up to a hundred 
times shorter and proportionally simpler than, say, in Java). 
And the language interpretation can be organized in a 
parallel and fully distributed mode, without central 
resources, thus increasing robustness of the whole system 
and capability of self-recovery from damages.  

The use of SGT can be purely user-centric, when the 
injected system scenario serves exclusive interests of a 
single person (possibly, subsequently involving other people 
and distributed resources for this). It is also possible to 
create any active distributed system and organize collective 
behavior of many individuals in it (humans or robots) 
pursuing together a common goal, with global control of 
this distributed activity.  

SGT also directly works within the same formalism with 
distributed physical world, or any combination of the 
semantic (virtual, digital) and physical worlds, with 
(parallel) operations in the former capable of guiding the 
ones in the latter in a look-ahead distributed simulation 
manner. 

3   The Distributed Scenario Language (DSL) 

DSL is quite different from traditional programming 
languages. Rather than describing data processing in a 
computer memory, as usual, it allows us to directly move 
through, observe, and make any actions in fully distributed 
environments (whether physical or virtual), seeing and 
treating them as an organized whole rather than collection of 
parts. DSL operates with: 
• Virtual World (VW), which is finite and discrete, 

consisting of nodes and semantic links between them.  
• Physical World (PW), an infinite and continuous, where 

each point can be identified with physical coordinates 
(with a certain precision).  

• Virtual-Physical World (VPW), being finite and 
discrete similar to VW, but associating some or all 
virtual nodes with PW coordinates.  

DSL also has the following features: 
• A scenario expressed in it develops as a transition 

between sets of progress points (or props) in the form 
of parallel waves. 

• Starting from a prop, an action may result in one or 
more new props.  

• Each prop has a resulting value (which can be 
multiple) and resulting state, being one of the four: 
thru (full success allowing us to proceed further 
from this point), done (success with termination of 
the activity in this point), fail (regular failure with 
local termination), and abort (emergency failure, 
terminating the whole distributed process, associated 
with other points too). 

• Different actions may evolve independently or 
interdependently from the same prop, contributing to 
(and forming altogether) the resultant set of props.  

• Actions may also spatially succeed each other, with 
new ones applied in parallel from props reached by 
the preceding actions. 

• Elementary operations can directly use local or 
remote values of props obtained from other actions 
(the whole scenarios including), resulting in value(s) 
of prop(s) produced by these operations.  

• These resultant values can be used as operands by 
other operations in an expression or by the next 
operations in a sequence (the latter can be multiple, 
if processes split). These values can also be directly 
assigned to local or remote variables (for the latter 
case, an access to these variables may invoke 
scenarios of any complexity). 

• Any prop can associate with a node in VW or a 
position in PW, or both (when dealing with VPW); it 
can also refer to both worlds separately and 
independently.  

• Any number of props can be simultaneously 
associated with the same points of the worlds 
(physical, virtual, or combined). 

• Staying with the world points, it is possible to 
directly access and update local data in them. 

• Moving in physical, virtual or combined worlds, 
with their possible modification or even creation 
from scratch, are as routine operations as, say, 
arithmetic, logical, or control flow of traditional 
programming languages. 

• DSL can also be used as a universal programming 
language (similar to C, Java or FORTRAN), thus 
serving as a single language for expressing 
knowledge processing, intelligent communication 
protocols, and overall control in distributed systems.  

DSL has recursive syntax, represented on top level as 
follows (programs called grasps, reflecting their main 
semantics as gasping and integrating distributed 
resources into goal-driven systems). 

grasp       phenomenon |  rule ( { grasp , }) 
phenomenon     constant  | variable |  special 
constant            information | matter | combined  
variable            heritable |  frontal | environmental |  

      nodal 
rule              movement | creation | elimination |  

      echoing |  fusion | verification |     
      assignment | advancing |       
      branching | transference |   
      timing  | granting 

The basic construct, rule, can represent any definition, 
action or decision, for example:  
• elementary arithmetic, string or logic operation; 
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• hop in a physical, virtual, or combined space; 
• hierarchical fusion and return of (remote) data; 
• distributed control, both sequential and parallel; 
• a variety of special contexts for navigation in space, 

influencing operations and decisions;  
• type or sense of a value, or its chosen usage, guiding 

automatic interpretation. 
There are different types of variables in DSL: 
• Heritable variables – these are starting in a prop and 

serving all subsequent props, which can share them in 
both read & write operations. 

• Frontal variables – are an individual and exclusive 
prop’s property (not shared with other props), being 
transferred between the consecutive props, and 
replicated if from a single prop a number of props 
emerge.  

• Environmental variables – are accessing different 
elements of physical and virtual words when navigating 
them, also a variety of parameters of the internal world 
of DSL interpreter. 

• Nodal variables – allow us to attach an individual 
temporary property to VW and VPW nodes, accessed 
and shared by props associated with these nodes.  

These variables, especially when used together, allow us 
to create efficient spatial algorithms not associated with 
particular processing resources, working in between 
components of distributed systems rather than in them. 
These algorithms can also freely move in distributed 
processing environment (partially or as a whole), always 
preserving integrity and overall control.  

DSL also permits the use of traditional operational 
symbols and delimiters, to simplify and shorten programs, if 
this proves useful. 

4   Exemplary Solutions in DSL  

We will consider here some elementary solutions in DSL 
for the support of elderly population, which show 
compactness and simplicity of the higher-level code. All 
these can work in fully distributed environments, with 
casual channels and casual computing devices appeared 
available in different places and time (like individually kept 
by elderly persons, embedded in wheelchairs, mobile robots, 
smart sensors, or accessed via the internet).  

4.1   Assisted Search for Forgotten or Lost Things  

The part of a semantic network, oriented on guiding the 
search for regularly used items (like door keys, glasses, or 
wallet, for example), setting up an optimized movement 
between places in the house where such things may happen 
to be, is shown in Fig. 1. Different DSL solutions based on 
this network (from purely manual to fully robotic) may be 
as follows. 

Assisted manual solution: advised manual movement and 
manual items recognition. The elderly person, informing the 
system about her current location by a physical contact with 
the semantic surfaces, is then advised to go to the nearest 
location where the item of interest can be found. This is 
followed by a further stepwise guidance to move to other 
such places via the optimum path between them (fixed in 
advance by the semantic network of Fig. 1), unless the item 
is found, about which the person informs the system. The 
DSL solution may be as follows: 

Shopping 
Bag

Kitchen 
Desk

DustbinLiving 
Room 
Table

Casual Places
Current 
Position

next 

x1y1 x2y2

x3y3
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starting 
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Bathroom 
Cloak 
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next 

include include 

include 
include 

located 

Figure 1. Networked search for a lost item. 
 

   heritable (Initial) = WHERE; 
   minimum destination ( 
    hop (direct, Casual Places);  
    hop (include, all);  
    distance (hop (located), Initial));  
   repeat ( 
    output (‘go to’, NAME, ‘try finding’);  
    if (input == ‘ok’, done);  
    hop (first come, + next)) 

Assisted automated wheelchair movement with manual 
items recognition. This case differs from the previous 
one in that the movement between Casual Places of Fig. 
1 is performed automatically by a robotized wheelchair 
using given physical coordinates of the places, with 
visual search and recognition of the item by the elderly 
person herself. The latter terminating the automated 
movement if she finds the item. The DSL solution: 

   heritable (Initial) = WHERE; 
   minimum destination ( 
    hop (direct, Casual Places);  
    hop (include, all);  
    distance (hop (located), Initial));  
   repeat (WHERE = hop (located);     
    output (‘try finding’);  
    if (input == ‘ok’, done);  
    hop (first come, + next)) 

Fully robotic solution: automatic movement and image 
recognition. This may all be accomplished by an 
intelligent robot, if employed in the house. It receives the 
name of the item to be found (supposedly having video 
camera and automatic items recognition software, as well 
as matching templates for different items), and starts 
from the nearest Casual Place to its current physical 
position. In DSL this may be as: 

   heritable (Initial = WHERE;  
              Item = door keys); 
   minimum destination ( 
    hop (direct, Casual Places);  
    hop (include, all);  
    distance (hop (located), Initial));  
   repeat (WHERE = hop (located);  
    if (discover (Item), done);  
    hop (first come, + next)) 

In a similar way, more complex cases of navigation 
and movement throughout distributed territory by 
“dismounted” (albeit computer-assisted) individuals or 
with the help of robotic wheelchairs (and in the ultimate 
case—by single or multiple robots) can be organized in 
DSL with distributed maps coded as semantic networks, 
as, for example, in [33]. 
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4.2   Finding Shortest Paths  

The shortest path found to a certain destination may be a 
good guide to move through a building, region, or city, say, 
between nodes a and e as in the following DSL scenario 
(corresponding to Fig. 2). It is being found by navigating the 
network of weighed links in parallel and fully distributed 
mode, without any central resources, where the digital 
networked map can be arbitrarily distributed between any 
electronic devices having processing capabilities.  

   frontal (Remoteness, Path); 
   sequence ( 
    (hop (direct, a); Distance = 0;  
     repeat (hop (all links);  

     Remoteness += LINK;  
     or (Distance == nil,  
         Distance > Remoteness);  

       Distance = Remoteness;  
       Predecessor = BACK)), 
    (hop (direct, e);  
     repeat (Path = NAME & Path;   
      hop(Predecessor)); 

   output (Path))) 

The result gradually accumulated and returned to node a 
will be (a, b, d, e). 

Shortest path found

Wave1

Wave2

Wave3

Start 1

a f

e

d

c

b

1

1

4

3

2

1

2

24

Start 2
a, b, d, e

 
Figure 2. Finding shortest path between nodes a and e.  

Many important problems of optimization and control can 
be expressed as finding shortest paths in distributed spaces. 
The solution shown (already tested on different distributed 
network applications) may also be useful for tasks related to 
the elderly and handicapped, like, for example, finding ways 
to shops, hospitals, friends, even their own homes (in case 
of being lost in a forgotten place). This may be possible in 
full, however, if advanced integration between distributed 
physical and virtual worlds exists in the society, which may 
be achieved with the technology discussed. 

4.3 Tracking Physical Movement of Individuals by 
Mobile Intelligence 

As in recent known cases in Japan, the elderly people and 
traces of them can be lost in the society. The DSL scenario 
in this section shows how whereabouts of the elderly can be 
regularly checked and traced by a mobile spatial intelligence 
propagating in a virtual world while following the 
movements in physical world, as in Fig. 3.  

Current positions of certain individuals can be fixed by 
their physical contacts with semantic surfaces or by 
networked video cameras (to which key pictures of the 
persons can be delivered by mobile intelligence 
accompanying them, for automatic recognition). The 
tracking intelligence can analyze and accumulate behavior 
of the moving person, demand checking her current physical 
condition (e.g. heartbeat, blood pressure, body temperature, 
etc.). It can also alarm the nearest medical facilities in case 

of irregular situations. Many moving persons can be 
simultaneously and individually checked and nursed by 
the DSL scenario shown below. 
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Place 6Place 13
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Figure 3. Networked tracking of individuals. 

  frontal (ID = individual; History); 
  repeat (loop ( 
    belong (ID, hop (registered, all));  
    update (History, check condition);  
    if (problems (History),  
      alarm (nearest medical staff)); 
    delay (delay));  
   hop (surface link, all);  
   belong (ID, hop (registered, all))) 

4.4  Collective Evacuation from a Disaster Zone 

In case of major disasters (earthquakes, hurricanes, 
flooding, landslides, forest fires, etc.) the elderly and 
handicapped may appear to be the least protected and 
most vulnerable ones, thus needing particular help, 
possibly, even to survive. A related DSL scenario may be 
activated by any person caught in such an event, or by a 
special emergency organization setting up coordinated 
massive evacuation from the disaster zone, regularly 
issuing instructions to individuals (say, via mobile 
phones, hopefully still working) on where and how to 
move.  

A chained collective movement in this respect through 
a safe narrow passage in the disaster zone is shown by 
the program below and in Fig. 4, where individuals move 
in a coordinated (with each other and with the waypoints 
supplied externally) way. Only the first individual in this 
emergency chain is a pure leader (directly following the 
waypoints), and the last one is a pure follower, while the 
others combine both functionalities (thus moving right 
after the previous person, and being directly followed by 
the same next person).   

cycle (if (exist (unmarked individuals),  
    (N += 1; assign (next individual,   
                create (node (N)))); 

   (NAME == 1; Waypoints= (w1, w2, w3, …); 
   loop (output (‘move to’,  
     withdraw (Waypoints, 1));  
    wait (input == ‘ok’))),    

   (NAME != 1; sling ( 
    Leader coordinates =  
     (hop (direct, NAME - 1); WHERE);  
    output (‘move by’, direction   
     (WHERE, Leader coordinates))))  
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Figure 4.  Chained evacuation from a disaster zone. 

4.5   Using Service Robots 

This example shows how home cleaning robots (on a 
demand of an elderly person) can process the area needed. 
Let us consider DSL scenarios for a single cleaning robot, 
and also for their swarm operating in parallel. 

Sequential cleaning. The sequential coverage of a 
territory (assumed here to be rectangular, for simplicity) by 
a single robot can be organized in a variety of ways, 
including the one with minimum waypoints to pass, in a 
zigzag fashion, as shown in Fig. 5. For this latter option, the 
DSL program may be as simple as follows (the movement 
between adjacent waypoints is supposed to be accompanied 
by the cleaning process). 

X1 X2

Y1

Y2

DY

Start

Finish

 
Figure 5.  Sequential cleaning by a single robot. 

 X1 =…; X2 =…; Y = Y1 =…; Y2 =…; DY =…; 
 loop (move_clean (X1, Y); (Y += DY) < Y2;  
       move_clean (X2, Y); (Y += DY) < Y2) 

Parallel cleaning. Parallel cleaning of a territory 
(assumed here to be of arbitrary shape) by a cooperative 
robotic swarm can also be organized in different ways, for 
example, randomly, as in Fig. 6. For this, each cleaning 
device finds its next possible position independently by a 
random choice, checking if the new destination is not 
occupied by other robot to avoid collision, and also has not 
been visited (cleaned) before (using visual sensors).  

Such parallel random navigation may have advantages 
before any predetermined search as can eventually cover the 
whole area with at least a single robot operable. Such a 
search, where physical processes start from a number of 
initial points (named c1 to c5), which can be chosen 
randomly too, and keep a threshold distance from each other, 
may be expressed by this program: 

move (c1, c2, c3, c4, c5);  
Range = range;  
Polygon = (x1y1, x2y2, x3y3, x4y4,  
   x5y5, x6y6); D = shift; 
loop (New = WHERE +  
       twice (random (-D, D)); 

   inside (New, Polygon); 
   and (empty (hop (New, Range)),  
        non cleaned (New), 
        move_check_clean (New))) 
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Figure 6.  Parallel random cleaning by a robotic swarm. 

Many such scenarios, due to high level and simplicity 
of DSL, may be created by the users (elders) themselves, 
or may just be activated by names, being prepared in 
advance and regularly updated by special social services, 
as a library of recommended reactions on different 
events (accessible from laptops or mobile phones).  

5   Conclusions 

The described approach, effectively integrating 
physical and virtual worlds, with individuals comfortably 
living in both under the guidance of a powerful spatial 
engine, can allow us to effectively formulate and solve 
complex non-local problems in human societies, 
demographic ones including. 

High level but fully formal societal scenarios in DSL 
may contain a good deal of flexibility for their 
implementation: a) by younger people, who may be 
following them creatively, as general recommendations; 
b) by elders, with possibly weakened decision-making, to 
follow them closely, and if needed, directly; and c) by 
mobile robots and their swarms—just executing them 
strictly as formal programs.  

The scenarios may provide any combination of and 
shifts between these options, with unified goal-driven 
control allowing for gradual transition to fully unmanned 
systems effectively solving urgent problems, including 
special support of elderly and handicapped people and 
their further active engagement for the benefit of the 
whole society.  

The approach offered can be easily implemented on 
any platform, say, as a special intelligent module in 
laptops, mobile phones (the number of which is 
approaching 3bn worldwide), smart sensors or mobile 
robots, and this work can be effectively carried out by 
both professionals and university students (as for the 
previous versions of the technology [10, 11]).  
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Abstract: We develop a rehabilitation support system that assists the exercise training to reduce the physical load of 

therapists.  In this study, we propose a muscle fatigue evaluation method to decide appropriate momentum for patients. 

Lots of studies of the muscle fatigue by EMG have been reported.  However, muscle fatigue evaluation by EMG has 

disadvantages of complexity of preparation and gives patients mental stress.  To solve this problem, in this study, we 

propose the muscle fatigue evaluation by the accuracy of muscle power.  We verify proposed method on 

abduction/adduction of shoulders.  We investigate how the accuracy of the muscle power changes under 

abduction/adduction repeatedly maintaining constant power of tangential direction.  From the experimental results, we 

confirm correlation increase of amplitude of EMG and increase of power in direction of normal by power direction 

shift from tangential direction that is direction of target as the muscle fatigue increase. 

 

Keywords: Rehabilitation, Robotics, Shoulder, Muscle, Fatigue, Motor Unit 

 

 

I. INTRODUCTION 

Recent years, the load of therapists and caregivers 

increases with the declining birthrate and a growing 

proportion of elderly people of the society.  We aim to 

assist and reduce the load of the physical therapists who 

train rehabilitation, especially the exercise therapy 

training (maintenance and increase training for joint's 

range of motion, muscle-strengthening exercise, 

endurance training, and cooperated movement training, 

etc.), and then, we develop and the program of easy-to-

use robot arms which assists these training operation 

and evaluate them.  

We propose the muscle fatigue evaluation method 

to decide appropriate momentum for patients. Lots of 

studies of the muscle fatigue by EMG have been 

reported.  In the muscle fatigue evaluation by EMG, as 

the muscle fatigue increases, amplitude of EMG 

increases.  Generally speaking, it is said that is because 

of the increase of the amplitude by the collection of 

muscle fibers to keep its power, shifting from large and 

faster motor unit to a small and low one, and also 

shifting of the frequency element to the low-frequency 

area by the synchronizing ignition which ignites all 

motor units at the same time.   However, muscle 

fatigue evaluation by EMG has the disadvantage of 

complexity of preparation and making the patients 

mentally stressful.  To solve this problem, in this study, 

we propose the muscle fatigue evaluation by accuracy 

of muscle power.  We investigate correlation of the 

muscle fatigue evaluation by the EMG and accuracy of 

the muscle power, and propose muscle fatigue 

evaluation model. 

 

II. REHABILITATION SUPPORT SYSTEM 

As shown in Figure 1, robot arm with 7 degrees of 

freedom is used, and the force-torque sensor is installed 

in the tip of the arm.  We control the motion by 

operating robotic arm based on the information of 

power and the torque measured by the sensor. 

 

 

 

 

 

 

 

 

 

 

 

Fig.1. Rehabilitation Support System 

 

III. MUSCLE FARIGUE EVALUATION 

In this study, we propose the muscle fatigue 

evaluation based on the accuracy of the power.  We 
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verify the accuracy of the power according to the 

muscle fatigue from two viewpoints such as amount and 

the direction.  As shown in Fig.2, we divide the power 

in Fr of subject into normal direction element Fn and 

tangential direction element Ft centers on the shoulder 

joint, and evaluate them respectively.  As shown with 

Fg in Fig.2, it aims at the movement which only the 

value is specified only for a tangential direction works 

effectively.  We verify the accuracy of amount of 

power by the increase and the decrease of the difference 

from the targeted value |Fg-Ft|.  And about, we verify 

direction of power because of the increase and decrease 

of the normal direction element of power |Fn| by power 

direction shifted from tangential direction that is the 

direction of target.  We calculated BIN average of the 

measuring data every one degree in the movement angle 

and compared with the total values of every one round 

trip. 

 

 

 

 

 

 

 

 

Fig.2. Evaluation of Muscle Fatigue 

 

IV. EXPERIMENT 

4.1. Method 

The subjects are nine healthy persons.  We had 

them move their arms within the angle of 30 to 90°.  

Load was set to be 30% of maximum isometric 

contraction for three seconds in 60°.  We had them 

keep working until they become less than set amount 

with the constant movement angular speed (8deg/sec).  

To understand the muscle activity under the movement, 

we measured EMG of Deltoid (middle, anterior, 

posterior), Cowl muscle that relates to the abduction and 

Pectoral major muscle relates to the adduction.  

We had the subjects exercise to follow the targeted 

value of the power and the target orbit displayed in the 

monitor as much as possible. 

4.2. Result 

4.2.1. Change in Accuracy of Power of Each    

 Movement Frequency 

We show the normal direction element |Fn| of each 

movement frequency by abduction/adduction in Fig.3 

(a) and the difference of the targeted value of the 

tangential direction element |Fg-Ft| in Fig.3 (b) by 

average moving deviations of every round trip of five.  

We confirmed that the normal direction element |Fn| 

increased every time  the movement frequency was 

piled up. The similar tendency was not shown on the 

tangential direction element |Fg-Ft|. 

 

 

 

 

 

 

 

 

 

 

 

 

(a) Normal Direction Element |Fn| 

 

 

 

 

 

 

 

 

 

 

 

 

(b) Tangential Direction Element |Fg-Ft| 

Fig.3. Accuracy of Power of each Movement Frequency 

4.2.2. Amplitude of EMG of Each Movement    

  Frequency 

In Fig. 4(a), a relative value which was taking at 

the maximum isometric contraction of 100% in 6o° is 

shown.  As the movement frequency is piled up, we 

confirmed the increase in the level of each muscle 

activity level. 

We show the mean power frequency (MPF) of each 

movement in Fig.4 (b). We confirmed the muscle 
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fatigue from the increase of the amplitude of EMG and 

the shift of the frequency element to the low frequency 

region. 

 

 

 

 

 

 

 

 

 

 

 

 

(a) Amplitude 

 

 

 

 

 

 

 

 

 

 

 

 

(b) Mean Power Frequency 

Fig.4. EMG 

a: Deltoid Middle 

b: Deltoid Anterior 

c: Deltoid Posterior 

d: Cowl Muscle 

e: Pectoral Major Muscle 

4.2.3. Correlation of Amplitude of EMG and    

 Accuracy of Power 

We show the correlation for the amplitude of EMG 

in each muscle and normal direction element of power 

|Fn| in Fig.5.  The horizontal axis in the graph shows is 

the value in which measured amplitude of EMG 

assuming the first mean value of three round trips to be 

standard value of 0, and makes the last mean value of 

three round trips a relative value as 100.  The vertical 

axis in the graph shows the normal direction element of 

power in difference by the first mean value of three 

round trips.  As the amplitude of EMG increases, we 

confirmed the increase of the normal direction element 

of power |Fn|.  We show the correlation coefficient of 

the amplitude of EMG of each muscle and normal 

direction element of power in Table 1.  We confirmed 

that there was a strong correlation between muscle 

fatigue and the accuracy in direction of power. 

 

 

 

 

 

 

 

 

 

 

 

 

(a) Deltoid Middle 

 

 

 

 

 

 

 

 

 

 

 

 

(b) Deltoid Anterior 

 

 

 

 

 

 

 

 

 

 

 

 

(c) Deltoid Posterior 
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(d) Cowl Muscle 

 

 

 

 

 

 

 

 

 

 

 

 

(e) Pectoral Major Muscle 

Fig.4. Correlation of Amplitude of EMG and |Fn| 

 

Table 1 Correlation Coefficient 

 

Coefficient 

Correlation 

Deltoid Middle 0.964 

Deltoid Anterior 0.958 

Deltoid Posterior 0.971 

Cowl Muscle 0.950 

Pectoral Major Muscle 0.903 

 

V. CONSIDERATION 

We had subject isotonic movement under low load, 

and confirmed that the normal direction element of 

power increases by the decline of the accuracy in 

direction of power with increase of the muscle fatigue. 

Immediately after the movement begins, the power 

is maintained by the muscle which is comparatively 

small (ST-MU) because of the load was set low. When 

the tension of ST-MU decreases, the power is made up 

by restarting of stopping muscle that motor unit is 

comparatively large. It is thought that the control of 

power roughens, and the decrease of accuracy of power 

was caused by this. In addition, the smoothness of 

muscle contraction is ruined by the synchronization 

phenomena of motor unit that all motor units is 

mobilized, and it becomes an explosive activity style in 

the vicinity of the movement limit. Therefore, we think 

that accuracy of power decreased more  

 

VI. CONCLUSION 

In this study, we proposed muscle fatigue 

evaluation based on accuracy of power under a low load, 

and confirmed that there was a strong correlation in the 

relation between increase of normal direction element of 

power caused by the decrease of accuracy in direction 

of power and muscle fatigue. 

The comparative study of a load and the movement 

speed that differs and depends is necessary as future 

tasks. Moreover, we should consider the individual 

variation depends on the subjects by constructing the 

model type because there is a difference in the value of 

|Fn| when muscle fatigue reaches to the critical limit.  

Also, we should verify whether our proposal 

technique is useful for actual rehabilitation patients who 

are waiting for. 
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Abstract: Recently, surveillance cameras have been set up everywhere such as streets and public places in order
to detect anomalous situations. In the existing surveillance systems, since only a handful of surveillance agents
watch a lot of images from surveillance cameras, there may be some possibilities that they miss the important
scenes such as accidents or abnormal incidents. So, we propose a method of the sequential learning and
recognition of comprehensive behavioral patterns in the crowded places. Firstly, we extract the comprehensive
confluence from an input image using optical flows. Secondly, we extract the behavioral patterns based on
change-point detection of the confluence. Finally, we recognize the behavioral pattern by comparing the
previous behavioral pattern in the database with a newly observed one. We carried out experiments to verify
the effectiveness of our approach by placing a surveillance camera on our campus.

Keywords: Behavioral pattern recognition, Optical flow, Dynamic programming.

1 Introduction

Recently, surveillance cameras have been set up
everywhere such as streets and public places in or-
der to detect anomalous situations. In the existing
surveillance systems, since only a handful of surveil-
lance agents watch a lot of images from surveillance
cameras, there may be some possibilities that they
miss the important scenes such as accidents or abnor-
mal incidents. In order to solve this problem, there
have been the considerable researches on the system
which automatically recognizes human behavior in a
surveillance footage. It warns security guards when
it detects anomalous situations.
Several methods[1, 2, 3] for recognizing human be-
havior focus on a few people in a room, and it is diffi-
cult to apply the methods to more people in crowded
places.
The methods for recognizing crowd behavior using a
range scanner or a 3D point measurement device[4, 5]
have been proposed. These researches, they can
make confluence analysis of dense crowd possible.
However, it is not easy to apply these methods be-
cause most of the existing surveillance systems use
only a monocular surveillance camera.
So, we propose a method for detecting an anoma-
lous situation in crowded places using a monocular
surveillance camera.

2 Learning and Recognition of Com-
prehensive Behavioral Patterns

In this section, we describe a method for recogniz-
ing the behavioral patterns of people in such places
as multiple people keep moving. In the public places,
occlusion occurs frequently, hence it is difficult to

Figure 1: A mode values of optical flows and a di-
vided image into 20 × 20[pixels] segments. A mode
value was drawn on center of each segment.

keep track of people individually. Because there is
an enormous types of motions of people, it is not easy
to recognize every behavioral pattern. So, in order to
learn the comprehensive behavioral patterns of mul-
tiple people and to recognize them, we regard the
motions of people as one comprehensive confluence
based on the moving direction of people.

2.1 Extraction of Feature Vector of Con-
fluence

In this subsection, we explain a technique for ex-
tracting a feature vector of motions.
Firstly, to extract a feature vector of the motions,
we compute an optical flow of each pixel in an input
image. Secondly, a mode value vn = {du, dv}(n =
1, 2, ..., N) are computed by dividing an input image
into 20 × 20 [pixels] segments and in each segment,
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Figure 2: Example of change-point detection by de-
gree of congestion and confluence.

we compute a mode value of optical flows. Where
N is the number of segments. Fig.1 shows an exam-
ple of the mode values. Finally, a feature vector of
confluence Vt = {v1,v2, ...,vN} is created by raster-
scanning the mode value of the optical flows vn in
each segment.

2.2 Extraction of Behavioral Patterns

Generally, the following behavioral patterns are
observed in crowded places.

I. People appear in sight of a camera→ people go
out of sight of a camera

II. As shown Fig.2 (a) people walk on a pedestrian
crossing → (b) when they are walking, vehicles
go toward the people

III. As shown Fig.2 (c) people and vehicles go
straight → (d) they turn to the left

We regard the time when people appear in sight of
surveillance camera, the time when degree of con-
gestion changes (Fig. 2(b)) and the time when con-
fluence changes (Fig. 2(d)) as new behavioral pat-
tern starts and we called it division point. We set
the division points to the sequence of feature vec-
tors {...,V16,V17, ...,V21,V22, ...} to extract the be-
havioral patterns. We define the feature vectors of
confluence between division point as a behavioral
pattern. We describe it the extracted p-th behav-
ioral pattern Ip = {V p

1 ,V
p
2 , ...,V

p
Tp
}. Where Tp is

length of the sequence Ip. Fig.3 shows, an example
of Ip and Ip+1 extracted from a sequence of feature
vectors.

Figure 3: The behavioral pattern extraction by
checking the existence of motion.

2.2.1 Division Point Setting Method by
Checking Motion Existence

We regard the time when Vt = 0 were observed for
the fourth time in a row afterward Vt returned to
non 0 as division point for the start of the behavioral
pattern.

2.2.2 Division Point Setting Method by De-
tecting Congestion Changes

Firstly, we calculate the number of the non 0 mode
values vn(n = 1, 2, ..., N) in the Vt. We defined it
as ht. ht express a degree of congestion. Secondly,
when ht meets the following requirement, we con-
sider the time t to be a division point on a sequence
of the feature vectors, where � is a threshold value.

|ht −
1
5

5∑
m=1

ht−m| > � (1)

2.2.3 Division Point Setting Method by De-
tecting Confluence Changes

In this method, in order to survey the similarity be-
tween the confluence at time t (Vt) and the con-
fluence at time t − 1 (Vt−1), we use Wilk’s Λ and
M-BOX. Significant level is 5%. The null hypothesis
is ”distribution of Vt and Vt−1 is identical”, and the
alternate hypothesis is ”distribution of Vt and Vt−1

is different”. When the null hypothesis is rejected,
the alternate hypothesis is adopted. We set division
point when the alternate hypothesis is adopted.

2.3 Learning and Recognition Method

The procedure of sequential learning and recogni-
tion of behavioral patterns and detection of anoma-
lous situations was composed the three general
phases. Firstly, when behavioral pattern Ip is ob-
served, we perform the comparison process (Fig. 4
Comparison) to confirm the existence of the same
patterns in the database. Secondly, we carry out the
recognition (Fig. 4 Recognition) of Ip. When Ip is
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Table 1: Experimental results of sequential learning, recognizing and anomalous situation detection.

Date
Number

of patterns
Behabioral anomalous Number of

Cumulative patterns
recognition misclassification recognition misclassification

2 – 8 12,993

11,920

(94.9%)
635

(5.1%)
420

(95.9%)
18

(4.1%) 793

9 – 15 11,749 - 18 415 - 950

Total 24,742 - 658 835 - -

Output     as a recognition resultf
I p

END

Ip   < q < Q(                 )1
Calculating similarity cost q

of        and     R q

START

Recognition

Yes

Update

Add

argmax

No

Comparison

Add       to      as R

Update R

Q

f

   < q < Q1

Q = Q + 1

f fF  = F   + 1

cost(            )f =            |       |  

|cost  | >f

q

β

Detection

Detection of anomalous situation

S

Figure 4: The procedure of sequential learning and
recognition behavioral patterns and constructing ref-
erence patterns and detecting anomalous situations.

extracted, we compare Ip with the fore-past behav-
ioral patterns Rq in the database by computing the
similarities |costq|(q = 1, 2, .., Q) using the dynamic
programming. After that, Rf that has the highest
similarity is chosen from the database. If the |costf |
is higher than �, we recognize Ip as Rf , and we per-
form updating process (Fig. 4 Update). Where � is a
threshold value for recognition. If the |costq| is lower
than �, we add (Fig. 4 Add) Ip to the database as
a new behavioral pattern IQ+1. Finally, we perform
detection process (Fig. 4 Detection) of anomalous
situations.

2.3.1 Method of Anomalous Situations De-
tection

If Ip which was observed is daily behavior, the fre-
quency of observation Ff of Rf is greater than that
of other reference pattern Rq(q = 1, 2, ..., Q) in the
database. If Ip is anomalous behavior, Ff is lower
than that of other Rq(q = 1, 2, ..., Q). So, we cal-
culate the observation probability Pr(f) to detect
anomalous situation. If the value is lower than the
threshold γ, we detect Ip as an anomalous situation.

Pr(f) =
Ff − 1∑Q

q=1 Fq

(2)

3 Experiments and Discussions

In order to verify the effectiveness of the proposed
method, we performed an experiment. We evaluated
the recognition success rate and the misclassification
rate of the behavioral patterns and the recognition
success rate and the misclassification rate of the the
anomalous situations. Data set were observed be-
tween Dec.2, 2008 and Dec.15, 2008 using a surveil-
lance camera placed on Osaka-Prefecture University.
The image size is 360× 240 [pixels]. The thresholds
are � = 2.0, � = 0.05 and γ = 0.01.

3.1 Experimental Results

The second column of Table 1 shows the number
of observed patterns in several days. The third and
fourth columns show the number of recognition suc-
cess and misclassification of the behavioral patterns.
The recognition success of the behavioral patterns
is that the classifier correctly recognizes behavioral
pattern as behavioral pattern. The misclassification
of behavioral patterns is that the classifier falsely rec-
ognizes behavioral pattern as anomalous situation.
The fifth and six columns show the number of recog-
nition success and misclassification of the anoma-
lous situations. The recognition success of anoma-
lous situations is that the classifier correctly recog-
nizes anomalous situation as anomalous situation.
The misclassification of the anomalous situations is
that the classifier falsely recognizes anomalous situ-
ation as behavioral pattern. The last column shows
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the number of patterns that were registered in the
database.
In terms of experiments during Dec.2–Dec.8, in or-
der to verify recognition accuracy of our method, we
survey observed all patterns. In Table 1, 12,993 ob-
served patterns during Dec.2–Dec.8 were recognized
by 793 different reference patterns. We had 94.9%
recognition success rate of the behavioral patterns
and 95.9% recognition success rate of anomalous sit-
uations. In Dec.5, misclassification of the behavioral
patterns occurs because it is rainy. In the case that
we omit the data of Dec.5 from the data sets, we had
99.8% recognition success rate of behavioral patterns
and 95.6% recognition success rate of anomalous sit-
uations, during Dec.2–Dec.8.
In terms of during Dec.9–Dec.11, in order to verify
detection accuracy of anomalous situations of our
method, we survey the objects which the classifier
recognizes as anomalous situations. During Dec.9–
Dec.11, 749 different reference patterns were regis-
tered in the database, and 11,749 observed patterns
were recognized by 950 different reference patterns.
Therefore, we confirmed a satisfaction of our
method.

3.2 Discussions

In this paper, we have proposed a novel method
for detecting the anomalous situations in crowded
places using a monocular surveillance camera. We
describe bellow outline of the proposed method.

Extraction of feature vector of confluence
In this method, we divided an input image and we
compute the mode values of optical flows to extract
comprehensive confluence. We could extract conflu-
ence in crowded places by this approach.
However, we could not extract the feature of qui-
escent people using optical flows. To tackle the
problem, we will use optical flows and background-
subtraction.

Extraction of behavioral patterns
We extract of behavioral patterns by using the three
rules combination. These are people motion ex-
istence, congestion changing points and confluence
changing points. We could extract the behavioral
patterns correctly using the rules. If we use only the
first rule, we do not extract behavioral patterns un-
der the situation that constant flow of confluence is
observed always. However, we could extract behav-
ioral pattern under such a situation by using second
and third rules.

Learning, recognition and detection
From the results, The increase in the number of pat-
terns in the database is reductive as day goes on.
From this reason, we could see that the classifier

learns many behavioral patterns on earlier stage, and
the classifier learns the behavioral patterns which are
not existent in the database.
In order to detect anomalous situation, we use the
observation probability. Detected anomalous situa-
tions are throwing the ball back and forth, lingering
around. These behaviors were too observed. There-
fore, we confirmed that the proposed method can
recognize behavioral patterns and can detect anoma-
lous situations.

4 Conclusion

We presented a novel method for detecting the
anomalous situation in crowded places using a
monocular surveillance camera. To learn and to rec-
ognize behavior of the multiple people and to recog-
nize them, we regard the motions of people as one
comprehensive confluence with a focus on the mov-
ing direction of people. Besides, in order to detect
anomalous situations, we calculated the observation
probability based on the frequency of observation.
In the results, we confirm the effectiveness of the
proposed method in crowded places.
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Abstract: In the medical image processing field, segmentation from the CT image is one of the most important 

problems for analyzing the abnormalities and diagnosis on visual screening. Many related segmentation techniques 

have been developed for automatic extraction of ROI. It is however, there are still no fully automatic segmentation 

methods that are generally applicable to ROI based on CT image set. In this paper, we present a technique for automatic 

extraction of liver region on the MDCT images employing automatic construction of tree-structural image 

transformation (ACTIT). We propose a new technique for extraction of organs employing ACTIT with non-contrast and 

contrast image set in order to introduce temporal change information. We apply the proposed technique to three 

abdominal image set and satisfactory segmentation results are achieved.  

 

Keywords: Segmentation, Liver region, MDCT, Tree-structural filter, ACTIT, Temporal change. 

 

I. INTRODUCTION 

In recent years, various imaging equipments have been 

introduced into medical fields. Especially, high 

resolution helical computed tomography (HRCT) is one 

of the most useful diagnosis systems because it provides 

a high resolution image to medical doctors as clear 

image. Radiologist can easily detect abnormalities by 

use of the image with high resolutions. Accordingly, 

many related image processing techniques are proposed 

into medical fields for extraction of abnormal area. 

Automatic extraction of the region of the interest (ROI) 

is an important theme of medical imaging and computer 

vision technologies.  

In the medical image processing field, segmentation 

from the CT image is one of the most important 

problems for analyzing the abnormalities and diagnosis 

on visual screening. Many related segmentation 

techniques have been developed for automatic 

extraction of ROI before analyzing the abnormalities. 

Especially, in order to extract multi organs and to 

understand the structure of internal organ, several 

approaches have been developed in the past. Ney et al. 

[1] proposed a technique based on tracing the liver 

boundary section with a mouse. Gao et al. [2] applied a 

method of automatic segmentation of the liver region 

employing knowledge based and a model based 

boundary finding scheme. Bae et al. [3] devised a 

segmentation method of liver structures employing 

Gaussian smoothing and eight-point connectivity 

tracking. Shimizu et al. [4] proposed the simultaneous 

methods that are generally applicable to regions of 

interest based on CT image sets. We also have 

developed the segmentation technique of spleen and 

gallbladder region employing rib information and 

region growing technique [5]. Many other techniques 

are proposed for segmenting the organs. It is however, 

there are still no fully automatic and satisfactory 

segmentation methods that are generally applicable to 

ROI based on CT image set.  

On the other hand, in the image analyzing fields, 

automatic construction of tree-structural image 

transformations (ACTIT) is used for constructing the 

filtering tree [6]. The ACTIT is the method that 

automatically generates image transformation process 

from several given examples by use of genetic 

algorithm. By use of the ACTIT, we can get the image 

transformation filtering tree as a combination of known 

filters, which is able to be applied to unknown image.  

In this paper, we present a technique for automatic 

extraction of liver region on the MDCT images 

employing ACTIT. In our study, we propose a new 

technique for extraction of organs employing the ACTIT 

with non-contrast and contrast image set. In the past, 

ACTIT used only one image as tree-nodes. In this paper, 

we set the non-contrast image and the contrast one as 

tree-nodes of filtering tree. By using this method, we 

can introduce temporal change information between 

non-contrast and contrast images.  
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 The organization of this article is as following. Firstly, 

we present a method for segmentation of CT image by 

use of ACTIT in section 2. Then we give some 

experimental results in section 3. Finally, in section 4, 

we give conclusions along with discussion of the 

problems obtained from experimental results.  

 

II. METHODS 

Figure 1 shows the flow of the proposed method. In 

the first step, we input non-contrast images, contrast 

images and reference images which are made manually. 

Non-contrast and contrast images are used as the nodes 

of tree-structural filter. In the second step, we apply 

ACTIT in order to generate tree-structural filter. Finally, 

we apply generated filter to unknown images.  

 

1. ACTIT  

ACTIT is the method which generates the structural 

filter as the combination of known filters. In order to 

optimize the filters, the genetic algorithm is used. Fig. 2 

shows the overall scheme of the ACTIT. First, we make 

a lot of tree-structural filters as initial genes. Next, we 

calculate fitness by the following equation.  

 

 

 

     (1) 

Here, Oi, Ti, and K shows output image, reference image, 

and the number of slices respectively. Wx, Wy, Vmax 

shows image width, image height, and the maximum 

value of image density respectively. wi shows the weight.  

Furthermore, we optimize the tree filters by genetic 

algorithm (elitist selection, crossover, and mutation 

(1%)). In the crossover step, we apply crossover 

between branches.  

 If the fitness is over 99% or does not change for 30 

loops, we stop the examination and get optimized filters.  

Start 

 

Input images 

 

Applying ACTIT 

 

Applying generated filter to unknown images 

 

Stop 

Fig.1 The flow of procedure.  

Start 

 

Initial genes for tree-structural filters 

 

Calculating the fitness 

 

 

Fitness is over 99% or  

No change the fitness on 30 loops? 

 

 

Selection 

 

Crossover 

 

Mutation 

 

 

Stop 

 

Fig.2 Overall scheme of ACTIT 

 

2. ACTIT with temporal information  

In general, ACTIT used one image as the nodes of tree. 

However, when we applied the ACTIT to non-contrast 

CT images, we could not achieve satisfactory results 

(Fig.3), because there are a lot of noises on the result 

image.  

In the abdominal CT images, soft tissues such as liver, 

kidney and spleen are shown as 50～60[H.U.]. And the 

pixel value of muscles indicates 30～60[H.U.]. It is a 

difficult problem to separate between soft tissues and 

muscles. 

To overcome this problem, we propose ACTIT with 

temporal subtraction information between the non-  

 

 

 

 

 

 

 

 

(a)          (b) 

Fig. 3 Experimental results of ACTIT with only one 

image as nodes of tree filter. (a) shows original image, 

(b) shows the experimental result.   
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contrast images and the contrast one. We can introduce 

contrast medium information by exchanging a part of 

non-contrast image to the contrast one randomly. 

Contrast medium changes image contrast and appears 

around soft tissue or blood vessels with high CT values. 

So we can get contrast medium information by 

subtraction of images. Each features which is adopted 

are shown in Table.2 

 

III. RESULTS 

1. Experimental environments 

 We apply the proposed technique to three real CT 

cases in order to extract the liver region. The acquisition 

parameters and experimental environments are shown in 

Table 1. The images are 512×512 pixels in size with a 

pixel spacing of 0.616 to 0.744 mm. And we use 5 slices 

per case in order to construct tree filter and calculate 

fitness. Table 2 shows the list of filters which we used 

for constructing tree-structural filters. In Table 2, V1 and 

V2 show the pixel value of image 1 and image 2, 

respectively. Furthermore Vmax shows the maximum 

pixel value of the image.  

 

2. Results 

 Figure 4 shows the experimental result for extraction 

of liver regions by use of proposed algorithm. In Fig. 4, 

(a) shows the non-contrast original image, (b) shows the 

contrast image, (c) shows the reference image, (d) 

shows the experimental result which is achieved by 

applying generated filter to (a) and (b). (e) and (f) show 

other non-contrast image and the image obtained by 

applying tree-constructed filter generated from (a) and 

(b) to (e), respectively.  

 

Table 1 Experimental environments 

OS Microsoft Windows XP 

Development environment Microsoft Visual C++ 

CPU Intel Pentium 4 3[GHz] 

Memory 1[GB] 

CT scanner Toshiba Aquilion 16 

Image size 512×512[pixels] 

Pixel spacing 0.616～0.744[mm] 

Image resolution 16[bits] 

Slice thickness 2[mm] 

 

 

Table 2 Filters for constructing tree-structural filter 

Filter Effect 

Average 3-neighbors average filter 

Minimum 3-neighbors minimum filter 

Maximum 3-neighbors maximum filter 

Inverse Inversion of pixel value 

Erosion Erosion 

Dilation Dilation 

Binarization 

(discriminant analysis) 

Binarization using 

discriminant analysis 

Binarization (average) Binarization using the 

average value of image 

Laplacian Laplacian filter 

Laplacian + Vmax Laplacian + the maximum 

value of image 

Sobel Sobel filter 

Segmentation of 

Maximum area with 

binarization 

(discriminant analysis) 

Segmentation of maximum 

area with binarization using 

discriminant analysis 

Segmentation of 

Maximum area with 

binarization (average) 

Segmentation of Maximum 

area with binarization using 

the average value of image 

Elimination of 

symmetrical area 

Elimination of symmetrical 

area 

Elimination of non-

symmetrical area 

Elimination of non-

symmetrical area 

Subtraction The absolute value of 

subtraction 

Logical summation The larger value between V1 

and V2 

Logical product The smaller value between V1 

and V2 

Algebraic summation V1+V2-(V1×V2)/Vmax 

Algebraic product (V1×V2)/Vmax 

Bounded summation V1+V2 

Bounded product V1+V2-Vmax 

Drastic summation If V1 and V2 are not 0, it 

returns Vmax. Else if only V1 is 

0, it returns V2. Else if only 

V2 is 0, it returns V1.  

Drastic product If V1 and V2 are not Vmax, it 

returns 0. Else if only V1 is 

Vmax, it returns V2. Else if 

only V2 is Vmax, it returns V1. 
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(e)                   (f) 

Fig. 4 Experimental results : (a) shows non-contrast 

image, (b) shows the contrast image, (c) shows the 

reference image, (d) shows extracted region by applying 

tree-constructed filter generated from (a) and (b). (e)  

and (f) show other non-contrast image and the result 

obtained by applying filter used for generating (d) to (e) 

image.  

 

Table 3 Fitness of experimental results 

Reference Case 1 Case 2 Case 3 

Case 1 (97.95)[%] 97.36[%] 97.56[%] 

Case 2 97.42[%] (97.86) [%] 97.38[%] 

Case 3 97.58[%] 97.25[%] (97.59) [%] 

 

The fitness of experimental results by calculating 

equation (1) is shown in Table 3.  

 

VI. CONCLUSION 

In this paper, we proposed a segmentation technique 

for liver region employing ACTIT. In the experimental 

results, satisfactory segmentation performances are 

achieved. We can check that the proposed technique is 

useful for extraction of liver regions.  

 We proposed the new method for ACTIT in order to 

introduce temporal change information by use of non-

contrast and contrast images as nodes of tree-structural 

filter. We can check that it is useful for eliminating the 

noises caused by similarity of pixel values between 

muscle and other soft tissues.  

 The proposed technique is useful for extraction of the 

liver regions. But it still remains miss-segmentation 

errors. We use the reference image including blood 

vessels nearby liver regions, but when we apply the 

obtained tree filters to other CT cases, blood vessel 

regions do not remain on the experimental result. It is 

because the fitness did not exceed 99%. We think that 

the combination between proposed technique as coarse 

segmentation and level set method [7] as fine 

segmentation is useful in order to improve segmentation 

accuracy. Furthermore improvement of algorithm is 

now in progress. We believe this segmentation method 

makes possible to improve the segmentation accuracy 

for analyzing the internal structure of human body 

before the operation.  
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Abstract: This paper proposes a method of detecting obstacles from a video taken by a moving camera mounted on a 

vehicle by background subtraction. The background subtraction is often used to detect moving objects when camera is 

static. But according to the characteristics of a road, we can also employ Gaussian mixture model to detect all objects 

(either static or moving objects) on the road in the case of moving camera. Then we use two consecutive image frames, 

and warps the first image according to the geometrical relationship between these two images. The road area is then 

extracted by comparing the warped image with the second image. Using this road area, we can delete all things which 
are not obstacles. In the performed experiments, it is shown that the proposed method is able to detect obstacles such as 

vehicles and pedestrians on a road.  

 

Keywords: Obstacle detection, moving camera, monocular vision, Gaussian mixture model, road area detection. 

 

I. INTRODUCTION 

Thousands of people die by car accidents year by 

year. Many of those accidents could be avoided or 

alleviated by vision-based driving assistance systems. 

These systems cause drivers to respond more quickly in 

the face of danger. In these systems, the ability to detect 

obstacles from a vehicle moving on a planar road 

surface is essential. In recent years, many obstacles 

detection approaches have been developed. There are 

mainly three popular methods, based on a-priori 

knowledge, based on optical flow, and based on stereo 

vision. The method based on a-priori knowledge is often 

used to detect specific objects or limited objects classes, 

such as vehicles or pedestrians. We often call this 

method pattern recognition. Optical flow and stereo 

vision methods can detect arbitrary objects which pose a 

threat to safe driving. But these two methods are 

sensitive to vehicle motion, and when obstacles have 

small or null speed, optical flow techniques fail. 

In this paper, we propose a method of estimating a 

road area in general road environments. This method 

uses two consecutive image frames, and warps the first 

image according to the geometrical relationship 

between these two images. The road area is then 

extracted by comparing the warped image with the 

second image.  

II. OUTLINE OF THE PROPOSED METHOD 

The process flow of the proposed method is shown 

in Fig. 1. 

In the first place, we employ a Gaussian mixture model 

[1,2] in reconstructing the background from a video 

image sequence taken by a moving camera. According 

to road characteristics, we can assume camera and road 

are static, and then we can get an imaginary scene. In 

this scene, the background is a road area; objects and 

pedestrians on the road, buildings, road marks and zebra 

crossings are foreground objects. Because foreground 

image includes everything on the road, buildings, 

shadows and road marks (such as zebra crossing, lane 

lines). Our goal is to extract obstacles on the road, so we 

need to delete other things in the foreground image.  

 

 

Fig. 1. Overview of the proposed method. 
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Camera motion
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In the second place, we estimate the camera motion 

parameters from the correspondences of feature points 

between two successive images [3]. The camera motion 

parameters consist of 3D rotation and 3D translation 

parameters. In this method, it is assumed that the 

camera is calibrated, i.e. the internal parameters of the 

camera are known. Two consecutive images are used at 

any time, i.e. the image taken at time t and that taken at 

time t+1 are used at time t+1. In the third place, we 

warp time t image using camera motion parameters 

[4,5,6]. Comparing the warped image with time t+1 

image, we can get the road area at time t+1. Finally, 

delete other things in the foreground image using this 

road area, and then we can get the obstacles on the road. 

 

III. GAUSSIAN MIXTURE MODEL 

The values of a particular pixel over time are a time 

series of pixel values. At any time t (t=1,2,…,T), a 

particular pixel (x0, y0) has Xt pixel values: 

}1:),,({},......,{ 001 TttyxIXX T    (1) 

where I is the image sequence. GMM method models 

each pixel by a mixture of K Gaussian distributions. The 

probability to observe the current pixel value X is 
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IV. CAMERA MOTION ESTIMATION 

1. Feature point detection 

In the image at time t, we detect feature points using 

Harris corner detector [7], then, using Lucas-Kanade 

method [8], we detect the corresponding points of the 

Harris feature points in the image at time t+1, and by 

using RANSAC [9] we delete outliers. The camera 

motion parameters are then estimated from the 

correspondence of the feature points. 

 

2. Fundamental matrix 

The fundamental matrix F is the algebraic 

representation of epipolar geometry. And F is the unique 

3*3 rank 2 homogeneous matrix which satisfies  

01  t

T

t Fmm                        (4) 

for all corresponding points 1 tt mm .  
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In this paper, we use the 8-point algorithm [10] to 

compute the fundamental matrix. The key to success 

with the 8-point algorithm is proper careful 

normalization of the input data before constructing the 

equations to solve. In the case of the 8-point algorithm, 

the suggested normalization is a translation and scaling 

of each image so that the centroid of the reference 

points is at the origin of the coordinates and the RMS 

distance of the points from the origin is equal to 2 .  

Algorithm: 

Step_1: Normalization: Transform the image 

coordinates according to ttt mTm ˆ  and 

111ˆ   ttt mTm , where tT  and 1tT  are 

normalizing transformations consisting of a translation 

and scaling.  

Step_2: Finding the fundamental matrix F̂  

corresponding to the matches 1ˆˆ  tt mm .  

Step_3: Denormalization: Set t
T

t TFTF ˆ
1 . Matrix F 

is the fundamental matrix corresponding to the original 

data 1 tt mm . 

 

3. Camera motion parameters  

The relationship between the fundamental and 

essential matrices is  

FKKE T                          (5) 

Where, K is a camera calibration matrix. 

The essential matrix can be represented by motion 

parameters of a camera between two images, i.e., the 

rotation matrix R and the translation T. 

  RTE X
                          (6) 
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Here,  
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tt
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tt
T is the 

corresponding skew-symmetric matrix of the translation 

T. 

By applying the singular value decomposition to the 

matrix E, we have  

TVUE                           (7) 

Using the results of the singular value 

decomposition (Eq.(7)), we calculate the rotation matrix 

R and the translation T as follows; 

TUWVR   or TTVUWR        (8) 

  T
X WUUT   or   TT

X UWUT   (9) 

Here, 



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






100
001
010

W  

There are four possible choices of the camera 

motion parameters, based on the two possible choices of 

R and two possible choices of T. 

The selection of the camera motion parameters is 

done by using the four combinations to do the motion 

compensation then check which combination’s 

compensation image is correct.  

 

V. ROAD AREA ESTIMATION 

1. Motion compensation 

The location of the camera at time t and t+1is shown 

in Fig. 2.Suppose the world coordinate system coincides 

with the camera coordinate system at time t. Then the 

projection equation at time t and time t+1 are given by 

 MIKsmt 0
                  (10) 

 MTRKsmt 1                (11) 

where tm  and 1tm  are the 2-D points on the image 

plane at time t and time t+1; M is the 3-D point in the 

world coordinate system; K is the camera calibration 

matrix; R and T are the camera motion parameters; I is 

the unit matrix; s is a scalar. 

Eq.(10) and Eq.(11) are easily written in terms of the 

known coordinates tm  and 1tm  as follows; 
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       (12) 

 

Fig.2. The location of the camera at time t and t+1 
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 (13) 

First, for each pixel in the image at time t, we 

calculate the corresponding coordinate of 3-D point M 

based on Eq. (12). Here, we assume all 3-D points M 

are on the road plane, so Y is equal to the height of a 

camera above the ground. 

Then we use X, Y and Z obtained from the above 

procedure and we calculate 1

tx  and 1


ty  based on 

Eq. (13). We create a new image, in which the pixel 

value at (x’t+1, y’t+1) is the pixel value at (xt, yt) in the 

image at time t. This new image is the warped image. 

 

2. Road area 

In order to detect the road area at time t+1, we 

calculate NCC (Normalized Cross-Correlation) between 

the warped image and the image at time t+1. In the 

experiment, we use a 7 7 window for calculating NCC. 

The road area can be obtained by extracting those pixels 

that have a NCC value below a specified threshold.  

 

VI. EXPERIMENTAL RESULTS 

Experiments have been done on a video under the 

existence of a person passing in front of a camera. The 

video is taken by a camera mounted at the front seat of a 

car, and includes image sequences of frontal road 

environments while the car is driving in the town. Fig. 3 

shows the result of the detection of a pedestrian crossing 

the road. (a) are the input images; (b) are the foreground 

images obtained from GMM; (c) are road area detection 

results; and (d) are the results of obstacles detection. 

 

Time t     Time t+1     

M    

1tmtm

R,T      
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VII. DISCUSSION AND CONCLUSIONS 

This paper proposes a method of detecting obstacles 

on a video taken by a vehicle-mounted monocular 

camera. As shown in the experimental results, 

performance of the proposed method is reasonable. This 

method has some advantages over other existing 

methods. This method can detect arbitrary objects which 

may pose a threat to safe driving on the road, not only a 

specific object or limited object classes, but it can also 

detect both static and moving objects. Moreover it can 

be employed in both static and moving camera cases. 
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Fig.3.Experimental result: (a) Original video image frames; (b) foreground images; (c) road areas; (d) obstacle. 
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Abstract: The real-time stereo vision is becoming important increasingly in the field of Robotics. It is very difficult to 
implement the real-time stereo vision system, because it requires very powerful processors. For solving this problem, 
we present the real-time hardware architecture of the census-based stereo matching IP (Intellectual Property) 
comprising support-weight and trellis dynamic programming structure. We use census-based cost that is robust for 
difference in brightness. Using Cost aggregation with support-weight window, our stereo vision system has more 
robustness for real environment. The stereo matching processor is implemented on a FPGA with the pre-processing part 
for the rectification and post-processing for reduction of noise. This stereo vision IP is implemented with HDL 
language and performed up to 30 FPS. 
 
Keywords: Stereo matching, Dynamic programming, Census transform 

 
 

I. INTRODUCTION 

The stereo vision is becoming important 
increasingly in the field of virtual interface, gesture 
recognition, robot navigation, depth measurements and 
environment reconstruction as well as in many other 
aspects of security, robotics, and entertainment[1, 7]. In 
order to adapt 3D depth on these various applications, 
many different algorithms have been developed and 
materialized in various systems. 

Especially in robots, the real time is a very 
important issue since the circumstances are changing 
continuously and many of studies have been progressed 
in various ways to indicate the stereo vision in real time 
base[7]. However, due to the complexity of matching 
algorithm, it is very difficult to materialize in real time 
base and this may require very powerful processors.  

Normally, many real time systems use the local 
method. Although it has low complexity, there are some 
local problems where it fails to match due to occlusion, 
uniform texture, ambiguity of low texture etc. Also, in 
the popular local matching method, the block matching 
skill blurs disparity data in the object boundary[3, 8]. 
Through these results, though it is practically usable in 
simple applications, they bring many restrictions on the 
applications which require more accurate data. Recently, 
a few real-time global matching methods have been 
implemented through GPU in the graphic card or MMX 
of CPU[6, 9]. But, in the mobile robot which was 
composed with the small embedded system, since the 
size and power usage is the important issue, it is 

difficult to materialize using the PC or GPU. If there 
were cases of materialization using high efficiency 
embedded processors, but, the real time performance 
(30fps) cannot be guaranteed as well, since it is the use 
of the resources of main processor, other applications in 
embedded system cannot be performed. 

In our previous work, census-based stereo matching 
IP which is based on trellis dynamic programming[2]. 
For the case of previous work, since it uses census 
transform, is robust for difference in brightness. But 
there are some steak noises, because it is based on 
dynamic programming and there are some calibration 
errors. 

In this paper, our stereo matching algorithm has 
support-weighted cost aggregation and census-based 
stereo matching IP. For the case of Trellis DP algorithm, 
since it is strong for the occlusion by generating center 
referenced disparity, it is very effective under the 
practical circumference[4, 5]. And cost function of the 
Stereo matching IP use census transform, so that is 
robust for difference in brightness. Also we aggregate 
the matching cost by adaptive Support weight that is 
used for decreasing steak noise. 

The stereo matching IP has three parts. First, Pre-
processing part is composed with the Rectification, 
Calibration and controlling the brightness which affect 
to the result a lot in stereo matching. A second part is 
main-processing which is consisted of census transform, 
support weight and trellis DP algorithm. At last, post-
processing which reduces the noise that is being 
generated in Dynamic programming. 
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Fig. 2. Center referenced coordinate systems. 

In this paper, we described for the total block 
diagram and the performance and conclusion through 
the result gained from this system. 

 

II. Stereo matching IP 

In this paragraph, we described the stereo matching 
IP which has three part - pre-processing, main-
processing, post-processing. 

1. Pre-processing part  
Pre-processing part can improve the performance of 

stereo matching by minimizing the distortion of camera 
using the functions of individual brightness control and 
rectification of left and right images. The constraint of 
one point in one side image in stereo image geometry 
corresponds on epipolar line in other image. Therefore, 
due to the constraint of this epipolar line, the more 
epipolar line of the two left and right images matches 
each other accurately, the more the accuracy is 
increased. Since the stereo vision processing technology 
in this paper composed the algorithm subject to this 
epipolar line constraint, input after matching the left and 
right image accurately before it is input on the stereo 
matching part affects on the performance a lot. 

In order to match this epipolar line, extract the 
rectification parameter in various ways. Thus save the 
pre computed parameters in the pre-processing register 
files and rectify the images by paralyzing the epipolar 
line using the above parameters. Also, in order to 
control the difference of physical characteristics of left 
and right camera or brightness of left and right images 
occurred by the strong light input in one camera only, 
the brightness control function is applied. Above 
functions are set to input the revised information 
continuously matching to the characteristic and 
circumstances through the host interface. 

 

 

 
Fig.1. Block diagram of pre-processing part. 

 

Figure 1. shows pre-processing block diagram. 
There are n-lines buffer memory, rectification parameter 
register and Calculation unit. This line buffer size 
defends on user requirement and mechanical structure 
of stereo camera. Calculation unit computes using a 
rectification formula descript on Luping An et al.’s 
paper[12]. 

 

2. Main processing part 
Main-processing part calculates the disparity from 

the rectified left and right input image which was 
processed at pre-processing module and makes disparity 
information as the intensity data. Following is the 
algorithm for practical performance at stereo matching 
module.   

One of the deciding methods of the standard image 
of the 3 dimensional images in stereo vision is to select 
one of the left or right images and the other case is to 
define a virtual one(center reference disparity) in 
between those two. When express the depth map of 
image, there is a balance of these expressions if use the 
center referenced disparity while there are much of 
image loss for discontinuity of the other side if show the 
information using one of the images only. Also, it has 
many good points in interpreting the discontinuous 
space and finding the solution. 

 
Figure 2. shows how the center referenced disparity 

which became the base of the used algorithm in stereo 
matching module can be formed. The coordinates of 
center referenced disparity includes the territories that 
can be generated by both of the left and right images 
and if it is composed with each of image N columns, it 
is verified that the center disparity image has 2N + 1 
indexes.   

In Figure 2., white/black dots represent stereo 
matching element that is consisted of cost computation 
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and cost aggregation. Also, the trellis structure is 
connected to those dots, has optimal path minimized 
energy. And we finds the optimized route in the space 
using Dynamic Programming. 

The block dots combines matching cost computation 
and cost aggregation. We use Census transform as 
matching cost computation and fixed weight window 
for cost aggregation. The Census Transform(CT) is a 
stereo matching cost algorithm with high robustness to 
illumination variations and exposure difference. The CT 
transforms the intensity data into feature data, before the 
matching costs of each disparity level are calculated. 
For a higher accuracy of the algorithm, the calculation 
of the matching costs can be followed by a further 
aggregation 

 

Fig. 3. Block diagram of main-processing method A. 
 
Figure 3. is one method of stereo matching 

processing module which calculates disparity. Main-
processing part is consist of census transform module to 
create raw costs, cost aggregating for support weight 
window computation and depth estimation module with 
trellis DP. But, this structure of block diagram use lots 
of Flip-Flops and memory for saving census data. 

 
 

  

Fig. 4. Block diagram of main-processing method B. 
 
Figure 4. is another method for SW census-based 

trellis dynamic programming. This method is used more 
memory than method A for saving Census raw cost. But 
this structure uses less Flip-Flops than method A, So 

this method is efficient for implementing hardware IP. 
Even if a larger size of the window   

 

Fig. 6.  Result images from main-processing part. 
 
Figure 6. are sample results by using Normal 

Dynamic programming(left)  and SW Census 
DP(right). This results represents that SW census cost 
function make robust system in real world. 

 

3. Post-processing part 
Post-processing part is designed to remove the noise 

from the disparity map which was acquired from Stereo 
matching part and distinguish the objects and output 
each of them. Especially, in the stereo matching using 
Dynamic programming technology, the steak noise in 
horizontal direction will be generated. For this kind of 
noise that is generated to outside of object cases, they 
can be treated at backward application step. However, 
for the case it is generated to inside of the object, it 
makes the object to be shown as disconnected. In order 
to prevent these phenomena, it tried to reduce with 3 
steps of filtering on the result from the Main-processing 
part. 

 

Fig. 7.  Results of post-processing part. 
 

III. Testing FPGA 

Following picture shows the Test board set for 
verification. This test board set operates itself without 
connection between any computer. Stereo vision system 
is implemented with HDL using Xilinx virtex-5 
XC5VLX330 FPGA. The performance of system is 30 
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FPS(dependent on a CMOS camera) when size of 
images is 320x240(when census size is 15x15, support 
weight window size is 5x5 and maximum disparity 
range is 128), which is enough performance for 
autonomous robots and the other applications. 

Figure 8: Example of the stereo vision system which 
is presented in this paper 

 

Slice Logic Utilization Used Available Usage 

Number of Slice Registers 52,804 207,360 25% 

Number of Slice LUTs 171,836 207,360 82% 

Number used as logic 152,121 207,360 73% 

Number used as Memory 12,507 54,720 22% 

Number of route-thrus 15,953 
  

Slice Logic Distribution 
   

Number of occupied Slices 49,571 51,840 95% 

Number of LUT Flip Flop pairs used 178,718 
  

Number with an unused Flip Flop 125,914 178,718 70% 

Number with an unused LUT 6,882 178,718 3% 

Number of fully used LUT-FF pairs 45,922 178,718 25% 

Number of unique control sets 1,222 
  

Number of slice register sites lost to 
control set restrictions 

1,510 207,360 1% 

SSppeecciiffiicc  FFeeaattuurree  UUttiilliizzaattiioonn 
   

Number of Block RAM/FIFO 281 288 97% 

Table 1. Device utilization summary on XC5VLS330 
 
Table 1. shows the results reported by Xilinx ISE 

tool after synthesis and place-and-route. 
 

IV. CONCLUSION 

We developed the adaptive support-weighted 
census-based stereo matching IP using trellis dynamic 
programming structure and this includes the pre-
processing part for the rectification and post-processing 
for reduction of noise. Also, in order to use this Stereo 
vision IP on various applications, we developed the test 

system and this makes stereo matching result as 
images(left, right, disparity map and others), they can be 
used in embedded system itself. 
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Abstract: In this paper, we present hand database automatic generator and hand detection logic using AdaBoost. To 
generate hand database, we acquires videos using webcam on restrict conditions: posture, background, number of 
human and so on. After the video acquired, face is detected frame by frame on the videos. On the face region, color of 
face is analyzed to generate skin color model. Based on skin color model, hand candidate regions are detected. Only 
one region may exist except face region because of restricted condition. The region of hand is clipped and is saved. By 
this method, hand database is generated automatically. Once hand database is generated, none-hand database is also 
generated by randomly clipping the region. Using hand and none-hand database, Fist Look Up Table (FLUT) is 
generated by using AdaBoost training algorithm. Detecting hand is similar to the method of hand database generation.  
Keywords: Hand Detection, AdaBoost, HRI 

 
 

I. INTRODUCTION 

Interacting human and robot is one of the active 
research topic. Keyboard, mouse, and joystick 
classically are used for Human Robot Interaction 
(HRI)[1]. In these methods, users need to carry external 
interface devices to control robots. So nowadays, many 
researchers try to do HRI using vision or voice[2]. In 
case of vision, to recognize human gestures is most 
important part. And most of gestures are made by hand 
and arm. Therefore, detecting hand is necessary for HRI. 
To detecting hand, there are two main methods: marker 
based and marker-less. Without marker, skin detection 
or pattern analysis are used. However, detecting hand is 
difficult and its detection ratio low because of various 
shapes of hand and illumination changes. We detect 
only fist to avoid difficulty of hand detection. In this 
paper, we propose fist detection system using AdaBoost. 
First of all, we made fist database and trained it by 
AdaBoost. FLUT is made by the result of training. 
Using FLUT, we should rapidly detect hand with high 
detection ratio. 

II. AdaBoost 
AdaBoost[3] is an aggressive mechanism for 

selecting a small set of good classification functions 
which nevertheless have significant variety. Drawing an 
analogy between weak classifiers and features, 
AdaBoost is an effective procedure for searching out a 
small number of good “features”. A weak classifier 
( )(xh j ) consists of a feature ( )(xf j

), a threshold ( jq ), 

and parity ( jp ) indicating the directions of the 

inequality sign:  

î
í
ì <

=
otherwise

pxfpif
xh jjjj

j ,0

)(,1
)(

q  

 
In Table 1 shows the AdaBoost training procedure and 
right side value of the final strong classifier 

å =

T

t t12
1 a

 is 

the threshold for detecting objects. 
Table1. The AdaBoost Algorithm 

 
 

IV. Hand DataBase 
 

We generate a hand database automatically. Before 
generating the hand database, we record a video clip 
with only one person who is forwarding a hand. And 
then, we execute our automatic hand database algorithm 
on this video clip. Fig1 shows a algorithm of automatic 
hand database generation. We detect a face on the gray 
image by MCT based face detector[4]. Skin color model 
based on YCbCr is generated by analyzing pixel of the 
face location. Using the skin color model, we detect 
hand candidate regions except face region. When we 
make video, we restrict the posture of the human and 
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background. Only one hand candidate region exists. To 
find boundary of the hand candidate region, we use 
corner detector. We extract hand image by boundary of 
the hand. The extracted images are resized to 20x20. 
The hands are stored to video clip. None-hand DB is 
generated randomly. 

 

 
Fig.1 Automatic Hand Database Generation 

 

V. Hand Detection 

 
 
 
 
 
 
 
 
 
 
 

Fig.2 Hand Detection Method 
 

Fig.2 describes hand detection method. Before 
detecting hand, we find face location to make skin color 
model. The skin color model is used to generate hand 
candidate regions. Among the hand candidate regions, 
face location is eliminated and hand is detected by 
AdaBoost. To detect various size of hand, hand 
candidate region is resized repeatedly until the size of 
image become 40x40 which is image resolution of hand 
data base. 

 

VI. Experimental Result 
To detect hand, we made hand train DB which is 

capture with 2 people by Microsoft VX-500. The 
training DB consists of 2427 hand image and 3450 non-
hand. Fig.3 shows the train database. The size of image 
is 20x20. After making database, we trained hand DB 
by AdaBoost. Consequently, we generated FLUT. Fig.4 
describes the result of hand detection. 
 

 
Fig.3 Hand and Non-Hand Data Base 

 

 
Fig.4 Hand detection Result 

 

VII. CONCLUSION 

 We presented hand detection by AdaBoost and 
generated hand database automatically. After that hand 
db was trained by AdaBoost with six haar features. The 
train result is FLUT whis is used to detect hand. To 
increase detection ratio, regions of hand candidates are 
generated by face detector and skin color model. In the 
future, we’ll collect more hand and non-hand images, 
and apply the hand detection result to human computer 
interaction or human robot interaction.  
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Abstract: We propose an approach to achieve early recognition of gesture patterns. Early recognition is a method to 

recognize sequential patterns at their beginning parts. Therefore, in the case of gesture recognition, we can get a 

recognition result of human gestures before the gestures have finished. The most difficult problem of early recognition 

is that when the system determines the recognition result. Most traditional approaches suffer from this problem since 

the gestures comprehend ambiguity. Especially at the beginning part of them, it is very difficult to determinate the 

recognition result since enough input data has not been observed yet. Therefore, we have improved traditional approach 

by using Self-Organizing Map. 

 

Keywords: Gesture Recognition, Early Recognition, Self-Organizing Map 

 

 

I. INTRODUCTION 

A man-machine seamless interaction is an important 

tool for various interactive systems such as virtual 

reality systems, video game consoles, human-robot 

communication, and so on[5,6]. To realize such an 

interaction, the system has to estimate human gestures 

in real-time. Generally, a gesture recognition result is 

acquired after the gesture has finished. Therefore, if a 

long gesture is observed, we have to wait for the 

response until the recognition result is determined. This 

is a problem to realize a “real-time” man-machine 

interaction. 

Recent years, a new approach called “early 

recognition” has been proposed for gesture 

recognition[4,8,1]. The early recognition means that a 

system outputs a recognition result before a gesture has 

finished. It is a very useful technique to realize a real-

time interaction. The most difficult problem of early 

recognition is that when the system determines the 

recognition result. In other words, the system has to 

ensure the recognition result before the observing 

gesture has finished. Most traditional approaches suffer 

from this problem since the gestures comprehend 

ambiguity. Especially at the beginning part of them, it is 

very difficult to determinate the recognition result since 

enough input data has not been observed yet. 

In this paper, we propose a new strategy to achieve 

early recognition of gesture patterns. In the training 

phase, Self-Organizing Map (SOM)[2,3] is used to learn 

postures, which are elements of all gestures. The 

advantages of using SOM are 1) to reduce 

dimensionality of gesture patterns, 2) to reduce some 

redundant postures, 3) to represent a gesture pattern by 

a combination (set) of smaller number of neurons; we 

call it “Sparse Code”. In the test phase, we introduce the 

Hausdorff distance to measure the similarity to measure 

the similarity between sparse code of unknown input 

pattern and sparse code of training patterns. The 

Hausdorff distance is more effective criterion for 

judgment than Euclidean distance or so on, since it can 

measure the distance between not two elements but sets 

of pattern. 

 

II. DEFINITION OF  

EARLY RECOGNITION 

1. Typical Gesture Recognition 

Let 𝑪𝑖 = *𝑐1
𝑖 , … , 𝑐𝑛

𝑖 + be a training gesture pattern 

which belongs to gesture class 𝑖 ∈ 𝑳. The 𝑳 is a set of 

class labels. A gesture can be represented in a sequential 

n-long posture patterns. Therefore, 𝑐𝑛
𝑖  means the n-th 

posture of the gesture. When an unknown gesture 

𝑿 = *𝑥1, … , 𝑥𝑙+  is observed, the typical gesture 

recognition problem is to find the most similar gesture 

from training patterns by 

𝑝 = argmin
𝑖

*𝑓(𝑿, 𝑪𝑖)+ 

where 𝑝  is the class label and 𝑓()  is a distance 

function which evaluates the similarity between gesture 

pattern 𝑿 and 𝑪𝑖. 
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2. Early Recognition of Gesture Patterns 

The key issue of early recognition is to output a 

recognition result before acquiring complete input 

pattern. In the case of gesture recognition, it 

corresponds to the following problem. When a part of 

gesture pattern (unfinished gesture) 𝑿′ = *𝑥1, … , 𝑥𝑘+,

(k < l) is observed, the recognition result is determined 

by 

𝑝 = argmin
𝑖

*𝑓(𝑿′, 𝑪𝑖) < 𝑇𝐻+ 

where 𝑇𝐻 is a threshold of distance which adjusts the 

timing of recognition result. If the threshold is not 

introduced, a recognition result will be output without 

concrete proof. Therefore, we set a threshold to ensure 

reliability for the recognition result. 

 

III. STRATEGY OF  

EARLY RECOGNITION 

1. System Overview 

First of all, we show the system overview in Fig. 1. 

The process can be divided into two phases; training 

phase and test phase. In the training phase, Self-

Organizing Map (SOM) is used to learn postures, which 

are elements of all gestures. The advantages of using 

SOM are 1) to reduce dimensionality of gesture patterns, 

2) to reduce some redundant postures, 3) to represent a 

gesture pattern by combination of smaller number of 

neurons and so on. Due to space limitation, we skip the 

detailed explanation about SOM and how to learn the 

postures (refer to the literature [7]). After the training of 

all postures, element postures of each gesture are input 

to the map again. And then, we can get a “Sparse Code” 

which represents a gesture pattern on the SOM.  

In the test phase, the system observes person’s 

gesture. Then, a parse code corresponding to the 

observing gesture is generated/updated immediately 

whenever a new observation is acquired. Finally, the 

sparse code is examined whether or not the system 

outputs the recognition result. Actually, the examination 

is achieved by measuring the distance between sparse 

codes based on Hausdorff distance. 

1. Sparse Coding 

When a posture 𝑥𝑘 is input to the SOM, one neuron 

will be selected as winner. When a set of postures which 

consist of a gesture is sequentially input to the SOM, 

some neurons will be activated. We regard such an 

activation pattern as “Sparse Code”, which represents 

an input gesture. Here, we define the notation of a 

sparse code. In the training phase, all training gestures 

are represented by using sparse code. For simplicity, we 

use the same notation 𝑪𝑖 , which was used for 

representation of training samples in section II, as the 

sparse code of them. Meanwhile, in the test phase, a 

sparse code of observing gesture is represented by 𝑿′. 

Note that the sparse code described here has not an 

ability to distinguish the gesture patterns whose 

elements are the same but the sequences are different.  

However, we can easily improve introduce temporal 

information into the system by our previous study[7]. 

 

2. Similarity Evaluation with Hausdorff distance 

The number of elements in sparse code is different 

from each other since the number of activated neurons 

Fig. 1 Processing flow of training/recognition 
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depends on the gesture length and the gesture pattern. 

Therefore, we introduce the Hausdorff distance to 

measure the similarity between two sets of sparse code.   

 Let 𝑿  and 𝒀  be two non-empty subsets of a 

metric space. The Hausdorff distance 𝑓(𝑿, 𝒀), which 

corresponds to the distance function explained in 

section II, is defined by 

𝑓(𝑿, 𝒀) = max
𝑖

*sup
𝑥∈𝑿

  inf
𝑦∈𝒀

  𝑑(𝑥, 𝑦),   inf
𝑦∈𝒀

 sup 
𝑥∈𝑿

 𝑑(𝑥, 𝑦)+ 

where 𝑑(𝑥, 𝑦) is the distance function. In our research, 

we use L2-distance between the coordinates of activated 

neurons.   

 

IV. EXPERIMENTAL RESULT 

1. Preparation 

We demonstrate proposed early recognition of 

gesture patterns using motion data prepared by 

ourselves. Each gesture consists of a sequence of 

postures, and each posture is represented by 5 measured 

markers. Each marker is composed of data of (x, y, z)-

axis. We prepared 10 kinds of gesture patterns (𝑳 = 10, 

see Fig. 2) from 7 examinees. Each person did each 

gesture 40 times. We used 20 patterns for training and 

other 20 patterns for test. We conducted the experiment 

through cross-validation among examinees. 

 

2. Recognition Result 

Fig. 3 shows the result of early recognition The 

horizontal axis denotes the complete ratio of observing 

gesture pattern, and the vertical axis denotes the 

recognition accuracy. The bold curve indicates the 

average ratio of accuracy. For example, the recognition 

ratio exceeded 90% when more than 50% long gestures 

had been observed on average. 

Fig.  shows the recognition accuracy of each 

gesture class. And the detailed analysis results are 

shown in Table 1. Totally, we got good results for whole 

gesture classes. However, some cells in Table 1 have 

lower values. We investigated the matter why such 

results came out. There are some similar gesture 

patterns between gesture classes. For example, in the 

case of gesture class 5 and 7, the person moves his/her 

right hand forward from in front of his/her body. The 

difference between these gestures is the trajectory of the 

hand. However, the trajectory depended on examinee’s 

habit. As the result, some trajectory was very similar 

Fig. 2 10 kinds of gesture patterns 

Fig. 3 Early Recognition Accuracy vs. Complete Ratilof Observing Gesture 
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with the trajectory of the other gesture class. This is one 

of the factors which brought not good results. 

  

V. CONCLUSION 

We have proposed a new framework of early 

recognition of human gestures. We have used Self-

Organizing Map (SOM) to learn human gestures. The 

SOM outputs sparse codes for each gesture. We 

estimated a human gesture based on Bayesian 

estimation using the sparse code. We got positive results 

of early recognition in the experiment. We are now 

researching to tackle the problem of common postures 

which are included in some gestures. 
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  g0 g1 g2 g3 g4 g5 g6 g7 g8 g9 

Person1 0.84  0.83  1.00  0.82  0.53  0.75  0.85  0.70  0.81  1.00  

Person2 0.85  0.70  1.00  0.83  1.00  0.95  0.75  0.54  1.00  0.70  

Person3 0.50  0.91  0.85  0.77  0.99  0.71  0.63  0.89  0.65  0.95  

Person4 0.84  0.89  0.72  0.85  0.63  0.89  0.83  0.53  0.68  0.74  

Person5 1.00  0.82  1.00  0.90  0.67  0.83  0.75  1.00  0.62  0.93  

Person6 0.86  1.00  1.00  0.61  0.75  0.89  0.74  0.73  0.53  0.61  

Person7 0.74  0.79  0.79  0.72  0.61  0.64  1.00  0.74  0.55  0.83  

Average 0.81  0.85  0.91  0.79  0.74  0.81  0.79  0.73  0.69  0.82  

Fig. 4 Recognition Accuracy of Each Gesture Class 

Table 1 Recognition Accuracy of Each Gesture Class and Each Person 
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Abstract: Studies on car vision have currently been practiced around recognizing a human enthusiastically. The 

Histograms of Oriented Gradients (HOG) feature has been proposed as useful feature for recognizing a human standing 

in various kinds of background. On the other hand, although a bicycle is important transportation vehicle in urban 

environment, its automatic recognition or detection is not an easy task for a computer vision system, because bicycle’s 

appearance can change dramatically according to viewpoints and a person riding on the bicycle is a non-rigid object. 

Thus, automatic bicycle detection is an important research subject in an intelligent perception system using car vision. 

In this paper, we propose a method of detecting a bicycle and its driving direction using the HOG feature and 

RealAdaboost algorithm. Experimental results show satisfactory performance of the proposed method. 

 
Keywords:  Bicycle detection, car vision, HOG feature, RealAdaboost. 

 

 

I.  INTRODUCTION 
 

An automated perception system with a car is 

currently very helpful in preventing traffic accidents and 

contributes to decreasing traffic accidents. But it is 

difficult to prevent traffic accidents perfectly. Factors 

that endanger traffic safety still remain around a moving 

car. If the detection of the risk of traffic accidents (a 

human, a bicycle, a car, a bicyclist, etc.) is employed in 

automated perception system, the number of traffic 

accidents will further decrease. 

The Histograms of Oriented Gradients (HOG) feature 

has been proposed by Dalal and Triggs [1] as useful 

feature for recognizing a human standing in various 

kinds of background. The HOG feature proposed by 

them seems an effective feature for representing and 

recognizing a human image. But, in their paper, it 

includes an unnecessary part of the image such as the 

background. It is not conceivable that the background 

feature contributes to high recognition rate of a human 

image. Zhu et al. [2] employ the HOG feature based on 

variable block size, but they also include the background 

in the feature. In this paper, we propose an object 

detection method employing an improved HOG feature.   

The research on car vision is currently practiced 

around recognizing a human and not a bicycle which is 

important transportation in urban environment. Although 

the number of whole traffic accidents is decreasing, the 

rate of bicycles’ accidents to the whole traffic accidents 

is increasing. Detection of a bicycle by a computer vision 

system is, however, not an easy task, because bicycle’s 

appearance can change dramatically among viewpoints 

and a person riding on a bicycle is a non-rigid object.  

In this paper, we propose a method of detecting a 

bicycle and its driving direction using improved HOG 

feature and RealAdaboost algorithm. 

 

II. LEARNING ALGORITHM 
 

A learning algorithm is used to HOG feature and 

RealAdaboost. The proposed method can detect bicycle’s 

driving direction, because we make a bicycle model 

using HOG feature. The algorithm of learning is given in 

Fig 1. 

 

 
 

 

 

 

Fig. 1 Overview of the learning algorithm. 

Input image 

Extract HOG feature from images 

Create a bicycle model and other models 

Learning using RealAdaboot 

End 
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1. HOG feature 

The HOG feature [1] is a method that extracts feature 

of outlines in images. Because gradients of adjacent 

pixels receive histogramization and normalization at 

each area, it is robust to illumination change and to 

geometric change.  

The HOG feature is extracted in the following way. 

Step1: Compute the magnitude ),( yxm and orientation 

),( yxθ of images using equation (1). Given coordinates 

of images ),( yxI , 

),(

),(
tan),(

),(),(),(
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The result of the oriented gradients image is shown in 

Fig. 2.  

Step2: Derive the orientation histogram from the 

orientations and magnitudes. 

Oriented gradients image has a large amount of 

information. But if there is such an amount of informa- 

tion, it needs more time to classify and to learn in the 

procedure of pattern recognition. Deriving the orientation 

histogram from the orientations and magnitudes has an 

effect of making the amount of information decrease.  

Here each cell size is 5×5 pixels and the orientation 

histogram has 9 bins with each cell. 

Step3: Perform histogram’s normalization using an 

overlapping block. 

Here, each block size is 3 × 3 cells. Each block 

contains 9×9=81 features and each 30×60 sub-image 

contains 4×10×81=3240 features. 

 

 

 

 

 

 

 

 

 

 

 

 

(a)                 (b) 

Fig. 2 A processed bicycle image: (a) An input image, 

and (b) its oriented gradients image. 

2. A bicycle model 

Many researchers calculate the HOG feature from an 

entire image irrespective of the foreground or the 

background. We have proposed an improved HOG 

feature calculation by the employment of a bicyclist 

mask and a bicycle mask. This employment shows better 

performance in the bicycle detection/recognition. This 

improved HOG feature is employed in the proposed 

method of this paper.  

The main idea of the proposed method is to calculate 

the HOG feature on a bicyclist and a bicycle mask 

instead of calculating it on the whole image. A bicyclist 

and a bicycle mask are created in the following way.  

Step1: The intensity of gradient is calculated of all the 

images in an image database.  

Step2: The average values of the intensity of the gradient 

are calculated at every pixel on the images and a 

normalized average gradient intensity image is produced.  

Step3: An edge image is produced from the average 

gradient intensity image.  

Step4: A silhouette image is created from the average 

gradient intensity image and a skeleton image is made 

from the silhouette image.  

Step5: Finally a bicyclist and a bicycle mask are yielded 

by performing logical OR operation between the edge 

image obtained at step 3 and the skeleton image obtained 

at step 4. 

 

3.RealAdaboost 

The adaboost algorithm is a method of uniting weak 

classifier of a simple hypothesis and generating a strong 

classfier. A bicyclist and a bicycle model are defined and 

trained via a RealAdaboost to detect bicycles under 

various circumstances. In training using RealAdaboost, 

we use 1000 positive training samples and 2000 negative 

samples and we train a two-component (a bicyclist and a 

bicycle) model. Effectiveness of the proposed method is 

shown by experiment. The algorithm of RealAdaboost is 

given in Table 1. 

 

Table.1 RealAdaboost algorithm. 

1. Suppose )},(,),,(),,{( 2211 NN yxyxyxS L=  

as a sample space, where Xx ∈  are feature vectors 

and }1,1{ +−∈y  are labels. 

 

2. tD  is the initial distribution 

N
nD

1
)(1 =  
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4. The final strong classifier is given by 
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III. DETECTION ALGORITHM 

 

A detection algorithm is used to a bicycle model using 

HOG feature. And we use five mask models for detecting 

driving directions. The algorithm of detection is given in 

Fig 3.  

 

1. Merge processing 

When detection of a bicycle is performed using HOG 

feature, many windows containing a single common 

bicycle are obtained in an image.  They are then merged 

into a single window using mean shift clustering and the 

nearest neighbor algorithm. 

 

A. Mean shift clustering 

The first step of mean shift clustering is assumption of 

density using kernel function. Here we use a kernel 

function represented by 

 
0

)1(
)(

xc
xk

−
=    

otherwise

x 1<
      (2) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig. 3 Overview of the detection algorithm. 

 

The second step is shifting the mean to high density 

employing a mean shift vector. A mean shift vector is 

given as follows;  
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Here, the first term of the mean shift vector assumes 

density and the second term shifted mean. When the 

mean shift vector is 0, the density is the highest.  

 

B. Nearest neighbor 

Euclid distance d is computed from the point of the 

highest density to each sample point.    

22 )()( ii yyxxd −+−=         (4) 

Merging is executed, if d is smaller than a predefined 

threshold. The result of the merging processing is shown 

in Fig. 4.  

 

 

 

 

 

 

 

       

          (a)                      (b) 

Fig. 4 Merge processing: (a) Before merging, and (b) 

after merging. 

Input image 

Extraction of HOG feature 

Detection of a bicycle 

 

Merging of detected windows 

Distinction of a bicycle’s driving direction 

End 
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Fig. 5 Bicycle’s five driving direction. 
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frame 24                 frame 29 

Fig. 6 Experimental results (135). 

 

2. Detection of driving direction 

We use five mask models (See Fig. 5) for detecting 

driving directions. They are 0, 45, 90, 135 and 180 

degrees.  

 

IV. EXPERIMENTAL RESULTS 
 

Experiments have been done on a video containing a 

bicyclist and a human passing in front of a camera. Fig. 6 

and Fig. 7 show successful cases, but a human itself is 

not detected. Because learning data of the positive class 

is a bicycle and a bicyclist.  

 

V. CONCLUSIONS 
 

In this paper, we propose a method of detecting a 

bicycle and its driving direction using improved HOG 

feature and RealAdaboost algorithm. This method has 

several advantages over existing methods. This method 
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frame 34                  frame 52 

Fig. 7 Experimental results (180). 

 

 

calculates the HOG feature on a bicyclist mask and on a 

bicycle mask instead of calculating it on the whole image. 

Therefore, the computation time of this method is fast. 

Moreover, this method is applicable to the detection of 

various objects. In future, we plan to enhance the perfor- 

mance of the detection and to detect various objects. 
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Abstract: We proposed in this study an analog-digital circuit for detecting the motion of the object.  The proposed unit 

circuit is simple structure since the digital part of the proposed circuit is only constructed with one NOT circuit and one 
NOR circuit.  The proposed circuit was simulated with the simulation program with integrated circuit 
emphasis(SPICE). The simulation results showed that the proposed circuit can operate normally.  The test circuit was 
fabricated on the breadboard.  The measured results of the fabricated test circuit showed that the proposed circuit can 
output the pulsed voltage (motion signal) when the object moves on the circuit.  We proposed in this study the system 
for tracking the target.  Since the array of the proposed analog-digital circuit was introduced at the first stage of the 
system, the circuit for tracking the target became simple structure.  It was clarified from the measured results of the 
fabricated test system and the simulation results that the proposed system and the simulation results can track the target 
and capture the target on the center of the input part.  

 

Keywords: analog circuit, digital circuit, motion detection, target tracking, vision chip 

 

 

I. INTRODUCTION 

It is necessary for the monitoring system, robotics 
vision and other systems to perform the high speed  
image processing.  However, it is difficult for typical 
image processing system using Neumann-type computer 
to realize the high speed image processing.  On the 
other hand, the biological vision system can perform the 
high speed processing since the nerve cells in the vision 
system perform information processing in parallel.      

Analog complementary metal oxide semiconductor 
(CMOS) circuits for motion detection were proposed 
based on the biological vision system [1]-[8].  These 
circuits are characterized by the high speed processing, 
low power consumption and simple structure.  
Researchers tried to use these circuits as the input part 
of the target tracking system [6]-[8].  However, these 
circuits have a problem of incorrect operation by device 
mismatches due to use the analog technology.  Thus, it 
is difficult to use these analog circuits to the application 
systems such as the target tracking system.  

Digital circuits for motion detection were proposed 
based on the biological vision system [2].  These 
circuits do not have a problem of incorrect operation.  
However, the circuit by using digital technology has the 
problem of the complex structure.  If the simple digital 
circuit for motion detection is proposed, it is able to use 
it to various application systems. 

In this study, we tried to propose the simple analog-
digital circuits for motion detection by mimicking the 
information processing of the vertebrate retina.    
Particularly, we tried to realize the simple digital circuit.   

The simulation results of the proposed circuit with the 
simulation program with integrated circuit emphasis 
(SPICE) showed that the proposed circuit can operate 
normally.  The test circuit is fabricated on the 
breadboard.  The measured results of the test circuit 
showed that the proposed simple circuit can generate 
the motion signal.  The target tracking system was 
proposed by applying the simple analog-digital circuits.  
The measured results of the fabricated test system for 
tracking the target and the simulation results showed 
that the proposed system can operate normally.  
 

II. MOTHION DETECTION CIRCUIT 

The proposed unit circuit for motion detection based 
on the vertebrate retina in this study is shown in Fig. 1.   
By arranging the circuits in one- or two-dimensionally, 
it is able to detect the motion velocity and direction of 
the object.  The circuit is constructed with the analog 
part and the digital part.  The analog circuit detects the 
object (light) or the edge of the object. The digital 
circuit generates the motion signal when the object 
moves on the photodiode PD.   

When the object is projected on PD, the current Ip 
which is proportional to light intensity is generated.   
The voltage VDD-Vp is proportional to Ip, where VDD is 
the supply voltage.  The constant voltage Vcon1 is set 
to the circuit. The voltages Va and Vb are given by the 
following equation. 

 
             (1) 
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At first, the object is not projected on PD.  In this case, 
Va is equal to about 0 since VDD-Vp is smaller than Vcon1.  
When the object is projected on PD, Va becomes about 
VDD because VDD-Vp is larger than Vcon1.  At the 
moment that Va becomes VDD, Vb is 0.  After time td, Vb 
becomes VDD since the capacitor Cm is connected at the 
terminal of Vb.   

A truth table of the proposed digital circuit is shown 
in table 1.  When Va is 0 and Vb is VDD, Vout becomes 
VDD.  Therefore, the circuit outputs the pulsed voltage 
when the object moves on PD. The width of the pulsed 
voltage is td. The pulsed voltage is the motion signal 
since the voltage is generated when the object moves on 
PD.   

The proposed digital circuit is constructed with a 
NOT circuit and a NOR circuit. The NOT circuit 
consists of two metal oxide semiconductor (MOS) 
transistors. The NOR circuit consists of four MOS 
transistors. The proposed circuit is simple structure 
since the circuit consists of only six MOS transistors.   

  

III. Target Tracking System 

In this study, we tried to apply the proposed motion 
detection circuits to the target tracking system.  The 
model for tracking the target is shown in Fig. 2.   

At the first stage, the one-dimensional array of the 
proposed circuits is introduced.  When the target 
moves on the array, the circuits output the motion 
signals.  The output signals input to the integrator.   

The integrator of the right side outputs the signal 
Iright.  Iright becomes large when the target moves to the 

right side.  The integrator of the left side outputs the 
signal Ileft.  Ileft becomes large when the target moves to 
the left side.  The circuit in the center generates the 
signal Vcent.  Vcent is large when the target located on 
the center of the array.   

Ileft and Vcent are input to the circuit for detecting the 
motion direction (CDMDL).  Iright and Vcent are input to 
CDMDR.  The output signals Vleft and Vright become 0 
when the target does not move on the input array.  Vleft 
becomes about VDD when the target moves toward the 
left side.  Vright becomes about VDD when the target 
moves toward the right side.  

The motor M rotates when Vright is VDD and Vleft is 0.  
Then, the system can track the target toward the right 
side.  The motor rotates inversely when Vright is 0 and 
Vleft is VDD.  Then, the system can track the target 
toward the left side.  

After tracking the target, Vcent becomes large when 
the target is captured on the center of the input array.  
Then, Vleft and Vright become 0 (reset) by using Vcent.  
When both Vleft and Vright are 0 or VDD, the motor is 
stopped.  Thus, using the model and system, it is able 
to track the target and capture the target  

Figure 3 shows the proposed CDMDR.  The circuit 
is proposed based on the correlation model [9].  The 
circuit is constructed with nine MOS transistors and 1 

Va

VDD

Cm

PD Vb

Vout

Vcon1

Circuit for generating 
motion signal (Digital circuit)

Edge detection circuit (Analog circuit)

Vp

Ip

Fig. 1.  Unit circuit for motion detection. 

Table 1. A Truth table of proposed digital circuit. 
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Fig. 3. Circuit for detecting the motion direction 

(CDMDR). 
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Fig. 2.  The model for tracking the target. 
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capacitor.  Thus, the proposed circuit is simple 
structure.  

   

IV. EXPERIMENTAL RESULTS 

1. Motion detection circuit 
The proposed circuit for motion detection circuit 

was simulated with SPICE. Input current Ip was set to 
100 nA when the object was projected on PD.  Cm was 
set to 100 nF, The upply voltage VDD was set to 5 V.  
Figure 4 shows the simulation result of the proposed 
circuit.  Ip was shown in Fig. 4(a).  Figure 4(b) shows 
the transient response of Vout.  At the moment that the 
light was projected on PD, Vout become 5 V.  The 
circuit output the pulsed voltage.  Thus, it was clarified 
from the simulation results that the proposed circuit can 
generate the motion signal.  

The test circuit of the unit circuit was fabricated on 
the breadboard.  The analog part in Fig. 1 was 
fabricated by using discrete MOS transistors 
(nMOS:2SK1398, pMOS:2SJ184).  The digital part in 
Fig. 1 was fabricated by the field programmable gate 
array (FPGA) (Xilinx, Spartan III).  VDD was set to 5 V. 
Vcon1 was set to 1.6 V.  Cm was set to 4.7 F.  Thus, it 
was clarified that the proposed circuit can generate the 
signal for rotating the motor of the tracking system.  

Figure 5 shows the transient response of Vout.  At 
the moment that the light was projected on PD, Vout 
became 5 V.  The circuit output the pulsed voltage.   
Thus, it was clarified from the measured results that the 
fabricated test circuit can generate the motion signal.  
 

 
2. Target tracking system 

The proposed circuit for tracking the target based on 

the model in Fig. 2 was simulated with SPICE.  Five 

unit circuits were utilized to each input part. 
Cm was set to 300 nF.  VDD was set to 5 V.  Vcon1 

was set to 3.5 V.  Vcont2 was set to 0.5 V.  Vth was set 
to 1.58 V.  Figure 6 shows the transient response of 
Vright obtained by SPICE.  In this simulation, the object 
moved toward the right side.  Vright showed about 4 V 
when the object moved.  

The test system for tracking the target was 
fabricated based on the model in Fig. 2.  The 
photograph of the fabricated tracking system is shown 
in Fig. 7. The current Ileft was generated by PDL. The 
current Iright was generated by PDR. The voltage Vcent 
was generated by PDC. 

VDD was set to 5 V. Vcon2 was set to 1.27 V. CD was 
set to 100 F. The light was provided as the object. The 
motor was controlled by the motor driver (TA7257P, 
TOSHIBA). 

Figure 7 shows the measured results. The light 
moved toward the right side from t=0 to t=1.2 s. At 
t=1.2 s, the light was stopped. To t=2 s, the system 
tracked the target. At t=2 s, the system captured the 
target on the center of the input array. 

Fig. 4. Simulated results of the proposed circuit. 
(a) Input current Ip. (b) Transient response of Vout. 

Fig. 5. Measured results of the test circuit. 

Fig. 6. Simulated results of the proposed circuit 
transient response of output voltage Vright. 
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V. CONCLUSION 

The simple analog-digital circuit for generating the 
motion signal was proposed in this study.  Particularly, 
the digital part for motion detection is constructed with 
a NOT circuit and a NOR circuit.  The test circuit is 
fabricated based on simulated results.  The measured 
results and the simulation results showed that the 
proposed circuit can generate the motion signal.  The 
target tracking system was proposed by using the array 
of the proposed analog-digital circuit for motion 
detection.  The circuit for tracking the target is simple 
structure.  It was clear from the measured results and 
the simulation results that the proposed system can track 
the target and capture the target on the center of the 
input array.  The realization of the advanced image 
processing system for the robotics vision, the security 
system and other systems can be expected by applying 
the proposed circuit and system. 
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Fig. 7. Measured results of the target tracking
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Abstract: We proposed an analog motion detection circuit based on the biological vision system.  The charge coupled 
device (CCD) camera was used as the input part which obtains the input image.  By using the CCD camera, it is 
immediately able to detect the motion of the high resolution images.  The unit motion detection circuit is constructed 
with 8 metal oxide semiconductor (MOS) transistors and 1 capacitor.  The unit circuit becomes simple structure.  The 
test circuit was fabricated on the breadboard by using discrete MOS transistors.  The measured results of the test 
circuit showed that the proposed circuit can detect the motion direction.  The fabricated test circuit was connected 
with the microcomputer introduced in the mobile robot.  It was clarified from the measured results that the motion 
detection circuit can control the mobile robot.   
 
Keywords: analog circuit, motion detection, image processing, vision chip. 

 

 

I. INTRODUCTION 

It is necessary for robotics vision, monitoring 

system and other systems to achieve the high speed 

image processing.  However, it is difficult to process 

the image information for the typical image processing 

system using Neumann-type computer because the 

information is processed in time sequential way.  In the 

biological vision system constructed with the retina and 

the brain, it is able to accomplish the high speed image 

processing.  The processing is performed in massively 

parallel nerve networks.   

The integrated circuits (chip) were proposed based 

on the biological vision system [1]-[6].   The circuit 

can detect the edge and motion of the object in real time.  

However, there is a problem of the low resolution in the 

case to add many functions.   

In this study, we proposed an analog motion 

detection circuit based on the biological vision system.  

The charge coupled device (CCD) camera was used as 

the input part which obtains the input image.  By using 

the CCD camera, it is immediately able to detect the 

motion of the high resolution images.  The unit motion 

detection circuit becomes simple structure.  The 

measured results of the test circuit showed that the 

proposed circuit can detect the motion direction.  The 

fabricated test circuit was connected with the mobile 

robot.  The robot could operate by using the motion 

signal.   

II. MOTION DETECTION MODEL 

Figure 1(a) shows the motion detection model based 

on the biological vision system.  We call the model the 

correlation model.  The model is constructed with the 

photoreceptors P, delay neurons D and correlators C.  

The arrows show the flow of the signals.  The solid 

line shows the model for detecting the right motion.  

The dashed line shows the model for detecting the left 

motion.  In this paper, the model for detecting the right 

motion is described.   

Figure 1(b) shows the signals of the motion 
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detection model when the object moves toward the right 

side.  Firstly, the object is projected on P1.  P1 

generates the signal which is proportional to light 

intensity.  The signal of P1 is input to D1.  The signal 

of D1 decreases.  When the object is projected on P2, 

P2 generates the signal.  The signal of P2 is input to C1 

Since the output signal Vright of C1 is proportional to D1, 

Vright becomes large when the object moves toward the 

right side.  Then, the output signal Vleft of C2 is 0. 

When the object moves toward the left side, Vleft 

becomes large and Vright is 0.  Thus, the model can 

detect the motion direction.   

  

III. MOTION DETECTION CIRCUIT 

1. Input part 

Figure 2(a) shows the relationship between the 

object and CCD camera.  The object is projected on 

the CCD through the lens.   

Figure 2(b) shows the projected image.  In this 

study, it is necessary to generate the signals of P1 and P2, 

as shown in Fig. 1.  As shown in Fig. 2(b), the image is 

segmented.  The signals of the segmented image are 

utilized as those of photoreceptors.   

  

2. Unit circuit 

Figure 3 shows the unit motion detection circuit.  

VP1 and VP2 are input voltages.  VP1 corresponds to the 

signal of P1 in Fig. 1.  VP2 corresponds to the signal of 

P2.  Vright is the output voltage.  In this circuit, the 

constant currents Vth1, Vth2 and Vth3 are set.   

The delay neuron D in Fig.1 is realized by 1 metal 

oxide semiconductor (MOS) transistor and 1 capacitor.  

The correlator is constructed with 5 MOS transistors.  

The unit circuit is constructed with 8 MOS transistors 

and 1 capacitor.  The circuit is simple structure. 

In the case of the circuit for detecting the left motion, 

the output voltage becomes Vleft.  Thus, the motion 

direction can be detected by using 2 unit circuits.   

 

IV. MEASURED RESULTS OF CIRCUIT 

The test circuit was fabricated with discrete MOS 

transistors on the breadboard.  C was set to 100 nF.  

Vth1, Vth2 and Vth3 were set to 2.18 V, 1.2 V and 1.36 V, 

respectively.  The supply voltage VDD was set to 5 V. 

Figure 4 shows the measured results of the test 

circuit when the object moved toward the right side.  

Vright became 5 V.  Then, Vleft became 0.   

Figure 5 shows the measured results of the test 

circuit when the object moved toward the left side.  

Vleft became 5 V.  Then, Vright became 0.   

Thus, the test circuit can detect the motion direction. 

 

 

 

 
Fig.2. Relationship between the object and CCD camera. Fig.3. Unit motion detection circuit. 
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V. APPLICATION TO MOBILE ROBOT 

We tried to control the mobile robot by using our 

motion detection circuits.  The fabricated test system is 

shown in Fig. 6.  In the robot (ROBONOVA-I, Hitec 

Multiplex Japan), the microcomputer (MR-C3024) is 

introduced.  The output terminals of the test circuits, 

i.e., Vright and Vleft were connected with input terminals 

of the microcomputer.   

In this study, we programmed that the robot hands 

up the right arm when the object moves toward the right 

side, i.e., when Vright becomes VDD.  We programmed 

that the robot hands up the left arm when the object 

moves toward the left side, i.e., when Vleft becomes VDD. 

Figure 7 shows the measured results of the test 

system when the object moved toward the right side.  

The robot handed up the right arm. 

Figure 8 shows the measured results of the test 

system when the object moved toward the left side.  

The robot handed up the left arm. 

Thus, it is able to control to the robot by using our 

proposed circuit.   

 

VI. CONCLUSION 

An analog motion detection circuit was proposed 

based on the biological vision system.  By using the 

CCD camera as the input part, it is able to detect the 

motion of the high resolution images.  The unit circuit 

becomes simple structure since the unit circuit is 

constructed with 8 MOS transistors and 1 capacitor.  

The measured results of the test circuit showed that the 

proposed circuit can detect the motion direction.  The 

Fig.4. Measured result of test circuit (right side). 

Fig.5. Measured result of test circuit (left side). 

Fig.6. Photograph of the fabricated test system. 

 
Fig.7. Measured result of test system (right side). 

 
Fig.8. Measured result of test system (left side). 
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test circuit was connected with the mobile robot.  It 

was clarified from the measured results that our 

proposed circuit can control the robot.  In the future, 

by applying the proposed motion detection circuit, it is 

able to use as the motion sensor such as the robotics 

vision. 
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Abstract: Automatic detection of human flows on a road by a computer vision system is of great importance mainly in 

surveillance systems, where human flows are observed by a camera and a computer analyzes the videos that the camera 

provides to detect a person having a different flow of movement, such as a person walking toward a certain direction 

while most of the people walk in the opposite direction, or a person running in a group of walking people. This paper 

describes a technique for finding a person having a different behavior or motion from others. The idea of the paper is to 

classify motion flows (or optical flows) extracted from a video into respective groups having respective directions of 

the motion by analyzing the motion flows. Experimental results show effectiveness of the proposed technique. 

 

Keywords: Motion detection, abnormal motion, Harris corner detector, L-K tracker, clustering, feature space. 

 

 

I. INTRODUCTION 

In recent years, along with the unceasing 

intellectualization of video image monitoring 

technology, the intelligent monitoring technology has 

gained more and more domestic and foreign merchants’ 

and scholars’ recognition and has conducted a series of 

researches. One of the most challenging tasks in 

intelligent monitoring technology is the analysis of 

human motion in crowed scenes and detecting the 

people who have a deferent motion from others. The 

detection of an abnormal motion can trigger video 

transmission and recording, and can be used to attract 

the attention of a human observer to a particular video 

channel.  

This paper describes a novel technique for finding a 

person having a different motion from others The idea 

of the paper is to classify motion flows (or optical 

flows) extracted from a video into respective groups 

having respective directions of the motion by analyzing 

the motion flows. In order to realize this, the Harris 

corner detector is applied to an initial image frame to 

extract feature points on the image: The Lucas-Kanade 

tracker is then applied to the successive frames to detect 

motion flows on the video: Pyramidal search is 

considered, if necessary, to detect the motion flows 

having different flow lengths indicating difference of 

the motion speed. The obtained motion flows are finally 

classified into some groups which have respective 

motion directions or speed. 

 

II. OVERVIEW OF THE ABNORMAL MOT-

ION DETECTION SYSTEM 

The process of detecting abnormal motion involves 

two primary contents: 1) tracking feature points. First, 

extract feature points from the initial image frame. Then, 

track the feature points in the next frame to find the 

motion vector. However, it is impossible to determine 

whether the motion is normal or abnormal only by the 

motion vector of the two successive frames.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.1. Overview of the proposed abnormal motion 

detecting method 
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Therefore, we need to accumulate some image frames 

from the first frame and store the location of the feature 

points that are tracked over the entire frames into the 

coordinate space. 2) Clustering. Remove stationary 

points from the coordinate space and convert the 

coordinate space into a feature space. Finally, cluster the 

feature points to detect abnormal motions. Fig. 1 shows 

the overview of the abnormal motion detecting method. 

 

III. METHOD  

1. Extracting feature points 

Generally, motion vectors are calculated by using 

the pixel values in the local region around the attracted 

point. We cannot obtain the right motion vector if 

texture conditions are poor in this local region. 

Therefore we need to find an adaptive feature point. In 

this paper, Harris corner detector, a popular feature 

point detector, is applied to extract the feature points.  

The Harris corner detector is based on the local 

auto-correlation function of a signal, where the local 

auto-correlation function measures the local changes of 

the signal with patches shifted by a small amount in 

different directions. 

For a small shift [u, v], we have bilinear approxi-

mation as follows; 

 

                                        (1) 

 

 

where M is a 22 matrix of the following form 

computed from image derivatives; 

 

                                        (2) 

 

 

The Harris measure of a corner is defined by 

 

                                        (3) 

 

where 

 

                                        (4) 

 

where 1  and 2 are the eigenvalues of the matrix M. 

Find the points with large corner response function 

R (R>threshold), and take the points of local maxima of 

R. Fig. 2 shows the image of extracted feature points. 

 

2. Tracking feature points 

The Lucas-Kanade tracker, one of the most well-

known feature points tracking algorithms is employed in 

the proposed method.  

 

 

 

 

 

 

 

 

 

 

 

 

Fig.2. Feature points extraction 

 

 

The L-K algorithm relies only on local information 

that is derived from some small windows surrounding 

each of the points of interest. Based on the condition, 

we can get the final expression in the form of 

 

                                          (5) 

where 

 

 

                                       (6) 

 

The disadvantage of using small local windows in 

Lucas-Kanade algorithm is that large motions can move 

points outside of the local window and thus become 

impossible for the algorithm to find them. This problem 

led to the development of the pyramidal L-K algorithm, 

which starts tracking from the highest level of an image 

pyramid and working down to lower levels. Tracking 

over image pyramids allows large motion to be caught 

by local windows. Fig. 3 shows the image of motion 

vectors. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.3. Motion vectors 
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3. Creating the feature space 

Since it is difficult to detect an abnormal motion 

only by the motion vectors between successive frames, 

we need to accumulate some frames from the first frame. 

The feature points are tracked over the entire frames 

and their location information is stored into a coordinate 

space. Suppose that a feature point n (n=0,1,2,…,N-1) is 

tracked through T image frames and its position on the 

frame t (t=0,1,2,…,T-1) is denoted by (xt
(n)

, yt
(n)

). We 

then define a sequence of T coordinates of the feature 

point by the following form; 

 

 

 

                                        (7) 

 

 

 

 

 

Fig. 4 shows the tracking result throughout the T frames. 

However, the movement cannot be known only by 

the position information of points in the coordinate 

space. Therefore the coordinate space is converted to 

three kinds of feature space such as velocity (8), 

velocity magnitude (9), and velocity orientation (10). 
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Fig.4. Tracking result throughout T frames  

 

 

3. Detecting an abnormal motion 

The flow chart of clustering is shown in Fig. 5, 

where dij and Th are defined as follows; 

 

                                         (11) 

 

 

                                         (12) 

 

The similarity of the features with respect to the 

feature points are calculated among them. This 

 

 

 
 

Fig.5. Flow chart of clustering  
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similarity is clustered by threshold processing. At first, 

the threshold is set strictly. The threshold is adjusted so 

as to cluster all the points or larger than γ. Look-up 

table is used in the clustering process. After clustering, 

count the number (n) of feature points clustered in each 

class. The class that satisfies the following condition, 

n total number of points R %, is defined as an 

abnormal motion. 

 

IV. EXPERIMENTS AND CONCLUSIONS  

The abnormal motion detection algorithm proposed 

here was successfully tested on various outdoor scenes. 

Fig. 6 shows the final result. 

In this paper, we propose a novel technique of 

abnormal motion detection from the images obtained 

from a surveillance camera. The Harris corner detector 

and the pyramidal Lucas-Kanane algorithm are applied 

to feature tracking and calculation of motion vectors. 

Then a coordinate space and a feature space are 

created based on the tracked points coordinates. The 

feature points are clustered by a Look-up table. Finally 

abnormal motions are detected based on the clustered 

points. The future work is to integrate the multiple 

features in order to improve the accuracy.  
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Fig.6. Performance of abnormal motion detection from various scenes. The red line in the frames shows the abnormal 

notion of a person having a different motion from others. Time elapses in the order of upper left, upper right, lower left 

and lower right image. 
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Abstract: It is difficult to realize the height measurement based on the image processing 

technique. In this paper, we study how to carry on the height measurement with one CCD 

camera. In order to reduce the influence of the lighting conditions in the environment, the 

near-infrared laser and filter were used. We tested our method with various materials. The 

experiments show we can get reliable results in our laboratory conditions. The further 

research and some verifications of our algorithms will do later. 
 

Keywords: Image processing, Heigh measurement, Near-infrared laser 

 

 

I. INTRODUCTION 

Height measurement problem has a long history,and 

there are variety of measurement, some of these 

measurement also use the technology of image 

processing.It mostly use of mathematical computation 

with extra scale and multifarious algorithm of image 

processing,not only compute complexly but also is 

influenced easily,so influence the precision of 

measure.The following text will introduct how to carry 

on the height measurement with one CCD camera 

. 

II. The mechanism of measuremen 

As illustrated,we make CCD camera and laser 

fixed,then we can get the length between camera and 

laser through precision measuring instrument.We also 

can get the value of angle between the centre line of 

camera and horizontal plane by measuring instrument.In 

the picture two black piece represent the reaction of 

height when the light emited by laser fired the measured 

object.The angle of α and β can be got through image 

processing,based on geometrical relationship we can 

calculate the h as the next formula. 

 

 

)tan()tan(   llh
 

CCD camera laser

filter

the plane of laser

centre line

θ

α

β

l

 
The picture depict the situation that CCD camera 

centre line and measured pixel of luminous beam are in 

the same plane.We call this plane for vertical center 

plane.There is another situation which camera centre 

line and measured pixel of luminous beam are not in the 

same plane.We mark the angle that between centre line 

and measured pixel as γ which we can get through 

image processing.We found a parameter L,make 

L=l/cosγ,and then instead of h.Now we can Continue 

using this formula. 
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III. The principle of measurement 

The light emitted by laser fired on the profile of a 

workpiece,forming a bright curve that is the profile of 

the workpiece.The bright points do not in a straight line 

because of curve profile of workpiece.Through the 

camera we can get the picture and then we process the 

picture. 

In image processing,we use the algorithm of model 

conversion,edge detection,binaryzation and so on,above 

all we use of filter.This can greatly reduce the difficulty 

of image processing,simple the algorithm,shorten the 

computation time,improve the detection efficiency,and 

can obtain accurate and stable results.We already know 

the wide angle of camera,through image processing,we 

can get position relation of bright pixel and centr 

pixel,then find out the angle of α and β.According to 

formula （1）,we can figure out height difference,and 

then get the profile. 

  

 

IV. Experiment research 

In the laboratory we build a simple platform,with a 

screwdriver handle to be tested.First we show the 

picture without filter;And then put the filter in front of 

the lens,the picture we get is as 2; The third picture is 

after processing.The effect of image processin as flows:  

 

      

           Without filter 

 

 

 

 

Filter 

 

After using filter,we will amazed:how a perfect 

picture.However this is not the final result we want,we 

must extract a line,a centre line of the luminous 

beam.Then we can get the position of every pixel in the 

line.In order to get α,β and γ,we must calculate the 

distance between measured pixel and centre line of the 

picture,which is not difficult. We can use this equation 

which is shown by matrix.We can achieve this equation 

in programming way,then we process these data that we 

have get about height.With these data we can get the 

profile easily. 

 

 
After processing 
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V. CONCLUSION 

Image processing method to measure the height 

mainly includes two parts: hardware component and 

software component.It will increase the costs and 

working environment if we make hardware better 

only.And it will increase the processing time if use 

complicated algorithms.Now we use cheap equipment 

to meet the requirements of precision, and greatly 

reduce the equipment cost.However if we want to 

improve measurement accuracy, better camera will be 

used. 
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Abstract: The temporal-difference (TD) reinforcement learning (RL), typically formulated in discrete state space, is 

frequently applied to the control problems represented by continuous state variables. The use of a coarse space discreti-

zation to describe the RL algorithm may degrade the control performance, whereas a fine discretization requires a large 

number of iteration steps to complete learning. In this study, I examine a novel RL algorithm by which the learning rate 

is dynamically and spatially modulated to improve the learning performance even when a relatively coarse space discre-

tization is employed. This method is inspired by physiological phenomenon of short-term depression observed in bio-

logical synapses, and aims to produce a bias in the TD learning toward the states that have not been recently visited. 

The proposed algorithm is incorporated with Sarsa-lambda and tested in a nonlinear control task of swinging up a pen-

dulum using limited torque. The simulation results show that the proposed dynamic learning rate can robustly reduce 

the number of trials required before accomplishing the task by facilitating efficient exploration in the RL process.  
 
Keywords: Temporal difference, Reinforcement learning, Dynamic learning rate, Synapse. 

 

I. INTRODUCTION 

The temporal-difference-(TD-)based reinforcement 

learning (RL) not only provides an efficient approach to 

control and decision problems, but also can be consid-

ered as an attractive model for studying the brain [1]. In 

fact, a broad range of experimental evidence suggests 

the involvement of neural activities occurring at a vari-

ety of brain areas in the mediation of reward processing 

as well as the TD error signal [1-3]. A close connection 

between the RL theory and the relevant physiological 

data implies that the theoretical scheme of RL could 

provide a quantitative framework for future studies in 

the related area of neuroscience [2]. Furthermore, it also 

appears possible to improve the RL algorithm by incor-

porating neurobiological mechanisms underlying adap-

tive behavior of animals, as this study aims to do. 

An important application of RL technique is to con-

trol a strong nonlinear dynamical system, which would 

be difficult to be solved by a conventional engineering 

approach. In many interesting real-world control tasks, 

the state variables evolve with time in continuous space, 

although the progress of RL theory has been mainly 

restricted to the problems described by the Markov 

decision process (MDP) formulated in discrete state 

space [4]. Therefore, in the application studies of RL, 

the most common approach is first to discretize the state 

space and then to apply the learning algorithm described 

in a discrete stochastic system. In this approach, a fine 

discretization of state space necessarily requires a large 

number of memory storage as well as many iteration 

steps to complete learning the value functions. In con-

trast, a coarse space discretization leads to a situation 

where, when the state variables evolve slowly with time, 

an update of value functions takes place many times 

repeatedly at identical states; in such a case, it is likely 

that wrong actions repetitively taken at the same state 

are excessively reinforced, particularly during early 

learning phases. 

Ideally, one would like to develop an algorithm that 

can improve the RL performance even when a relatively 

coarse space discretization is employed. In this study, I 

propose a novel method, which incorporates spatiotem-

poral modulation of learning rate to enhance the learn-

ing efficiency in such coarse discretized space. This 

method is inspired by physiological phenomenon of 

short-term depression (STD) observed in central syn-

apses, i.e., a transient decrease in the strength of synap-

tic inputs following their repetitive activation. The 

proposed algorithm is introduced in Sarsa ( ) [5] and 

applied to a nonlinear control task of swinging up a 

pendulum with limited torque. I show in simulations 

that the task can be accomplished by employing the 

proposed dynamic learning-rate modulation in a number 

of trials less than by employing a conventional static 

learning rate. Further, I demonstrate that the proposed 
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method can decrease the sensitivity of the task perform-

ance to the scaling of learning rate, implying that this 

method can make the tuning of the learning parameter 

easier. 

 

II. METHODS 

1. Sarsa ( )  

As a basic RL algorithm to which the proposed 

method is to be incorporated, the author used Sarsa ( ) 

[5]. In this algorithm, the action-value function ( , )Q s a , 

for each state s  and action a , is updated as follows: 

( , )Q s a  ( , ) ( , )Q s a e s a  .     (1) 

Here,  ( >0 ) denotes the learning rate.   represents 

the TD error described as  

( ( 1), ( 1)) ( ( ), ( ))r Q s t a t Q s t a t      , (2) 

where r  is the reward obtained by the state transition 

from ( )s t  to ( 1)s t   through action ( )a t .   is a 

discount rate satisfying 0 1  . Each action is as-

sumed to be decided from the  -greedy policy with 

respect to ( , )Q s a . The eligibility trace ( , )e s a  for all 

the state-action pairs, s, a, is updated by the following 

equation: 
( , ) 1, ( ( ) and ( ))

( , )
( , ). (otherwise)

e s a s s t a a t
e s a

e s a




  
 


 (3) 

 

2. STD mechanism for controlling learning rate 
The author designed an algorithm for spatiotemporal 

control of learning rate, which models short-term activ-
ity-dependent modification of synapses. In the central 
nervous system, the synaptic inputs that are activated 
with higher frequency are rapidly and temporarily de-
pressed so that the input-output gain for high-rate inputs 
decreases [6]. This phenomenon, called STD, occurs 
through the transmitter vesicle depletion at the pre-
synaptic terminals, and can be modeled by the following 
equation [6,7]: 

( ) / ( ) ( ) [1 ( )] /v j r
j

dD t dt D t t t D t       , (4) 

where ( )D t ( 0 ( ) 1D t  ) represents the synaptic 

strength normalized by its maximum value, and 
jt  is 

the j th activation time of the synapse. Equation 4 indi-
cates that the synaptic strength is weakened just follow-

ing activation such that ( )jD t   = (1 ) ( )v jD t   

( 0 1v  ), whereas it recovers toward 1 with the 

time constant r  in the absence of activation [7]. If 

time is discretized by using Euler’s method, Eq. 4 can 

be written, by defining parameters 1 v    and 

/ rt    ( 0 , 1   ), as follows:  

( ) [1 ( )],

( 1) (following synaptic activation)

( ) [1 ( )]. (otherwise)

D t D t

D t

D t D t

 



 
  
  

 (5) 

Assume that, based on the classical cell assembly 
hypothesis [8], firing activity of a group of intercon-
nected neurons encodes a specific information regarding 
environment. Then, the repetition of the same state in 
MDP could be represented in the brain by the repetitive 
spiking of the same cell group, which will weaken input 
activity for such group of neurons through STD [9]. 
Further, experimental evidence suggests that the resul-
tant weakened activation of NMDA receptors 
(NMDARs), one of major receptor subtypes for gluta-
matergic synapses, may cause the suppression of long-
term plasticity underlying learning in the brain [10]. 
This may correspond, in the terminology of RL, to the 
decreased value of learning rate. 

Therefore, to incorporate the mechanism resembling 
STD to an RL algorithm, the author introduces a func-

tion ( )d s  ( 0 ( ) 1d s  ) and considers that ( )d s  

for all the states s are updated, similar to Eq. 5, as fol-
lows: 

( ) [1 ( )], (for ( ))
( )

( ) [1 ( )]. (otherwise)

d s d s s s t
d s

d s d s

 

  

   
    (6) 

The value of   (Eq. 1) is multiplied by ( )d s  so that 

the function Q is updated, instead of Eq. 1, as  

( , )Q s a  ( , ) ( ) ( , )Q s a d s e s a  .   (7) 

According to Eq. 6, ( )d s  for a given state s will 

decrease each time the state s is visited, whereas it 
gradually recovers to 1 in the absence of visiting s. 

Therefore, it can be expected that ( )d s  acts to de-

crease the change in the action-value function ( , )Q s a  

 

Table 1. The learning parameters  
Parameter Value
Parameter to decide the level of STD   0.6 

Rate of recovery from STD   0.04

Scale of learning rate   0.8 
Discount rate   0.98

Decay rate of eligibility trace   0.8 
Randomness of policy   0.1 
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for the states that have been visited in the near past. 
This also implies that by the inclusion of the STD 
mechanism, the TD learning tends to proceed with a 
bias that assigns a higher weight to the states that have 
not been recently visited. The learning parameters in 
Table 1 are used unless otherwise stated.  
 

III. RESULTS 
To test the proposed algorithm, the author performed 

simulations for the control task of swinging up a pendu-
lum with limited torque [4]. The dynamics of the pendu-

lum are described as /d dt   and /d dt = 
2( sin ) /c mgl u ml     with the external torque 

u  = maxu , implying that only its direction can be 

controlled. The physical parameters used are summa-
rized in the Fig. 1 caption. For numerical integration, 

the Euler‘s method was used with the time step size t  

= 0.02. The reward given was set to be r = 1 for 

| | < / 4 , r  = 75/ t   for | | > 4 , and r  = 0 

otherwise, where the negative reward for large   is to 

prevent the over rotation. The state space {( , ) 

| 4 , 4      } was digitized into subspaces with 

the length of  =  = / 3 . A trial ended at t = 20 or 

when the pendulum became over-rotated ( | | > 4 ). To 

quantify the task performance, the total length of time at 

which the pendulum stands up ( | | < / 4 ) was defined 

as standT . The trial was considered to be successful 

when 
stand 10T  , and the learning speed was measured 

by using the number of trials, successN , required before 

achieving 10 successful trials. 
Figure 1 shows the comparison of the time course of 

standT  obtained by using and not using the STD mecha-

nism of learning rate (Figs. 1A and 1B, respectively). 

Note that although the mean value of 
standT  is largely 

the same regardless of the inclusion of STD (Fig. 1C), 

the temporal variation of 
standT  becomes significantly 

increased by the STD function (Fig. 1D). This would be 
attributed to the fact that STD will contribute to assign-
ing higher weight to the learning of ‘novel’ states that 
have not been recently visited, as mentioned above. The 
result here shows that the STD function will be effective 
to facilitate the exploration in RL almost without chang-
ing the average task performance. 

When similar simulations were performed by using 

various values of   and  , the value of 
successN  was 

found to take a minimum at an intermediate value of 

  for all   (Fig. 2A). Importantly, the minimum 

successN  value for each   with   < 1 is considera-

bly smaller than that for  = 1 (i.e., the case of no 

STD) (Fig. 2B), suggesting that the inclusion of STD 
can robustly improve the learning performance. To 
further explore the robustness of the outcome, the upper 

and lower limits of the   range, where the value of 

successN  is less than a threshold (= 250), were defined as 

U  and L , respectively, and the /U L   ratio was 

plotted as a function of   (Fig. 2C). The figure shows 

that this ratio becomes greater than that obtained with-

out STD when   is relatively large (0.7     0.9). 

This implies that in this range of  , STD can decrease 

the sensitivity of the task performance to the scale of 

Fig.1. (A and B) The change in the average and standard 
deviation (error bar) of standT  as a function of the num-

ber of trials in the presence (A;   = 0.6) and absence 

(B;   = 1) of the STD mechanism. The dashed lines 

show the level of standT  above which a trial is consid-

ered successful ( stand 10T  ). (C and D) The average (C) 

and standard deviation (D) of standT  are plotted for both 

the cases with (solid) and without (dashed) STD in the 
same graph. The parameters for the system dynamics are 
as follows: m  = l  = 1, g  = 9.8, c  = 0.01, and 

maxu  = 5 [4]. 

The Sixteenth International Symposium on Artificial Life and Robotics 2011 (AROB 16th ’11), 
B-Con Plaza, Beppu,Oita, Japan, January 27-29, 2011

©ISAROB 2011 802



 

learning rate, which will make the tuning of the learning 

parameter easier. Note that around similar values of   

(0.5     0.9), the minimum 
successN  becomes 

quite small (Fig. 2B), indicating that this range of   

will be near-optimal in that the task performance is both 
robustly and significantly enhanced. 
 

IV. CONCLUSION 
In this study, I have proposed an STD mechanism for 
TD-based RL, where the learning rate is spatiotempo-
rally modulated, and have shown that this method can 
reduce the number of trials required before accomplish-
ing the control task. This method is motivated by the 
physiological experimental findings on synapses that 
their activation are rapidly followed by depression [6]. 
The proposed learning rate modulation (represented by 

the change in ( )d s ) tends to assign a greater weight to 

the learning of value functions for the states that have 
not been recently visited. This appears to be similar to 
the observed response of dopamine neurons, which can 
reflect the novelty of the presented stimuli [11]. There-

fore, given that the TD error   closely resembles the 

dopamine cell response representing the unpredictability 

of reward [11], the term ( )d s   (Eq. 7) may corre-

spond to the dopamine signal that encodes both the 
novelty and unpredictability of the reward. The present 
study may suggest a new framework of RL research in 
which the functional significance of a biological 
mechanism can be examined by constructing an RL 
algorithm that incorporates the mechanism and testing it 
through the application to control problems. 
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Fig.2. The comparison of task performance for various 
values of   and  . (A) The change in the value of 

successN , which is averaged over 32 cases, as a function 

of   and  . (B and C) The minimum successN  value 

(B) and the U / L   ratio (C), which are obtained by 

using various values of  , are plotted for each  . The 

cases of   = 1 (denoted by the horizontal dashed lines) 

correspond to those without the STD mechanism. 
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Abstract: This paper proposes a new method for discovering multiple subgoals automatically to accelerate 

reinforcement learning. There have been proposed several methods for discovery of subgoals. Some use state visiting 

frequencies in the trajectories that reach the goal state. When a state visiting frequency is very high, this state is 

regarded as the subgoal. Because this kind of methods need that the goal state is reached many times to collect 

trajectories, they take a long time for discovering subgoals. In addition, they cannot discover the potential subgoals that 

will become appropriate subgoals when the goal state changes. On the other hand, some methods identify subgoals by 

partitioning local state transition graphs. But this kind of methods require large calculation amounts. We propose a new 

method that solves the above drawbacks. The new method utilizes state visiting frequencies. But we collect trajectories 

that go through particular non-goal states selected at random. For each particular state, trajectories are collected. Most 

of the trajectories reach the particular state more easily that the goal state. Therefore, it is expected that we can discover 

subgoals quickly and discover multiple subgoals together. 

 

Keywords: reinforcement learning, subgoal discovery, the state visiting frequency, the particular state 

 

 

I. Introduction 

Reinforcement Learning is the method that decides 

proper actions at each state by trial and error. The trial 

and error method is effective when the environment is 

complicated or unknown. But learning by trial and error 

takes a long time. So it is important to accelerate the 

learning. There have been proposed several methods 

that accelerate reinforcement learning. Symmetrical-

Actions [1] utilizes symmetry of the environment, and Macro-

Actions [2] and Options [3] divide the environment to 

reduce the learning problem size. 

Dividing environment by subgoals is one of the 

methods that speed up the learning, since the number of 

selections of states or actions reduces. To use this 

method, it is necessary to discover subgoals. 

There have been proposed several methods for 

finding subgoals. These methods utilize the feature of 

subgoals [4]. Some utilize the feature that the 

trajectories that reach the goal state always go through 

subgoals. In this kind of methods, we collect only 

positive trajectories (the trajectories that reach the goal 

state) and ignore negative ones (the trajectories that do 

not reach the goal state). When the state visiting 

frequency, which is the value given by dividing the 

number of positive trajectories into the visiting counts 

of the state, is very high, it is judged that the state is the 

subgoal. However, it takes a long time to collect a 

number of positive trajectories. On the other hand, some 

methods utilize the transitions between states [5]. If the 

number of transition paths between two states is small, 

the learning environment can be cut between those 

states and they are judged as subgoals. However, this 

kind of methods must count the transitions for all 

neighboring pairs of states, and judge if each count of 

transitions is lower than the threshold. So they require 

large calculation amounts. 

In this paper, we propose a new method for finding 

multiple subgoals. The purpose of this paper is 

discovery of multiple subgoals. In addition, we solve 

the drawbacks of the existing methods. The new method 

utilizes the state visiting frequencies. However, we 

collect not only positive trajectories but also negative 

ones that go through particular non-goal states chosen at 

random. These trajectories can be collected faster and 

thus the subgoals can be found more quickly. 

The structure of this paper is as follows. In Section 2 

we explain subgoals. In Section 3 we introduce a new 

method for finding multiple subgoals. Experiment of the 

use of the new method and the results are written in 

Section 4. And Section 5 gives conclusions. 

 

II. Subgoal Overview 

Subgoals are the states that the agent must go 

through before the task goal is reached. In 
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reinforcement learning, if the environment is large and 

many states or actions are involved, learning tends to be 

slow owing to trial and error. So it is very effective for 

reduction of the number of states or actions taken to 

divide the task environment at subgoals. For example, 

when an agent goes from one room to another room by 

way of the doorway, it is very difficult that the agent 

goes to another room with random actions. But it is 

easier that the agent goes to the doorway. In this case, 

the agent must go through the doorway to reach another 

room. So the doorway becomes a subgoal, which 

divides the whole task into two smaller tasks.  

The methods of Macro-Actions and of Options also 

divide the environment for speeding up learning. They 

can be readily constructed once subgoals have been 

discovered. So finding subgoals is very useful. 

 

III. A new method for finding  

multiple subgoals 

 

The conventional methods that utilize the state 

visiting frequency for finding subgoals have several 

drawbacks [4]. The goal state must be reached many 

times to count the visiting frequencies, and finding 

subgoals takes a long time in large or complicated 

environments. Besides, if the goal state changes, 

subgoals that were found are not effective for the new 

situation. In addition, because the trajectories go 

through the states near the start state very often, the 

visiting frequencies of these states may be high and 

these states are judged as subgoals by mistake. 

We propose a new method for finding multiple 

subgoals that solves the above drawbacks. The new 

method utilizes the state visiting frequencies. But in this 

method, the definition of the state visiting frequency is 

different from the past definition in terms of the two 

points.  

First, the way of collecting trajectories is different. 

The agent takes random actions for several episodes and 

then selects several particular states among the states 

that have already been visited. We collect the 

trajectories that go through the particular state 

regardless of whether the task goal is reached or not. 

The state visiting counts are counted up for the states 

between the start state and the particular state. Figure 1 

shows the way of collecting trajectories. Here is one 

positive trajectory, so we can collect only one trajectory 

for the existing method. But if we use the new method, 

we can collect three trajectories including two negative 

ones. Therefore, we can obtain enough data to 

accurately calculate the visiting frequencies and the 

doorway between two rooms will be selected as the 

subgoal more quickly. Besides for each particular state, 

trajectories are collected. So it is expected that multiple 

subgoals are found.  

 

 
Fig.1 The trajectories that go through  

a particular state. 

 

Second, in this method, the visiting counts are 

divided by the average state visiting frequency. The 

average state visiting frequency is the expected 

frequency that the trajectory goes through the state 

when the agent selects an action with equal probability 

at any state. Figure 2 shows the average state visiting 

frequency of each state around the start state. The 

average visiting frequencies of the states around the 

start state tend to be high. On the other hand, as the state 

becomes far from the start states, the average state 

visiting frequency becomes low. So dividing the 

observed visiting frequency by the average state visiting 

frequency reduces the seemingly high visiting counts of 

the states around the start state, and prevents that these 

states from being judged as subgoals by mistake 

 

 
Fig.2 The average state frequency of each state 

 in a gridworld environment. 
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The visiting frequency    of state   for the 

particular state   is defined by 

 

    

                             
                                                        

                                         
 

 

The Algorithm of the new method is sketched 

below: 

 

1. At the first several episodes, the agent selects 

random actions at any states.  

2. The agent selects several particular non-goal 

states at random among the states it has already 

visited. In addition, if the goal state has been 

reached during these episodes, the states 

belonging to a positive trajectory and the goal 

state are selected as the particular states, 

because this leads to easy finding of the 

effective subgoals. 

3. The agent collects trajectories that go through 

the particular state while it learns the policy 

and selects actions with Q-learning. 

4. For each particular state, the state visiting 

frequencies are calculated. 

5. For each particular state, if the state visiting 

frequency of a state is the maximum over all 

the states on the way to the particular state and 

higher than the threshold, the state is judged as 

the subgoal. 

 

IV. Experiment 

We test the new method for finding multiple 

subgoals. Figure3 shows the environment used in the 

experiment. It consists of three rooms. The start state 

and the goal state are indicated by S and G, respectively, 

in Fig.3. Besides, the horizontal axis and the vertical 

axis are indicated by x and y, respectively, and the state 

is represented by (x,y). The location of the upper 

doorway is (3,10) and the right doorway is (10,5). The 

agent can select from four actions: going up, down, 

right, and left. It uses Q-learning with ε-greedy with ε 

that is 0.3 at the first episode and is reduced by 0.001 at 

every episode down to 0.1. The learning rate α in Q-

learning is 0.1, and the discount rate γ is 0.9. 

The agent takes random actions for the first 25 

episodes. Then the agent uses Q-learning, and collects 

the trajectories that go through the particular non-goal 

states for 300 episodes. The fixed threshold 36 is used. 

 

 
Fig.3 The environment. 

 

 
Fig.4 State visiting frequencies  

        for the particular state (13,4). 

 

 
Fig.5 State visiting frequencies  

        for the particular state (5,11). 

 

 
Fig.6 State visiting frequencies  

        for the particular state (2,5). 
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Figure 4 through Fig.6 show the state visiting 

frequencies. The lighter the state’s color is, the higher 

the state visiting frequency is. In Fig.4 the particular 

state is located in the right room where the goal state 

locates. This particular state is situated near the right 

doorway, so collecting the trajectories that go through 

the particular state is easier than collecting the 

trajectories that reach the goal state. In fact, the number 

of the trajectories that go through the state (13,4) is 24, 

which is higher than the number of positive trajectories 

that is 15. Figure 4 shows that the visiting frequencies 

of the states around the right doorway are high. The 

maximum visiting frequency is the visiting frequency of 

the state (11,5) that is 48 and higher than the threshold. 

So the state (11,5) is selected as the subgoal. 

In Fig.5 the particular state is located in the upper 

room and near the upper doorway. For this particular 

state, the visiting frequencies of the states around the 

upper doorway are high. It is not useful to select one of 

these states as the subgoal in this environment. But for 

example, when the goal state moves to the upper room, 

the upper doorway will become the good subgoal. In 

other words, even if the goal state moves to the upper 

room, the agent will not need to repeat the discovery of 

subgoals. The maximum visiting frequency is the 

visiting frequency of the state (3,11) that is 40 and 

higher than the threshold. So the state (3,11) is selected 

as the subgoal. Again, the number of the trajectories that 

go through the state (5,11) is 20, which is higher than 

the number of positive trajectories that is 15. 

In Fig.6 the particular state is located in the start 

room. Because the trajectories often go through this 

particular state before the agent gets out the start room, 

the visiting frequency of the doorway state is very low, 

and the visiting frequency of one of the states in the 

start room is the maximum. But the visiting frequencies 

overall are generally low. The maximum visiting 

frequency is the visiting frequency of the state (3,4) that 

is about 6.8 and lower than the threshold. So no state is 

selected as the subgoal from the trajectories passing 

through this particular state. 

 

VI. Conclusions 

In this paper we propose a new method for finding 

multiple subgoals that solves the existing drawbacks. 

We tested it in the three-room gridworld environment. 

The experiment shows that our new method can 

solve the conventional methods’ drawbacks. First, the 

method can collect the trajectories that go through the 

particular state more than the positive trajectories. So, it 

can find subgoals more quickly. Second, it can find the 

state that may become an effective subgoal when the 

goal state changes. Third, the use of the average state 

visiting frequencies suppresses the erroneous selection 

of the states around the start state as the subgoals. 

But our method has a drawback. The particular non-

goal states are selected at random. If all the particular 

states happen to be located in the start room, any 

doorways will not be selected as the subgoals. To solve 

the drawback, there need some devises, for example, 

increasing the number of the particular states, or 

selecting each particular state to be distant from other 

particular states. 
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Abstract: Todorov has recently introduced a class of linearly-solvable MDPs (LSMDPs) which greatly simplifies 

reinforcement learning. By attending some specific conditions, the problem of choosing optimal actions (sequential 

decision making) can become linear, and then be solved in closed-form. A similar method to temporal difference 

learning (TD learning) for this class of MDPs has also been introduced, and is called Z-learning. In this work we 

present the results of simulations using Z-learning to solve a navigation problem of a virtual agent in a grid world, in 

which physical properties of the system (Newtonian mechanics) were introduced in the MDP model in the definition of 

the passive dynamics probability distribution, which is crucial in the theory. Those MDPs were solved both in closed-

form and using Z-learning. In all experiments, the approximation errors of Z-learning consistently decreased with the 

increase in the number of simulation steps. 
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I. INTRODUCTION 

The Reinforcement learning (RL) approach to 

Machine Learning is a technique to learn how to make 

decisions in order to achieve a desired goal. In RL, the 

model does not include the presence of a supervisor, and 

the agent must learn by trial and error, interacting with 

the environment and observing a reward (or cost) signal 

[1]. Examples of possible applications of RL include: 

playing board games like chess, checkers or “tic-tac-

toe”; and a nervous system generating muscle 

activations to maximize movement performance [2].  

RL problems are usually defined on a discrete-time 

Markov decision process (MDP) with stochastic 

dynamics. Recent work [3] has presented a class of 

linearly-solvable MDPs, which greatly simplify the 

solution of reinforcement learning problems. Z-learning 

is a temporal-difference approach to the RL problem, 

which takes advantage of this class of MDPs, and 

presents faster convergence than traditional RL methods 

(e.g. Q-learning) [3] [2]. The present work has the 

motivation of including Newtonian mechanics effects 

(inertia and collisions) in the passive dynamics 

probability distribution of the linearly-solvable MDP 

used for Z-learning. 

  

II. LINEARLY-SOLVABLE MARKOV 

DECISION PROCESSES (LSMDP) 

Let us denote the state of the environment in a 

discrete time instant t as xt. If this state signal retains all 

relevant information for the decision, it is said to have 

the “Markov property”, and 

 

...),|Pr()|Pr( 111 −++ = ttttt xxxxx .       (1) 

 

This means that the history of past states has no 

influence on the probability of the next state. A 

reinforcement learning task that satisfies the Markov 

property is called a Markov decision process (MDP) [1] 

[4].  

A particular finite MDP is defined by: a set of 

possible states X, a set of possible actions U, state 

transition probabilities p(xt+1|xt, ut) (which mean the 

probability that the next state is state xt+1 when the 

current state is state xt and action ut is taken), and 

immediate cost l(xt+1|xt, ut) for being at state xt, taking 

action ut and having a transition to state xt+1.  

The reinforcement learning agent’s sole objective is 

to minimize the total accumulated cost it receives in the 

long run [1] [2]. The “cost-to-go” function (or “value” 

function) of a state (denoted v(x)) is defined as the 

expected total cost the agent accumulates starting from 

that state, and following the optimal policy thereafter. 
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The cost-to-go (or “value”) function is the only 

solution to its Bellman equation [1] (refer to section III 

for details). This solution can be obtained by using 

Dynamic Programming (DP), but this can be time-

consuming due to the explosion of unknown variables. 

Recent work [3] has introduced a class of MDPs 

which greatly simplifies reinforcement learning. By 

attending some specific conditions, the Bellman 

equation of the MDP becomes linear, and its solution 

can be obtained in closed-form. The conditions are as 

follows [2]: 

In the original MDP framework, the agent specifies 

discrete actions u ∈ U. The probabilities of state 

transitions starting from the current state x ∈ X depend 

on the action u taken at that state. In other words, the 

probability of transition from a state x ∈ X to a state   

x’ ∈ X is given by p(x’|x, u). 

In LSMDPs, however, the agent can specify the 

transition probabilities directly. In other words, there are 

no discrete actions u nor the set of actions U. Instead, 

the agent can directly specify the probability of 

transition from the current state x ∈ X to any possible 

future state x’ ∈ X, without the existence of discrete 

actions. These probabilities will be represented by using 

the letter u and therefore p(x’|x, u) becomes u(x’|x) [2]. 

Another necessary condition is the definition of a 

probability distribution called “passive dynamics”, 

denoted pd(x’|x), which corresponds to the behavior of 

the system in the absence of controls [2]. 

The total cost incurred in a state transition will be 

defined as follows [2]: 

 

( ))|(||)|()(),( xpxuKLxquxl d ⋅⋅+=      (2) 

 

Where q(x) is called “state-cost” (which depends 

only on the state, therefore representing how 

undesirable a state is) and 
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is the Kullback–Leibler (KL) divergence between 

the controlled state transition distribution and the 

passive dynamics. This measures how “different” these 

distributions are from one another, and is called “action 

cost” [2]. 

The last condition is that u(x’|x)=0 when pd(x’|x)=0, 

in order to keep the KL divergence well-defined and 

avoid impossible state transitions [2]. 

III. Z-LEARNING 

When the passive dynamics distribution is known, 

as well as all the states and their respective state costs, 

then the problem of obtaining the cost-to-go function 

v(x) can be solved using dynamic programming and the 

Bellman equation. The Bellman equation expresses the 

relationship between the cost-to-go of state and the 

expected cost-to-go of the next state: 
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where 
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In LSMDPs, the Bellman equation can be expressed 

as [2]: 
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'
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where 

 
( ))()( xvexz −≡        (7) 

 

is called the “desirability function” of a state. This 

Bellman equation (6) is linear in z. 

Equation (6) can be written in vector notation, by 

enumerating the states from 1 to n, representing z(x) and 

q(x) as column vectors z and q, and representing p(x’|x) 

as a matrix P (where the row-index corresponds to x and 

the column-index corresponds to x’) [2]. By partitioning 

z, q and P according to terminal and non-terminal states 

(using index N for non-terminal and T for terminal), 

equation (6) becomes [2]: 

 

)exp()))(exp(( TNTNNNN qqdiag −=− PzP  (8) 

 

where “diag” transforms vectors into diagonal 

matrices. By acknowledging that v(x) = q(x) at terminal 

states, the unknown zN (vector of desirabilities at the 

non-terminal states) can be calculated by using matrix 

factorization or an iterative linear solver [2]. 

When the state costs and passive dynamics are not 

known, then simulations must be made in order to solve 

the problem of estimating the cost-to-go function by 

using reinforcement learning. 

Z-learning is a temporal-difference-like method 

which takes advantage of the linear class of MDPs to 

diag 

KL 
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achieve faster convergence then traditional 

reinforcement learning methods [2]. 

As in traditional TD learning methods, initial 

estimates are constantly updated until convergence is 

obtained. The Z-learning update formula is as follows 

[2]: 

 

)()exp()()1()( 1+−+−← tcurtttcurttupd xzqxzxz ηη    (9) 

 

Where zupd(xt) is the updated estimate of z(xt), zcur(xt) 

is the current estimate of z(xt), zcur(xt+1) is the current 

estimate of z(xt+1), qt is the state cost of state xt, and ηt is 

a learning rate which decreases over time. 

 

IV. MODELING NEWTONIAN MECHANICS 

EFFECTS 

In the present work two Newtonian mechanics 

effects were modeled in the passive dynamics 

probability distribution (which is usually defined simply 

as “random walk”): inertia and collisions. These 

Newtonian mechanics effects were modeled and 

simulated in a 2-dimensional “grid-world” (10x10 size, 

with obstacles - Fig.1). The goal of the agent is to find 

the goal position, while avoiding the obstacles on the 

path. 

Initially, a few difficulties have emerged from 

modeling the state signal in the grid world as the 

position of the learning agent. In order to model inertia, 

it is necessary to know the current and the previous 

position of the agent. If the state signal contains only the 

information on the current position, then it is necessary 

to know the current and the previous state in order to 

model the passive dynamics, and this would violate the 

“Markov property” (1). 

Also, in order to model collisions with obstacles and 

walls, the agent would originally need to be able to take 

discrete actions of movement in the direction of the wall 

or obstacle, and this would violate one of the necessary 

conditions to have a LSMDP. 

In order to overcome these two difficulties, the state 

signal was modeled to include information of position 

pairs: the current and the previous position. 

A simple model of inertia was created by assigning a 

pre-defined “highest probability” value (denoted hp) to 

the passive dynamics probability of the next position in 

the current trajectory of the agent. The remaining 

adjacent non-obstacle positions equally share the 

probability (1-hp) (Fig. 2). 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.1. A two-dimensional “grid world” (size 10x10) 

 

 

 

 

 

 

 

Fig.2. Modeling inertia (with hp = 0.9)  

 

Two types of walls and obstacles were considered in 

order to model collisions: reflexive walls and obstacles 

(which reflect the normal components of impacts); and 

absorptive walls and obstacles (which absorb the normal 

components of impacts). The passive dynamics 

probability distribution is updated based on the current 

position and the previous position of the agent. When 

the agent’s position is adjacent to a wall or obstacle, and 

the most probable trajectory (driven by inertia) is in the 

direction of the wall or obstacle, then the position that 

receives the highest probability value hp is the most 

likely position after a collision with this wall or obstacle, 

and the remaining possible positions share the 

remaining (1-hp), as shown in Fig.3 

 

 

 

 

 

 

 

 

 

 

Fig.3. Collisions with a reflexive and an absorptive wall 

(with hp = 0.9) 
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V. COMPUTATIONAL EXPERIMENTS 

The grid world shown in Fig.1 was solved 

analytically (using equation (8) [2]) and also using Z-

learning. The state cost of every state (except for the 

goal state) is 1 (in order to penalize the agent for 

producing long trajectories) and 0 only at the goal state. 

Both reflexive and absorptive walls and obstacles were 

considered. In Z-learning, three different policies were 

used: policy equal to the passive dynamics; random 

walk policy; and ε-greedy policy (with ε=0.2). When 

the applied policy differs from the passive dynamics 

distribution, importance sampling is required [2]: the 

last term in equation (9) needs to be multiplied by 

pd(xt+1|xt)/û(xt+1|xt), where û is the applied policy – in 

this case it is necessary to know the passive dynamics 

distribution pd. 

In order to measure the quality of the approximation 

of the cost-to-go function estimates produced by Z-

learning, the approximation error (comparing the 

estimates with the correct values obtained in closed-

form) was calculated using the formula: 
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i

ii xvxvxvError
1

*

1

* )()()(     (10) 

 

where xi represents the i
th

 state; N is the total number 

of states; v(x) is the current approximation of the cost-

to-go function (obtained by Z-learning) and v*(x) is the 

optimal cost-to-go function obtained analytically. 

The results of the simulations can be seen in Fig.5 

and Fig.6. In all experiments the learning rate ηt decays 

obeying the formula ηt=c/(c+t) where t is the time step 

and c is a constant which was different for each case. 

The results for both models (the model with absorptive 

walls and obstacles; and the model with reflexive walls 

and obstacles) are very similar, indicating that the 

framework is considerably robust. When sampling from 

the passive dynamics, the error takes more steps to 

converge, because the inclusion of inertia in the passive 

dynamics makes this distribution less exploratory than 

random walk. The other two policies (random walk and 

ε-greedy) presented faster convergence, but their use 

requires access to pd. In all cases the Z-learning 

approximation errors consistently decrease as the 

number of simulation steps increases. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.5. Z-learning approximation errors 

(absorptive walls and obstacles) 

 

 

 

 

 

 

 

 

 

 

 

Fig.6. Z-learning approximation errors 

(reflexive walls and obstacles) 

 

VI. CONCLUSION 

The flexible framework of linearly-solvable MDPs 

allowed for simple models of Newtonian mechanics 

effects to be simulated in the passive dynamics 

probability distribution. The cost-to-go function of the 

resulting model was obtained both in closed-form and 

using Z-learning. The Z-learning algorithm was able to 

approximate the correct cost-to-go function, presenting 

errors which consistently decreased with the increase in 

the number of simulation steps. 
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Abstract: In this report, we propose a multi agent learning system for an intelligent robot control, based on the model of 
the human consciousnesses with including the ego. We pay attention to an intelligent learning process of human beings. 

We try to give high ability of learning to a robot by modeling roles of the human consciousnesses with including the 

ego. In almost ordinary methods, the instructions for learning are given only from outside of system. In the proposed 

method, the instructions are given not only from outside but also inside (from other agents in the system). Therefore, a 

robot can learn efficiently, since it uses more instructions than the ordinaries. The learning is more flexible, since agents 

learn while a learning agent and instructing agents exchange the roles by changing of environment. We verify 

experimentally that the proposed method is efficient by using an actual robot. 

 
Keywords: Machine learning, Autonomous mobile robot, Multi-Agent system, Ego, Consciousness 

 

 

I. Introduction 

Autonomous robots are increasing such as cleaning 

robots and guard robots. It is requested that robots has 

more intelligence. Even if a human encounters a 

complex situation, he or she can adjust to the situation 

by learning. We pay attention to an intelligent learning 

process of human beings. Human beings has a feature 

that he/she can learn an environment while evaluating 

his/her decision by the ego. We try to give high ability 

of learning to robots by modeling the feature. 

We think about the consciousness and the ego. But, 

none knows the mechanism of the consciousnesses and 

the ego yet. Moreover, the words are defined variously 

in various fields. For example, the words Consciousness 

and Unconsciousness are defined in each field as 

followings. 

1. Psychology: Plural consciousness exists in a body. 

Unconsciousness is consciousness without the ego. 

2. Philosophy: Consciousness is an ability to recognize. 

Unconsciousness is an ability to recognize oneself 

objectively. 

3. Medicine: Consciousness is state that can feel 

stimulation to senses by activate working of a brain. 

Unconsciousness is state that cannot do them. 

4. Upanishad philosophy: Consciousness are classified 

into 4 states. One is Unconsciousness. 

In another field, they are defined as another. We take 

the idea of German psychologist Wundt. He analyzed 

human consciousness by internal perception, and 

thought that the ego is the subject of consciousness. We 

model them for engineering based on the above 

psychological definition. 

 There are ordinary researches for the model of the 

consciousness. Minsky describes that a human 

intelligent behavior has been achieved by the interaction 

of hierarchized mind agents. Maeno proposed 

consciousness model that controlled by the ego for 

episode memory. 

However, there is no general model for the 

consciousness including the ego. There are a few 

researches about above-mentioned. In less cases, human 

consciousnesses were actually applied to robot control. 

We define the consciousness including the ego as multi-

agent system, and try to apply to mechanical learning. 

 There are the following as a research of multi-agent 

reinforcement learning. Wiering[1], Osada[2] improved 

the learning efficiency by hierarchically arranging an 

agents and setting an sub-goal in each hierarchy. Ono[3], 

Fujita[4] learns efficiently by limiting the range of a 

state in Q-leaning used the partial state composed of an 

agent and another agent. In this report, we proposed a 

method that is modeled as multi-agent system based on 

the consciousness including the ego without the 

hierarchy, and verity that the proposed method is 

efficient for an actual robot by experiment. 
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II. Proposed Model 

1. A definition of the consciousness and an ego 

We define and model the human consciousness and the 

ego as follows. The model is regarded by the internal 

perception, and does not contradict the anatomy. 

(1)Number of consciousness is more than two in a 

body. 

(2)The human operation is caused by cooperating and 

competing of some consciousness. 

(3)The ego is only one. 

(4)The ego exists on the consciousness with the 

highest priority. 

(5)When the consciousness with the ego competes 

against another in resources, it uses the resources by 

priority, the another is stopped. 

(6)Only the consciousness with the ego can learn. 

(7)The consciousness with the ego learns with using 

results of other consciousnesses recognition. 

 

2. Modeling of a consciousness and an ego 

We treat the above-mentioned consciousnesses rules as 

multi agent system (Fig.1). 

 

 
Fig.1 Proposed model 

 

(1)Each consciousness is treated as agent. 

(2) An agent is a data processer or a sensor with a 

priority and a condition for the running. 

(3) If an environment satisfies a condition for the 

running, an agent executes processing. 

(4) An agent has higher priority, if the agent is satisfied 

with the condition. 

(5) An agent receives instructions and the priority from 

other agents. 

 (6) An agent uses only the instruction with the highest 

priority, when the instructions from other agents 

compete with each other. 

(7) Only an agent with high priority can learn. 

(8) When an agent learns, it uses recognition results of 

other agent. 

 

III. Experiment 

We verify experimentally that the proposed method is 

efficient. We select an image sensing and a body 

sensing for a mobile robot as agents that instruct and 

learn each other. Each agent estimates the current pose 

of the robot from each sensing data. 

We use an actual mobile robot (MieC) for the 

experiment (Fig2). 

 

 
Fig.2 Autonomous mobile robot MieC 

 
The robot MieC has a camera as vision sensor, 4 touch 

switches as touch sensor and two crawlers as movable d

evice. 

The robot MieC is on a horizontal plane enclosed by 

vertical planes. Borders are between the horizontal 

plane and the vertical planes. Image sensing agent and 

body sensing agent find the distance from the robot to a 

border, respectively. Image sensing agent finds a border 
on an image by an appropriate threshold, and estimates 

3-D pose of a border in the environment by 

transformation from image coordinate to robot 

coordinate. Body sensing agent finds the border under a 

vertical plane, if the robot MieC touches the plane. 

Otherwise, body sensing agent estimates the 3-D pose 

of a border by dead-reckoning with appropriate 

parameters. 

In the future, each agent will be full built by the 

proposed framework, but currently, the Image sensing 

agent adjusts only the threshold, the body sensing agent 

adjusts only the dead-reckoning parameters. 

The less accurately each agent recognizes the pose of a 

border, the higher priority it gets. For actual experiment, 

moving agent is added to the other agents image sensing 

and body sensing, but the agent doesn't learn nor 

instruct. 

1. Learning in a case of clear recognition for image 

sensing agent 

The image sensing agent could recognize a border in a 

situation (Fig.3 (b)). In other words, the image sensing 
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agent usually has lower priority than the body sensing 

agent. In the initial state, moving agent has higher 

priority than image sensing agent and body sensing 

agent. The body sensing agent doesn't know the pose of 

a border. The robot MieC might touch a vertical plane 

according to moving agent (Fig.3 (c)). And then the 

body sensing agent has higher priority than the others. 

The moving agent is stopped, and the body sensing 

agent is waked up and learns appropriate parameters 

from information of the image sensing agent (Fig.3 (d)). 

Concretely, the body sensing agent adjusts the dead-

reckoning parameters while it is estimating the robot 

MieC self pose from the border pose found by the 

image sensing agent. 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Fig.3 Learning of the body sensing agent 

 

2. Learning in a case of hardly recognition for image 

sensing agent 

The image sensing agent could not recognize a border 

in another situation (Fig.4 (e)). In other words, the 

image sensing agent usually has higher priority than the 

body sensing agent. The robot MieC might touch again 

a vertical plane according to moving agent (Fig.4 (f)). 

And then the image sensing agent has higher priority 

than the others. The moving agent is stopped, and the 

image sensing agent is waked up and learns appropriate 

threshold from information of the body sensing agent 

with already adjusted dead-reckoning parameters. 

Concretely, the image sensing agent adjusts the 

threshold so that it can find the border at the border pose 

estimated by the body sensing agent (Fig.4 (g) (h)). 

 

 
(e) 

 
(f) 

 
(g) 

 
(h) 

Fig.4 Learning of the image sensing agent 

 

 We experimented in the environment such as (Fig.5). 

In the left side (Fig.5), the image sensing agent can 

recognize the border easily, since the colors of the 

vertical and the horizontal planes are different clearly. 

In the upper side (Fig.5), it can hardly recognize the 

border, since the colors are similar. The robot MieC 

learned in the sequence of two above-mentioned 

environments. 

By the above-mentions, we confirmed that two agents 

could learn cooperatively by the environment, and the 

proposed method was effective. (Fig.6) shows the pose 

of the robot MieC in 2-D coordinate system. (Fig.7) 
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shows learning and instructing state of the body sensing 

and the image sensing agents. We can confirm the 

following from (Fig.6) and (Fig.7). In the beginning, the 

body sensing agent was a learning agent, and learned 

from the image sensing agent as instructing agent. And 

then, the image sensing agent was a learning agent, and 

learned from the body sensing agent as instructing agent. 

 

 
Fig.5 Environment of experiment 

 

 
Fig.6 Result of agent’s state 

 

 
Fig.7 Result of robot’s pose 

 

IV. Conclusion 

We proposed a learning model based on a mechanism 

of human learning that consists of consciousnesses 

including the ego defined by the psychology. We 

applied the proposed model to the actual robot MieC 

developed in our lab.. Concretely, in the experiment, we 

selected two agents, the image sensing agent and the 

body sensing agent, and confirmed that the agents 

exchanged the roles of learner and instructor each other 

to change the environment by MieC’s movement. 

We expect that the proposed method can learn by less 

trial frequency than ordinary reinforcement learning, 

since the proposed method uses instruction not only 

from the outside but also from the inside. But currently, 

the proposed method has been programmed for only a 

part of environment. In the future, the proposed method 

is applied to larger environment to increase agent types, 

and to select an agent by environment, automatically. 

 Concretely, we prepare some templates of an agent. 

When a robot cannot adjust an environment, an agent is 

generated by selecting a template automatically. In the 

initial state, the agent’s parameter is given at random. 

The agent adjusts parameter by learning. If it’s cannot 

learning, a new agent is made by selecting another 

template. An agent is automatically generated by 

environment like the above-mentioned, and robot may 

be able to adjust to a complex situation. 
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Abstract: The reduction on the trial frequency is important for reinforcement learning under an actual environment. In 

this report, we propose a method that can learn an unknown environment efficiently by applying an already learned Q-

table to another new learning. Concretely, an agent (Target agent) learns efficiently by using Q-table that a different 

from agent (Source agent) has learned at the same environment. The proposed method uses the two Q-tables of Source 

agent and Target agent and an action-translation-table (AT-table). The Q-table of Source agent has already been learned 

at the same environment. The AT-table is learned for the suitable mapping of actions between Source and Target agents 

by information of the stored state transition probabilities when Source agent learned. Concretely, when Target agent 

takes an action at a situation, the AT-table is learned so which action of Source agent is similar to the action of Target 

agent. We think that Target agent can learn the suitable action efficiently by using the previous proposed method (for 

learning efficiently by using dual Q-tables) with Target Q-table and the set of Source Q-table and the AT-table instead 

of dual Q-tables. We verify that the proposed method is effective in a simulation. 

 

Keywords: Reinforcement learning 

 

I. INTRODUCTION 

The reduction on the trial frequency is important for 

reinforcement learning. We propose an efficient learning 

method for robots by using knowledge. 

When human being walks, he stores them as knowl-

edge, the relations between moving and change of view-

ing. When he drives a car, he learns efficiently the steer-

ing operation by using the stored knowledge in walking. 

But, he cannot drive a car by only using the knowledge, 

he must learn new change of viewing, that never hap-

pens in walking. We apply an efficient learning method 

of human being to the proposed learning method for 

robots. In ordinary research, to reuse the knowledge, a 

learning task is separated into the smaller tasks[1], or 

using multi-layered reinforcement learning system[2]. 

In this report, we propose an efficient learning method 

that reuses the knowledge learned by another robot 

without transformation of learning modules. The pro-

posed method is an extended method from our previous 

proposed method "Reinforcement Learning with Self-

Instruction by using dual Q-tables"[3]. We verify that 

the proposed method is effective in a simulation. 

II. LEARNING WITH DUAL Q-TABLES 

Here, we describe that the previous proposed 

method(the dual learning method)[3] can learn the envi-

ronment, earlier and in more detail by using the dual Q-

tables. 

1. Algorithm 

The dual learning method uses two Q-tables (Fig.1), 

for experience storing and for knowledge storing. We 

thought experience and knowledge as followings. An 

experience is a collection of instances in an environ-

ment, so we use the whole space of the environment for 

the Q-table of experience. A knowledge is a compres-

sion of instances in an environment, so we use a com-

pressed space (partial space) of the environment for the 

Q-table of knowledge. The smaller Q-table (for the 

knowledge storing) makes the learning finish earlier. 

The larger Q-table (for the experience storing) makes 

the learning be in more detail. 

The dual learning method consists of repeated steps, 

the first step is that the action is selected by using the Q-

table with lower information entropy, the second is that 

the two Q-tables are updated at the same time by the 

action. This research aims at the method that learns an 

environment earlier and in more detail with using dual 

Q-tables. 

2. Materialization 

Here, we materialize the above-mentioned concept 

to the procedures, as shown in Fig.2. 

(1) Init dual Q-tables 

The agent initializes the two Q-tables for the partial 

and for the whole Q-table. 

(2) Select Q-table 

The agent selects the Q-table with lower information 

entropy H(s) , out of the partial and the whole Q-table, 

that is driven by Eq.1. 

 
Fig.1. Q-tables for the partial space and the whole space 

The Sixteenth International Symposium on Artificial Life and Robotics 2011 (AROB 16th ’11), 
B-Con Plaza, Beppu,Oita, Japan, January 27-29, 2011

©ISAROB 2011 816



 

( ) ( )
( )∑

∈Aa s|ap
s|ap=sH

1
log 2

                 (1) 

where ( )s|ap  is a probability of selecting action 

a  at state s , that is defined by Eq.2. We consider that 

the Q-table to be so effective, that the information en-

tropy of Q-table is lower. 

(3) Select Action (for both Q-tables) 

The agent selects an action by the Boltzmann selec-

tion used generally in Q-learning. The selection prob-

ability of the action a  is shown by Eq.2. 
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where ( )ks|ap  is probability of selecting action 

a  on state ks , k  is times, T  is temperature. 

(4) Update Q-table (for both Q-tables) 

Each Q-value is updated by Eq.3. The equation is 

used generally when updating Q-value. 
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a
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where,  k  is time, ks  is state at time k . 

),( asQ  is Q-value at state s  and action a . 

( )as,r  is reward decided by each pair of s  and a . 

α  is learning rate and γ  is discount rate. 

3. Result of simulation 

We show results of average of the 1000 trials simu-

lation in Fig.3. Fig.3(a) is a result in the case that partial 

Q-table is 100% effective, In other words, the states 

component of partial Q-table can distinguish the needed 

states by 100%. The case of Fig.3(b) and the (c) are 

50% and 0% effective, respectively. The ordinary 

method uses only the partial Q-table or only the whole 

Q-table. As the results of (a)(b)(c) three cases, the dual 

learning method is not less effective than the ordinaries 

in any case. 

III. PROPOSED METHOD 

We propose a learning method that reuses the al-

ready stored Q-table and stored Environment table for 

another agent with different structure by extending the 

dual learning method. We call the previous learning 

agent, Source agent, and the current learning agent, Tar-

get agent. For the proposed method, we assume that the 

agent(Target) can access a result, that another 

agent(Source) with a different structure, learned in the 

same environment for the same goal. 

1. Algorithm 

In the proposed method, Target agent has four tables, 

two information tables and two learning tables. One 

information table is the already stored Q-table for 

Source agent. The other is the already stored Environ-

ment table(Env-table), that is the probability table of 

state transition by the state-action of Source agent. One 

learning table is an action-translation-table(AT-Table) 

for associating the actions of Source agent with the ac-

tions of Target agent. The other is a new Q-table for 

state and action of Target agent. 

In the proposed method, the action of Target agent 

by a state is selected in two ways. In one way, the action 

for Source by the state is selected by using already 

stored Q-table for Source agent, and then the action for 

Source is translated to the action for Target by using AT-

Table. By these steps, the action for Target agent by the 

state is selected. In this way, the learning space cannot 

be expressed perfectly for Target, but it is small. In the 

other way, the action by the state is selected directly by 

using a Q-table only for Target agent.  

We apply the dual learning method mathematically 

to the learning of the AT-table and Target Q-table as 

smaller Q-table and larger Q-table. We expect as similar 

to the dual learning, that only by the first way Target 

agent learn more roughly and earlier, only by the second 

way it learn later and in more detail. But applying the 

previous, Target agent can learn earlier in more detail. 

In the proposed method, in order to learn more earlier, 

the agent can be evaluated by each action step, adding 

an evaluation by the Env-table to the first way. 

2. Materialization 

Here, we materialize the concept in the above-

mentioned to the procedures of the proposed method, as 

shown in Fig.5. 

(a) Leaning of the Source Agent (the previous learning) 

Source agent learns a suitable action at the environ-

ment and stores the state transition probabilities to Env-

Init Q-tables (1)

Episode Loop

Select Q-table (2)
Partial Whole

Select Action by

Partial Q-table (3p)

Select Action by

Whole Q-table (3w)

Update Whole Q-table (4w)

Update Partial Q-table(4p)

Until getting reward  
Fig.2. NS chart of the previous proposed method 

(a)100% effective   (b)50% effective   (c)0%effective 

 

Fig.3. Results of computer simulation 
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table at each combination of action, current state and 

next state. The Env-table is shown in Fig.6(a). 

(b) Learning of the Target Agent(the main learning) 

(1) Init Target Q-table and Load Source Q-table and 

Env-table 

Target agent initializes the Q-table of Target agent to 

set each Q-value to an init value and load the AT-table 

and the Env-table from the previous learned data. The 

values of the AT-table and the Env-table are fixed 

(shown by the hatching areas in Fig.4(b)). 

(2) Select way 

Target agent selects the way with lower information 

entropy 1wayH or 2wayH , out of the two ways, that are 

driven by Eq.4, Eq.5, Eq.6, Eq.7 and Eq.8. 

( ) ( )
( )∑

∈
−

tt Aa t

tQett
s|ap

s|ap=sH
1

log2arg

               (4) 

( ) ( )
( )∑

∈
−

ss Aa s

sQsource
s|ap

s|ap=sH
1

log2

              (5) 

( ) ( )
( )∑

∈
−

tt Aa st

ststableAT
a|ap

a|ap=aH
1

log 2

            (6) 

( ) ( ) ( )( )saHsHsH stableATQsourceway −− +=1
             (7) 

( ) ( )sH=sH Qettway −arg2
                          (8) 

where ta  is an action of Target agent, sa  is ac-

tion of Source agent, ( )s|ap  is probability of select-

ing action a  at state s , that is defined by Eq.2. 

( )st a|ap  is probability of selecting action ta  at 

already selected action sa , that is stored in the AT-

table. We consider that the way to be so effective, that 

the information entropy of the way is lower. Function 

( )sas  in Eq.7 is represented for that sa  is decided by 

s (selected by using Boltzmann selection with Source 

Q-table). 

(3) Select Action (for both Q-tables) 

Target agent selects an action by the Boltzmann se-

lection. The selection probability of action a  is shown 

by Eq.3. 

(4) Action Translation by AT-table 

Action sa  selected by Source agent Q-table is 

translated to action ta  by using the AT-table. Action 

ta  corresponding to action sa  is selected by the 

Boltzmann selection with AT-table. The selection prob-

ability of action ta  is driven by Eq.9. 

 

( ) ∑ 
















AT

ts

AT

ts

st
T

)a,AT(a

T

)a,AT(a
=a|ap kk

k
expexp

      (9) 

 

where ( )
kst a|ap  is probability of selecting action  

ta  at already selected action 
ksa , k  is times, ATT  

is temperature. 

 (5) Update AT-table 

The AT-table is learned for the associating of actions 

between Source and Target agents by Env-table. AT-

table is updated by Eq.10. 

 

( ) ( ) ( )( )
kkkkk skkATtsATts a,s|spa,aATa,aAT 1++← γα   (10) 

 

where ( )
kskk a,s|sp 1+

 is state transition probability to 

state 
1+ks  by pair of action 

ksa and state 
ks , 

ATα and
ATγ are such that 10 <≤ ATα  and 10 <≤ ATγ . 

(6)Update Q-table 

Each Q-value is updated by Eq.3. 

Init Source Q-table (1)

Episode Loop

Store Env-table (4)

Update Source Q-table (3)

Select Action by Source Q-table (2)

Until getting reward  
(a) Leaning of the Source Agent 

Init Target Q-table and Load Source Q-table and Env-table(1)

Episode Loop

Select way (2)
way1 way2

Select Action by

Source Q-table (3.1)

Select Action by

Target Q-table (3.2)

Update Target Q-table (6)

Action transformation by

AT-table (4)

Update AT-table by

Env-table(5)

Until getting reward  
(b) Learning of the Target Agent 

Fig.5. NS chart of the proposed method 
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Source Agent (SA)

Suitable action for SA

Current State

Storing

Environment Table

 
(a) Leaning of the Source Agent 

Learned Q-table of

Source Agent (SA)

Learning Q-table of

Target Agent (TA)

Associating

AT-table

Suitable action

for SA

Select way

Suitable action

for TA

Suitable action

for TA

Current State

Suitable action for TA

Stored

Env-Table

Training Data

way1 way2

 
(b) Learning of the Target Agent 

Fig.4. Block diagram of the proposed method 
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Action of
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Action of

Target agent

 
(a) Env-table    (b) AT-table 

Fig.6. Env-table and AT-table 
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IV. SIMULATION 

In this chapter, we verify that the proposed method 

is effective in a simulation. 

1. Environment 

Experiment environment is shown in Fig.7. It con-

sists of an agent, a goal and an object in a 

field(100[cm]x50[cm]). In the experiment, the agent 

learns the task to carry the object to the goal area, given 

reward at the case that the object carried into the goal. 

We define an episode to be time until getting reward. 

The initial pose of the agent, the object and the goal are 

shown in Fig.7. An initial pose of agent is selected ran-

domly from two pose shown in Fig.7 at each episode. 

The pose of agent is changed 0.5[cm] and 0.1[deg] per 

move respectively. We define one step to be time until 

the current state is changed to next state. The agent 

keeps taking the same action until the current state is 

changed. 

2. Action set and State set 

Action set: The actions of Source and Target agents 

are shown in Fig.8. Source agent has 4 actions “go for-

ward”, “go backward”, “pivot turn right” and “pivot 

turn left” and Target agent has 6 actions “go forward”, 

“go backward”, “turn right (forward)”, “turn left (for-

ward)”, “turn right (backward)” and “turn right (back-

ward)”. 

State set: A state set consists of the position states of 

goal and object. The state set has 160 states that are 

each position and size of the object and the goal. The 

object state has 6 states, combinations of positions(left, 

center, or right) and sizes(large or small). The goal state 

has 18 states, combination of positions(left, center, or 

right), sizes(large or small) and directions(left, front, 

right). In addition to these 78 states, we add states that 

only the object or only the goal view or lose. 

3. Result 

The results of the simulation are shown in Table.1 

and Fig.9. Each graph is the average of 1000 trials. In 

these results, all the values of Q-tables, AT-table and 

Env-table are initialized to 0.0 and the parameters for 

Q-learning and AT-table mapping are set to following. 

The reward r  is set to 1.0, the learning rate α  is set 

to 0.4, and the discount rate γ  is set to 0.9, the tem-

perature T  of Boltzmann selection is set to 0.05, 

ATα is set to 0.9, 
ATγ is set to 0.35, ATT  is set to 0.5. 

In Table.1, high value is represented for correct 

mapping between Source and Target action pair. For 

example, “Forward Right” of Target agent allocated to 

“Pivot turn Right” of Source agent. So in Fig.9, the 

method with Source agent Q-table and AT-table (way1) 

can learn earlier than the method with Target agent Q-

table (way2). But way1 cannot learn in detail since the 

pair of Q-table of Source agent and AT-table cannot 

express all the corresponding action to Target agent. 

Way2 can learn in detail but needs a lot of time. How-

ever, the proposed method (way1 and way2) can learn 

the environment earlier and in more detail by using 

Source and Target Q-table and AT-table. 

Table 1. Result of AT-table 
Source 

Target 

Forward Backward Pivot turn 

Right 

Pivot turn 

Left 

Forward 2.573 0.172 0.517 0.150 

Backward 0.175 1.761 0.469 0.405 

F Right 0.874 0.405 1.758 0.002 

F Left 0.652 0.339 0.028 1.292 

B Right 0.451 0.645 0.002 1.189 

B Left 0.687 0.711 1.848 0.003 

V. CONCLUSION 

We verified that the proposed method can learn 

more efficient than the MTQ and MSQAT in simulation.  

In the future, we will apply the proposed method to 

an actual environment and verify that the proposed 

method can learn efficiently in an actual environment. 
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Abstract: In multi-agent environments, it is important that the agents have the "sociality". In this article, I propose a 

reinforcement learning framework, which is based on Q-learning, that the agent is able to learn the "sociality" in a 

multi-agent environment. In this framework, the agent learns to ignore the near goal, which is left for the other agent, 

and go toward the farther goal, if the agent judges that the decision is effective from the social viewpoint, but not from 

the agent's greedy viewpoint. 
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1. INTRODUCTION 

It is hard that the agent, which learns by using a 

reinforcement learning [1] algorithm, learns to go 

toward the farther goal rather than the near goal. If the 

values of the reward obtained by reaching each goal are 

not different, it is all the more. 

 In the case that the environment the agent faces is a 

single-agent environment, the agent should not ignore 

the near goal because the agent should be greedy for the 

environment, that is, the near goal. If the agent learns to 

go toward the farther goal rather than the near goal in 

this case, the reinforcement learning algorithm must 

have some defect. 

 In the case that the environment the agent faces is a 

multi-agent environment [2], on the other hand, there 

are the situations that the agent should ignore the near 

goal, which is left for the other agent, and go toward the 

farther goal. If the agent's decision is not effective from 

the agent's greedy (selfish) viewpoint, but effective 

from the social (global) viewpoint, it is called that the 

agent has the "sociality". In multi-agent environments, it 

is important that the agents have the "sociality".  

 However, it is difficult that the agent applied the 

reinforcement learning algorithms proposed so far learn 

the "sociality" in multi-agent environments, because the 

reinforcement learning algorithms are designed that the 

agent learns greedy policies for the environment. 

 In this article, I propose a reinforcement learning 

framework, which is based on Q-learning [3], that the 

agents learn the "sociality" in a multi-agent environment. 

In this framework, the agents learn to ignore the near 

goal and go toward the farther goal, if the agent judges 

that the decision is effective from the social viewpoint. 

2. LEARNING TASK 

In this study, I prepared a two-agents problem as a 

task. This task is designed that one agent should learn to 

ignore the near goal and go toward the farther goal from 

the social viewpoint, and the other agent should learn to 

go toward the near goal from the social and greedy 

viewpoint. 

� In a 4×7 grid space, two agents exist and there 

are two goal positions as shown in Fig.1. 

� At each episode, the initial positions of the 

agents are the positions shown in Fig.1. 

� At a discrete time step in an episode, the agents 

synchronously execute one out of five actions: 

moving up, down, left, or right from the current 

position, or staying in the current position. But, 

the agents are not able to execute the actions 

that the agents go out of the grid space. For 

example, in Fig.1, the agent A1 is not able to 

execute the two actions: moving down and 

right. 

� The agents are able to look over the whole 

grid space. 

 

 

 

 

 

 

 

 

 

 

Fig.1. Grid space of learning task: A1 and 

      A2 are the agents, and G1 and G2 

      are the goal positions for the agents. 

G1 

G2 

A1 A2 
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� When an agent reaches a goal position (G1 or 

G2), the agent obtains a positive reward. The 

value of the reward is 1.0 regardless of G1 or 

G2.  

� The reward of each goal position disappears 

when an agent arrives at the goal position. 

Therefore, in each goal position, the reward 

is given for only one agent. 

� The global goal as this task is that each of 

two agents reaches either of the two goal 

positions. But, the goal positions two agents 

reach must be different. That is, there are two 

goal situations in this task as shown in Fig.2 

(a) or Fig.2 (b). When a goal situation is 

achieved, the episode ends. 

 

Here, I consider which goal situations are more 

effective if each agent goes toward its goal position 

from its initial position with the shortest pass in this task. 

In the case of the goal situation-1 shown in Fig.2 (a), the 

agent A1 is able to reach the goal position G1 with 2 

time steps, and the agent A2 is able to reach the goal 

position G2 with 9 time steps as shown in Fig.3 (a). 

Therefore, the number of the shortest time step that the 

goal situation-1 is achieved is 9. It is remarked that the 

agent A1 is waited until the agent A2 reaches the goal 

position G2. In the case of the goal situation-2 shown in  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.2 (b), on the other hand, the agent A1 is able to 

reach the goal position G2 with 3 time steps, and the 

agent A2 is able to reach the goal position G1 with 4 

time steps as shown in Fig.3 (b). Therefore, the number 

of the shortest time step that the goal situation-2 is 

achieved is 4. 

As above-mentioned, if each agent goes toward its 

goal position with shortest pass, the goal situation-2 is 

more effective than the goal situation-1 because the 

number of the time step until achieving the goal 

situation is shorter. However, in order to achieve the 

goal situation-2, the agent A1 must give up going 

toward the near goal position G1, which is left for the 

agent A2. 

 

3. MDP AND Q-LEARNING 

The reinforcement learning framework proposed in 

this article is based on Q-learning [3]. Q-learning was 

originally defined to deal with Markov decision 

processes (MDPs) [4]. 

3.1. MDP 

An MDP is defined by a set of finite states of the 

environment, S, and a set of finite actions, A. At each 

time step, an agent observes a state s (∈S), executes an 

action a (∈A) and receives a reward r from the 

 Fig.3. Shortest passes until achieving each

      goal situation for each agent from 

      the initial positions. 

A1 A2 

(a) An example of shortest passes for the  

agents until achieving the goal situation-

1.   

A2 A1 

G2 

G2 

G1 

G1 

(b) An example of shortest passes for the  

agents until achieving the goal situation-

2.   

2 time steps 

9 time steps 

4 time steps 

3
 
tim
e 
step

s 

 Fig.2. Goal situations of this learning task 

A1 

A2 

A1 

A2 

(a) Goal situation-1: the agent A1 reaches 

   the goal position G1 and the agent A2

   reaches the goal position G2. 

(b) Goal situation-2: the agent A1 reaches

   the goal position G2 and the agent A2

   reaches the goal position G1. 
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environment. The state transition of the environment is 

defined by a transition probability function: 

),|'Pr(=' assP s
a

s                  (1),  

which is the probability that the environment changes to 

a new state s' (∈S) when the agent executes the action a 

in the state s. The reward r is a variable, possibly 

probabilistic, which depends only upon the current state 

s and action a. 

3.2. Q-learning 

Q-learning [3] is an incremental reinforcement 

learning method. According to Q-learning, the agent 

selects an action based on an action-value function 

(called the Q-function), ),( asQ , which is a scalar 

function and represents the value that the agent executes 

the action a at the state s. The Q-function is updated 

using the agent's experiences. The learning flow is as 

follows: 

1. For the current state s, the agent executes an action 

ai (∈A) with the probability: 

) otherwise(
||

)),(maxarg=(
||

+
1

=)|(

A

ε

bsQa
A

ε

h

ε

saπ
bi

i

－

(2), 

where )|( saπ i represents the probability that the 

agent executes the action ai in the state s, and |A| is 

the number of the element of the action set A,  

and ε(∈[0,1]) is a parameter for determining the 
randomness of the action selection, and h is the 

number of the action b(∈A), with which the value 

of the Q-function Q(s,b) is max. 

2. The agent executes the action a selected in step 1. 

The environment changes to a new state s' 

according to 's
a

sP , and a reward r is given from 

the environment. The Q-function Q(s,a) is updated 

as follows: 

))','(max+(+

),()1(←),(

∈' asQγrα

asQαasQ

Aa

－
  (3), 

where )1<≤0( αα  is a parameter called the 

learning rate, and )1≤≤0( γγ  is a parameter 

called the discount factor. 

3. If the new state s' satisfies a terminal condition, 

then the episode ends. Otherwise, let ss →'  and 

go back to step 1. 

 

 

  4. MULTI-AGENT REINFORCEMENT   

    LEARNING 

4.1. Point of problem 

Here, I consider that each agent in the task shown in 

section 2 learns its policies by using reinforcement 

learning. It is remarked that the goal situation-2 (shown 

in Fig.2 (b) or Fig.3 (b)) is more effective than the goal 

situation-1 (shown in Fig.2 (a) or Fig.3 (a)) from the 

global (social) view point.  

If the agents learn its policy by using the general 

reinforcement learning algorithms proposed so far (like 

Q-learning), it is unfortunately expected that the leaning 

converges to the goal situation-1. The reason is that the 

agent applied the reinforcement learning algorithms 

proposed so far is greedy for the nearer goal. Therefore, 

it is expected that the agent A1 does not give up going 

toward the near goal position G1. Even if the agent A2 

aims at reaching the nearer goal position G1 with 

shortest time step (4 time steps), the agent A1 reaches 

the goal position G1 (with 2 time steps) earlier than the 

agent A2. Furthermore, because the positive reward of 

the goal position G1 disappears after the agent A2 

reaches the goal position G1, the agent A2 inevitably 

goes toward another goal position G2. That is, it is 

difficult that the agent applied the reinforcement 

learning algorithms proposed so far learns the 

"sociality" in a multi-agent environment as shown in 

section 2. 

 In this article, I propose a reinforcement learning 

framework, which is based on Q-learning [3], that the 

agents are able to learn the "sociality" in a multi-agent 

environment as shown in section 2. 

4.2. Learning framework 

First, the grid space shown in Fig.1 is divided into 

two virtual task spaces form each agent's view point. In 

each virtual task space, there is only one goal position. 

For example, the two virtual task spaces from the agent 

A2's view point are as shown in Fig.4 (a) and (b).  

Each agent has two Q-functions Q
1
(c1,a), Q

2
(c2,a)  

corresponding to the two virtual task spaces c1, c2, 

respectively. Here, c1, c2 are the virtual task spaces 

corresponding to the goal positions G1, G2, respectively. 

Each agent does Q-learning with each virtual task space 

(that is, each Q-function), separately and simultaneously. 

At the beginning of each learning episode, the agent 

decides which of Q-function should be used by using 

the value of w
i
j. Here, w

i
j, which is a variable, is updated  
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when either of the goal situations is satisfied. The 

update rule is as follows: 

 
i
j

i
j

i
j yθwθw )1(+← －              (4), 

where θ(∈[0,1]) is a parameter, and y
i
j is the number 

of the time steps from the initial state (as shown in 

Fig.1) until a goal situation, in which the agent Ai 

reaches the goal position Gj, is satisfied. The measure of 

choosing the Q-function, which is used when the agent 

selects the action during the episode, is as follows. If 

w
i
1>w

i
2, then Q

2
(c2,a) is chosen with probability 

)1≤≤  0( ωω , or Q
1
(c1,a) is chosen with probability 

ω－1 . If w
i
1≦ w

i
2, then Q

1
(c1,a) is chosen with 

probability )1≤≤  0( ωω , or Q
2
(c2,a) is chosen with 

probability ω－1 . 

The learning flow is as follows: 

1. At the beginning of each episode, the agent 

decides which of Q-function should be used during 

the episode based on the value of w
i
j as above 

mentioned. Here, it assumes that Q
1
(c1,a) was 

chosen. 

2. For the current state s (the virtual task spaces c1, 

c2), the agent executes an action ai (∈A) with the 

probability: 

) otherwise(
||

)),(maxarg=(
||

+
1

=)|(
1

1

A

ε

bcQa
A

ε

h

ε

saπ
bi

i

－

(5). 

3. The agent executes the action a selected in step 2. 

The environment changes to a new state s' (the 

virtual task spaces c1', c2') and a reward r is given 

from the environment. The two Q-function is 

updated as follows: 

))','(max+(+

),()1(←),(

1∈'

1
1

1
1

acQγrα

acQαacQ

Aa

－
(6), 

))','(max+(+

),()1(←),(

2∈'

2
2

2
2

acQγrα

acQαacQ

Aa

－
(7). 

4. If the new state s' satisfies a terminal condition, 

then the episode ends. Otherwise, let ss →'  and 

go back to step 2. 

 

5. EXPERIMENT AND RESULTS 

Here, I did two experiments for the task shown in 

section 2. One is the experiment that the usual Q-

learning (as shown in subsection 3.2) is applied to the 

agents, the other is the experiment that proposed 

reinforcement learning framework (as shown in 

subsection 4.2) is applied to the agents. The parameters 

are: α=0.3, γ=0.9, ε=0.3×0.9977num_ep, θ=0.3×

0.9977
num_ep

, ω=0.5×0.9977num_ep, where num_ep is 

the number of the learning episodes. 

In the case that the usual Q-learning is applied, the 

learning converges to the goal situation-1 at the 1000 

learning episodes. In the case that the proposed learning 

framework is applied, on the other hand, the learning 

converges to the goal situation-2 at the 1000 learning 

episodes. 

 

6. CONCLUSION 

In this article, I propose a reinforcement learning 

framework, which is based on Q-learning, that the agent 

is able to learn "sociality" in a multi-agent environment. 

In this framework, the agent learned to ignore the near 

goal, which is left for the other agent, and go toward the 

farther goal. 
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 Fig.4. Virtual task spaces from the agent 
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Abstract: Rules, such as laws, institutions, and norms, are shaped by interaction among social members, which are affected by the 
rules. Since they have such mutually regulating relationship, the rules can be changed dynamically. This paper discusses how 
interaction between rules shaped in different groups has an influence on the rule dynamics. In order to investigate it, we propose a 
multi-group minority game model in which each agent plays it in different groups independently with contact to other group’s 
members through the game. Our simulation showed that the frequency of synchronization in the rule dynamics is more than a model 
without interaction. Further, we found that, in a model with interaction by exchanging agents in different groups, the frequency is 
increased till the exchange number of agents between different groups is increased to half of the members, but this effect is lost by 
decreasing the interaction opportunity and increasing the exchange number from more than half of the members. 
 
Keywords: Rule Dynamics, Multi-Group Minority Game, Multi-Agent System, Internal Dynamics, Micro-Macro Loop, Simple 
Recurrent Network with Self-Influential Connection 

 
 

I. INTRODUCTION 

In our society, there are many rules such as laws, 
institutions, and norms. Such rules shown in a macro level are 
shaped by interaction among social members at a micro level 
from bottom up. The rules have an influence on the members. 
The members affected by the rules might change their ways of 
thinking and understanding about the world. Consequently, 
the rules might also be changed, and totally-new rules might  
emerge. This mutually regulating relationship between a micro 
and a macro levels can be referred to as the micro-macro loop 
[1]. In this paper, we describe such dynamical change of rule 
as rule dynamics. 

For example, the institutions have been discussed among 
many economists. Veblen [2] defines an institution as “settled 
habits of thought common to the generality of men.” 
According to North [3], institutions can be defined as “the 
formal rules (common law, etc), the informal constraints 
(norms, etc), and the enforcement characteristics of each.” 
Both of Veblen and North emphasize an importance of 
interaction between institutions and individuals (or 
organizations consisted of individuals) in their discussions on 
the institutional change. 

Based on these arguments, in our previous works [4-5], we 
investigated about relationship among the micro-macro loop, 
internal dynamics, and changes of macro structures like the 
rules by using our proposed multi-agent system. This system 
is consisted of many agents with the internal dynamics. An 
autonomous change of internal state, on which the agent’s 

action depends, refers to as the internal dynamics. As the 
results in our previous work, we found that internal dynamics 
and micro-macro loop are necessary to form and maintain an 
endogenous dynamics of social structure. Further, our 
simulation showed that the macro structure shaped by all 
agents’ actions is internalized in the agents through the 
learning process. 

In the previous simulation system, only one group was 
used, and coexistence and competition of many macro 
structures could not be observed simultaneously in the one 
group. However, there are many groups, many rules, and 
interaction among them in actual world. Moreover, there are 
hardly researches which take internal dynamics, micro-macro 
loop and interaction between different rules into consideration. 

The purpose of this study is to investigate how interaction 
between rules shaped in different groups has an influence on 
the rule dynamics. In order to discuss it, we propose a multi-
group minority game in which many agents in different groups 
play the minority game independently and interact with other 
members. 

 

II. MULTI-GROUP MINORITY GAME 
The minority game (MG) [6] is a simple game which can 

be regarded as a simple stock market model. In this game, 
n(odds)-players must select one out of two hands (e.g., -1 or 1) 
independently. And then, those who are in the minority side 
win. Here, the MG is employed as social interaction. The 
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schematic view of the basic MG in our simulation is illustrated 
in Fig.1. 

 

 
Fig.1. The schematic view of the basic MG in our simulation. 
(a) Each agent receives past minority hand shaped by all 
agents’ actions. (b) All agents learn a time series of the 
minority hands for past m steps. 
 

We propose a multi-group minority game (MGMG), 
where there are many groups playing the MG independently, 
and at the same time interacting with other members of 
different groups. There are three types of interacting ways as 
follows: 

 
1. All agents in each group play the MGMG 

independently. That is to say, they have no 
interaction (Fig.2a). 
 

2. Each agent receives not only own past minority hand 
but also other group’s past minority hand at each 
step (Fig.2b). 
 

3. The agents in different groups play together with 
other group’s members by periodically exchanging 
agents between groups (Fig.2c).  

 
 
 
 
 
 
 

 
Fig.2. Three types of interactions in our proposed MGMG. (a) 
No interaction. (b) Each agent receives not only their group’s 
past minority hand but also other group’s past minority hand 
at each step. (c) Each agent interacts with other group’s 
members by exchanging agents at fixed intervals. 
 

We adopt a model of dynamical cognitive agent with 
internal dynamics represented by a simple recurrent network 
with self-influential connection (SRN-SIC) proposed in our 

previous work [4] as illustrated in Fig.3. The SRN-SIC is an 
Elman-type network [7] modified by adding recurrent 
connections between the output and the input layers so that the 
agent can determine his/her own action based on its past 
action. 

 

     
Fig.3. The SRN-SIC proposed in our previous work as an 
architecture of agent with internal dynamics. This is a 
particular Elman-type network with additional recurrent 
connections between the output and the input layers. The 
symbol L indicates a differentiable nonlinear function to 
output a real number between -1.0 and 1.0. Not all 
connections are shown. 
 

In our previous work, we observed various ordered 
patterns such as fixed point and periodic motions at macro 
level. These ordered patterns can be generated by some rules 
of dynamical systems. Therefore, when an ordered pattern is 
shown in a time series of minority hands, we can interpret that 
a rule emerges through interaction among the agents. Besides, 
we confirmed that the agents can internalize the rules in their 
SRN-SIC and act based on the internalized rule. That is to say, 
by using the MGMG and the SRN-SIC, we can observe 
dynamics of interaction between certain rules shaped in 
different groups. 

 

III. SIMULATION RESULTS 
The basic parameters of our simulation are set up as 

follows: 
The population size of a group is set to 101. The number of 

group is set to 2. The settings of the SRN-SIC are omitted for 
space constraint (For more details refer to [4]). The simulation 
is conducted for 1,000 turns, where 10,000 steps are referred 
to as 1 turn, namely, for 10,000,000 steps. The learning of 
each agent is processed by using the error-backpropagation 
every 1 turn. 

 

1. Interaction by receiving another group’s minority 
hand on rule dynamics 
First, we compare the results of the simulation without 

interaction to that of the simulation with interaction in which 

(a) (c) 

(b) 
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all agents receive not only their minority hand but also the one 
shaped by another group.  

Figure 4a shows the difference of the number of all rule 
dynamics that the period number is the same at the identical 
turn. However, all rule dynamics with more than 3,500 periods 
are regarded as the same aperiodic dynamics, since last 7,000 
steps of 1 turn are used to analyze the period number of the 
dynamics. As can be seen from Fig.4a, the number of the rule 
dynamics with the same period in the simulation having 
interaction is more than that of the dynamics in the simulation 
without interaction. 

Figure 4b depicts the difference of the number of times 
that both of different groups’ rule dynamics in each simulation 
become only aperiodic at the same turn. As shown in Fig.4a, 
there is a major difference between the result of the simulation 
without interaction and the simulation with interaction. 
 

  
Fig.4. Comparison between the results of our simulation 
without interaction and with interaction in number of the rule 
dynamics with the same period between different groups. (a) 
The difference of the number of all rule dynamics that the 
period number is the same at the identical turn. (b) The 
difference of the number of times that both of different 
groups’ rule dynamics in each simulation become only 
aperiodic at the same turn. 
 

Next, we confirm whether the patterns of the rule 
dynamics shaped by different groups in the simulation with 
interaction are completely the same or not. Analysis reveals 
that most patterns of rule dynamics except for period-2 
dynamics are different, although the period number of the 
dynamics is the same. Even if the patterns between the rule 
dynamics are the same, most of them are out of phase. It is 
rarely seen the cases that the dynamics shaped in different 
groups are completely the same. These rule dynamics are 
exemplified in Fig.51. 

 

                                                             
 
1 The graphs in Fig.5 are drawn after converted the time
 series of the minority hands to the real number between
 0.0 and 1.0. 
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Fig.5. Three examples of the rule dynamics with the same 
period numbers. (a) Both period numbers are 610 but the 
patterns are absolutely different. (b) Both period numbers are 
12 with the same patterns but out of phase. (c) This is a rare 
case that the dynamics are exactly the same. Each period 
number in this case is 5. 

 

2. Interaction by exchanging the agents between 
different groups 
As the other simulation with interaction, we conduct the 

MGMG in which some agents exchange between different 
groups in order to investigate what kind of effect it has on the 
rule dynamics and what type of change it produces in the one. 

Figure 6 shows how the equivalence of minority hands 
dynamics is affected by changing the number of exchanging 
the agents between different groups and its interval.  

As the number of agents exchanged between different 
groups is increased, it increases the number of times that each 
period number of the rule dynamics shaped in different groups 
is the same at the identical turn is increased. When the 
exchange number is 50, the number of times peaks and is 
more than the one shown in the simulation with the interaction 
receiving another group’s minority hand, as can be seen from 
comparison between Fig. 4a and 6. 

As the exchange number is increased from greater than 
half of the members, and as the exchange interval is extended 
from 10,000 to 1,000,000 steps, however, when the number of 
times that the rule dynamics shaped in different groups are 
synchronized, the number of times is decreased. On the 
surface, it also seems that extending the exchange interval has 
an effect of decreasing the synchronization of the rule 
dynamics. But in fact, by changing the length of steps and 
making the number of interacting opportunity the same, we 
found there is not a dime's worth of difference between the 
equivalence observed in our simulations using different 
exchange intervals. Therefore, it suggests that learning the rule 
dynamics at different group emphasizes synchronization of the 
rule dynamics. 

 

(a) (b) 

No interaction 
Receiving minority 
hand shaped by 
other group 

No interaction 
Receiving minority 
hand shaped by 
other group 
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Fig.6. Effect of exchange number of agents and exchange 
interval on equivalence of minority hands dynamics. As the 
exchange number is increased, the equivalence of minority 
hands dynamics is also increased til the exchange number is 
50. Howerver, this effect is lost by increasing the exchange 
number from more than half the members. 
 

IV. DISCUSSION 
Let us consider the difference causes of results shown in 

three types of simulations.  
In the simulation in which agents receive other group’s 

minority hand, the agents can know not only the rule 
dynamics formed by themselves but also the one shaped by 
different group. Therefore, both of rules are internalized in 
their SRN-SIC through the learning process, and 
synchronization between the rule dynamics is induced by all 
agents’ behaviors based on their internalized rules. However, 
the agents cannot learn the other’s rule dynamics appropriately, 
because teacher’s signal using the learning is only their own 
minority hand. Thus, unstable states expressed as complex 
aperiodic dynamics in different groups would emerge. 

 Why is the equivalence shown in the simulation with 
interaction exchanging the agents in different groups higher 
than the one observed in the simulation with interaction 
receiving the another group’s minority hand? In the simulation 
having the replacement, the agents can learn both of different 
rule dynamics shaped in each group by alternating between 
the groups and form such dynamics as the members of the 
same group temporarily. That is to say, it would appear that 
both rules are internalized and commoditized in the agents at 
the mutual groups. Therefore, it is important that the 
exchanged agents learn the opponent’s rule dynamics to 
improve the equivalence of rule dynamics shaped in different 
groups. 
 

V. CONCLUSION 

In order to investigate how interaction between rules 
shaped in different groups has an influence on rule dynamics, 
we have proposed a multi-group minority game (MGMG) and 
conducted three types of the MGMG simulation without 

interaction, with interaction by receiving other’s minority 
hand, and by exchanging the agents in different groups. 

The simulation results showed that the frequency of 
synchronization of the rule dynamics shaped in different 
groups is increased by interaction that the agents receive not 
only their own minority hand but also other’s minority hand. 
Further, we have found that, as the exchange number of the 
agents is increased to about half of the group member, the 
equivalence of rule dynamics is also improved.  

Our simulation results suggested that internalizing and 
commoditizing several different rules in the individuals 
through direct learning of the rules shaped by others play an 
important role to emerge stable societies and rule dynamics. 
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Abstract: The range of speed or torque of motors is limited to some degree. Industrial vehicles working in factories are 
required to realize both outputting a large force when they carry loads and moving with high velocity when they move 

to the destination. However, it is impossible to realize those requirements if the conventional reduction devices is used. 

Velocity variation devices using gears are widely used to change the velocity ratio between input and output shafts. 

However, the motion transmission from the input shaft to the output shaft is interrupted during the velocity ratio 

variation process. In order to solve this problem, velocity variation method that can transmit motion precisely is 

proposed, in which a motion transmitting element is used. In this report, the geometrical analysis method of the motion 

transmitting element is proposed, and the expressing method of the curve using dispersed points is proposed and the 

calculation method of the inclination and the distance concerning the curve is developed. Based on the proposed 

method, the geometrical form of the transmitting element is analyzed. 

 

Keywords: ratio variation 

 

I. INTRODUCTION 

The range of speed or torque of motors is limited to 

some degree considering the size, weight and cost of the 

motors. Industrial vehicles are required to realize both 

outputting a large force when they carry loads and 

moving with high velocity when they move to the 

destination in order to shorten the moving period. If the 

velocity ratio between input and output shafts is 

changed, a wide range of speed or torque can be 

realized even if the ability of the motor is limited in 

speed or torque. Velocity variation devices using gears 

are widely used in the industrial fields. In a geared 

transmission, it is needed to change the working gear 

pairs to vary the velocity of the transmission. However, 

the motion transmission from the input shaft to the 

output shaft is interrupted during changing process. 

Therefore it is impossible to change the velocity while 

transmitting rotation between the input and output shafts. 

In order to solve this problem, velocity variation method 

that can transmit motion precisely is proposed in our 

research, in which a motion transmitting element is used. 

In this report, the geometrical analysis method of the 

motion transmitting element is proposed. A variety of 

motion characteristics of the motion transmitting 

element are possible but it is necessary to obtain the 

inclination of each point on the curve and the distance 

between the points on the curve in order to calculate the 

geometrical form of the motion transmitting element. 

The expressing method of the curve using dispersed 

points is proposed and the calculation method of the 

inclination and the distance concerning the curve is 

developed. Base on the proposed method, the 

geometrical form of the transmitting element is 

analyzed. 

 

II. VELOCITY VARIATION METHOD 

In the proposed velocity variation method, as shown 

in Fig.1, there are two shafts, i.e. input shaft and output 

shaft, and three gear pairs A, B and C, and three 

clutches TA, TB and TC. When the clutches TA is 

engaged, the gear pair A works and the velocity ratio of 

gear pair A is realized. When the clutches TB is engaged, 

the gear pair B works and the velocity ratio of gear pair 

B is realized. In the change of the working gear pair 

from gear pair A to gear pair B, the clutches TC is 

engaged, and gear pair C works.  

 

 

Fig.1. Structure of the Velocity Ratio Variation Device 
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In the pitch curve of noncircular gear pair C, there are 

four sections. The pitch curve of the noncircular gear 

pair C is partly same as that of gear pair A, and partly 

same as that of gear pair B. Those parts of pitch curve 

are smoothly connected. Therefore, the velocity ratio 

can be changed from that of gear pair A to that of gear 

pair B while gear pair C works. Therefore, the rotational 

motion is precisely transmitted from the input shaft to 

the output shaft.  

 

III. ANALYZING METHOD OF 

GEOMETRICAL PROPERTY 

The noncircular gear has such a complex profile 

form that it is difficult to analyze its geometrical form. 

An analyzing method of geometrical property of 

noncircular gear is developed. The profile of a gear is 

generated by the relative motion between the tool and 

the work material along the pitch curve of the gear. 

Therefore, the profile of the gear can be calculated by 

investigating the locus of the profile of the tool. If the 

pitch curve of the gear is expressed by a mathematical 

function, the length of the pitch curve of the gear L and 

the angle φ of the normal direction of the pitch curve 

can be obtained, which are essential to calculate the 

locus of the profile of the tool. However, it is impossible 

to express any pitch curve by the mathematical function. 

Therefore, to deal with various forms of noncircular 

gears, a method to express the pitch curve by the set of 

the discrete points is proposed. In this method, the pitch 

curve of a gear is composed of the set of the discrete 

points, and corresponding profile is calculated based on 

the points. The length L and the angle φ are calculated 

using approximation. Figure 2 shows the concept of the 

approximation. The length L is approximated by the 

sum of the distances between the discrete points on the 

pitch curve as shown in Fig. 2(a). The angle φ of the 

normal direction on point Pn is approximated by that of 

the bisector of the angle between the line passing 

through points Pn-1 and Pn, and that through points Pn 

and Pn+1. Suppose that the coordinate for the discrete 

points on the pitch curve are (xi, yi) (i=0, 1, 2, ...). The 

length L and the angle φ corresponding to the pitch 

point (xn, yn) are approximated as follows. 

∑
=

−−
−+−=

n

i

iiii
yyxxL

1

2

1

2

1
)()(   (1) 

22

tantan
1

11

1

11

π
φ −

−

−
+

−

−

= −

−−

+

+−

nn

nn

nn

nn

xx

yy

xx

yy

 (2) 

Length of 
curve L

Sum of 
distances is 
approximated L

Discrete 
point on 
pitch curve

Pitch curve

Approximated 
normal 
direction of 
pitch curve

Pn

Pn+1

Pn-1

 
(a) Approximation of         (b) Approximation of  

length of pitch curve         normal direction 

Fig. 2 Approximation in the proposed method 

 

Fig. 3 Curvature radius of profile of gear C 

 

Based on the above discrete point method, the 

numerical analysis program to calculate the profile of 

the noncircular gear is developed. Figure 3 shows 

curvature radius of two different teeth of a noncircular 

gear. The profile of the noncircular gear is calculated 

without any problem by using the developed program. 

Figure 3 shows that there is a different of form between 

two teeth. 

 

VI. CONCLUSION 

In this research, the velocity ratio variation device 

that can realize precise transmission of the rotation from 

the input shaft to output shaft is treated. The expressing 

method of the curve of the motion transmitting element 

using dispersed points is proposed and the calculation 

method of the inclination and the distance concerning 

the curve is developed. 
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Abstract: A new method based on SPL to estimate the position of unknown acoustic source was put up forward. And 

theoretical analysis and computer simulation has been used to analyze the accuracy of underwater sound source 

localization which is interfered by water background noise and multipath reflection. Using simulated data of two 

different real marine sound sources, we show that when the sound source is far from hydrophone array(greater than 

200 meters), the accuracy of this method is high, up to 1 meter. However, with the distance decreasing, the intense 

reflection of offing brings multipath reflection interference and a correction based on decline analysis of 

multi-centre frequency of sound source was proposed which can increase localization accuracy by 10%-30%. 

Therefore, for short-range localization, use of a combination of passive sonar and this method can achieve a good 

accuracy. The research results verify the effectiveness of the function relationship between acoustic attenuation and 

the propagation distance in underwater unknown sound source localization. Especially it is advantageous on the 

remote positioning and can be combined with high accuracy passive positioning to realize g reat-range and 

high-accuracy location search. 

Keywords: Unknown Sound Source； Sound Propagation Loss(SPL)；Sound Pressure；Characteristic Frequency 

 

1.  INTRODUCTION 

Acoustic positioning technology concerns the safety 

and efficiency of underwater operation. Previous 

acoustic positioning cannot satisfy the needs in scientific 

research, marine exploration, underwater operation and 

biological targets monitoring. The primary and new 

demand is how to locate the unknown acoustic source.    

The aim of sound source localization is to estimate the 

Cartesian coordinates of the source or the speed of the 

moving source. Many algorithms have been put up 

forward for sound source localizat ion. Approaches using 

distributed microphone network are presented. In 

addition, approaches based on energy Measurements 

have also been studied in recent years. But in the ocean, 

there is still no appropriate sound source localizat ion 

algorithm. Now the time-difference-of-arrival estimat ion 

methods, such as Super Short Base Line system (SSBL) 

and Lone Base Line system (LBL) are widely accepted, 

but these methods have large errors in noisy and 

multipath reflections condition. In recent years, wireless 

sensor networks and Sound Propagation Loss (SPL) has 

been studied. However, due to the complicated data 

processing and the limitations of localization algorithm, 

the accurate position of unknown source cannot be 

achieved. 

In this paper, we put up forward a new method based 

on SPL to estimate the position of unknown acoustic 

source, and we carry on the research, using theoretical 

analysis and computer simulat ion, to analyze the acoustic 

pressure of underwater sound signal which is interfered 

by water background noise and multipath reflection. 

According to the results, we got functional relat ion 

between acoustic pressure attenuation of the unknown 

source and the propagation distance. Then we have done 

preliminary calculat ion and analysis in the accuracy of 

the unknown acoustic source localizat ion, which 

provides theoretical basis for large scale and low cost 

acoustic positioning technology and offers a new 

approach for tracking the movement of complicated 

underwater source, such as the unknown sailing noise, 

underwater construction noise, biological noise, natural 

disasters noise. 

The waveform and frequency spectrum of echo signal 

of each node are analyzed and when we use the single 

center frequency of acoustic pressure information in 

short range, the accuracy of localization is not high. To 

solve this problem, we ext ract mult iple center frequency 

of acoustic pressure information, optimize the 

informat ion and eliminate the incorrect acoustic source 

The Sixteenth International Symposium on Artificial Life and Robotics 2011 (AROB 16th ’11), 
B-Con Plaza, Beppu,Oita, Japan, January 27-29, 2011

©ISAROB 2011 830



informat ion. Then we can obtain the position of 

unknown acoustic source with the SPL algorithm. The 

computer simulat ion results also show that extracting 

single center frequency of acoustic pressure informat ion 

has enough precision in the long distance. But when the 

distance between acoustic source and hydrophone array 

becomes short, owing to the powerful interference of 

reflection wave and the phase difference between 

directed wave and reflected wave, ext racting one center 

frequency of acoustic pressure informat ion cannot meet 

the accuracy needs. Then we ext ract mult iple center 

frequency and optimize the results, which great ly 

reduces the errors. 

 

2.  PRINICIPLE 

2.1. Sound Propagation Loss 

SPL mainly includes two sections: Extended Loss 

and Absorption Loss, show as (1).                                              

 rrPL )(10log20
             (1)  

Extended Loss:  
2 0 lo gr=PL

            (2)  

Absorption Loss: based on experimental fo rmula, 

determined by  . 

When sound transmits with electrical signal, 

following equation (2) can be obtained.  

 
RgRRvTvPL  x)/(10log20

  (3)                                         

Where, Tv [V] is Transmission voltage, Rv [V] is 

Reception voltage, xR [dB]: Reception sensitivity, 
Rg

[dB] is Reception gain. Rv  is measured data and 

other 4 are all constants. 

By solving the equations (1) and (3) simultaneously, 

(4) can be obtained. 

）（r10log20x)/(10log20  RgRRvTv

                       （4）  

We got the relations between propagation distance r 

and Tv, Rv.  By measuring Rv at different distances and 

through the following mathematical model, source 

coordinates was got. 

2.2 Mathematical Model  

Set the surface nodes as Ni（xi, yi, zi）(i=1,2,3,4),and 

sound source as P(x, y, z), build the equation (5) and

（6） ,By measuring Rv at Ni and through equations (5) 

and (6), source coordinates was got. 

(5)                 
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3.  NUMERCIAL SIMULATION 

3.1.  Simulation Conditions  

3.1.1 Sound source 

Use two different signals : submarine p ropeller noise and 

marine life sound. 

3.2 Simulation Contents 

3.2.1 Layout of hydrophone array. 

Four hydrophones can be set up in Figure 1. We can 

establish OXY coordinate system, as shown in Figure 1. 

Then nodes coordinate: Node1 （ -30,0,0 ）、

Node2(-10,0,10)、Node3(10,0,0)、Node(30,0,0). 

 

 

Figure 1 Layout of hydrophone array and simulation 

contents 
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3.2.2 Contents 

(1) Sound source moves from far and near in XOY plane, 

the vertical distance of 10 meters to the X axis, along 

negative direction on X axis, verify ing the influence of 

directivity of hydrophone on positioning accuracy. 

(2) Sound source moves from far and near in XOY plane,  

along Y axis, verifying the influence of d istance between 

sound source and array on positioning accuracy. 

(3) Sound source moves from far and near in YOZ plane,  

the vertical distance of 10 meters to the Z axis, along 

negative direction on Z axis, verifying the influence of 

reflected wave on positioning accuracy. 

3.3 Simulation results 

(1) Simulation content (1) results are shown in Figure 2, 

when the distance between hydrophone array and sound 

source is greater than 200 meters, error in X axis is less 

than 1 meter;  However, when the distance is less  than 

200 meter, the directiv ity of hydrophone array changes , 

which results in error in  X axis  increases sharply, up to 

20 meters, about one-tenth of slope distance. Error in Y 

and Z axis is so small that related error figures is not 

given. 

(2) Simulation content (2) results are shown in figure 3, 

when the distance between hydrophone array and sound 

source is greater than 200 meters, error in Y axis is less 

than 1 meter.；However, when the distance is less than 

200 meter, error increases gradually, up to 8.5 meter. 

Error in X and Z axis is so small that related error figures 

is not given.  

(3) Simulation content (3) results are shown in Figure 4, 

when the distance between hydrophone array and sound 

source increases , the phase difference of direct wave and 

reflected wave fluctuates among “greater than one times 

wave length----- half-wavelength----less than one times 

wave length”, which results in error in  Z axis fluctuates 

among “large ---s mall---large”; when the distance is 

greater than 200 meters, the  phase difference goes 

towards zero, erro r goes towards 10 meters. Error in X 

and Y axis is so small that related error figures is not 

given.  

 

 

 

(a) Submarine propeller noise   (b) Marine life sound. 

Figure 2  x-coordinate positioning error with distance 

from sound source to array  

 

(a) Submarine propeller noise   (b) Marine life sound. 

Figure 3  y-coordinate positioning error with distance 

from sound source to array 

 

(a) Submarine propeller noise  (b)Marine life  sound 

Figure 4  z-coordinate positioning error with distance 

from sound source to array  

 

4. ERROE CORRECTION 

4.1 Correction Method  

when the distance between hydrophone array and sound 

source is less than 200 meters, by using positioning 

method based on single characteristic frequency , 

significant erro r may occur, even cannot  solve position 

equation .Due to the interefernce in close enviroment,t he 

phase difference of direct wave and reflected wave 

fluctuates among “greater than one times wave 

length----- half-wavelength----less than one times wave 

length” that results in Rv cannot be calculated easily. To 

solve this problem, we selected more characteristic 

frequency, and analyzed sound pressure loss  in different 

characteristic frequency. As shown in Figure 5, In the 

received signal spectrum, more characteristic frequency 
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has been selected and sound pressure can be calculated, 

then according to Section 2.2 mathemat ical model, the 

sound source coordinate can be got, at last weighted 

average. 

 

Figure 5  Collection of mult i-centre frequency 

4.2 Corrected Results 

Corrected results of simulation content (2) are shown in 

Figure 6,compare using single characteristic frequency 

(Rv0), three characteristic frequency (Rv0,Rv1,Rv3) and 

five characteristic frequency (Rvs0, Rvs1, Rvs2, Rvs3, 

Rvs4, Rvs5.)The results show that using more 

characteristic frequency can effectively eliminate 

impractical position equation, the positioning accuracy at 

close ranges has been improved. 

 

Figure 6 Corrected results of mult i-centre frequency 

 

5. CONCLUS ION 

In a previous work basis of underwater positioning 

method based on wireless sensor networks, A 

mathematical model of Underwater unknown acoustic 

source localization was put forward. And by using two 

different types of measured sound, By means of 

computer simulat ion, analyzed the positioning accuracy 

influenced by background noise and mult ipath reflection. 

The simulation results show that when the distance 

between the hydrophone array and sound source is so 

long, the accuracy of the method based on SPL is high, 

However, when the distance is short, the accuracy is very 

poor. On this basis, localizat ion model based on mult iple 

characteristic frequency was put forward and 

unanswered questions of positioning equation can be 

effectively solved, moreover this method has a certain 

correction effect to locating at a close range. 

 In future work, we will further discuss correction 

method to reduce the influence by phase difference and 

improve positioning accuracy. Topological structure of 

hydrophone array has an important effect on improving 

positioning accuracy and we prepare some relevant 

experiments to verify it. 
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AAbbssttrraacctt::  TThhiiss  ppaappeerr  pprrooppoosseess  aa  ppoossiittiioonn  rreeccooggnniittiioonn  ssyysstteemm  ffoorr  aauuttoonnoommoouuss  vveehhiiccllee  vviiaa  KKaallmmaann  ffiilltteerriinngg..  AAbbssoolluuttee  

ppoossiittiioonniinngg  iiss  rreeqquuiirreedd  ttoo  oobbttaaiinn  ssuucccceessssffuull  ooppeerraattiioonn  ooff  aann  aauuttoonnoommoouuss  vveehhiiccllee’’ss  pprroocceessss..  TToo  ggeett  rreelliiaabbllee  ppoossiittiioonnss,,  

tthheerree  aarree  ttwwoo  wwaayyss,,  eeiitthheerr  uussiinngg  aa  GGPPSS  oorr  ddeeaadd  rreecckkoonniinngg  ffrroomm  vveelloocciittyy  aanndd  sstteeeerriinngg  aannggllee  ooff  tthhee  vveehhiiccllee..  EErrrroorr  

eelleemmeennttss  eexxiisstt  iinn  bbootthh  tthhee  uusseess  ooff  GGPPSS  aanndd  ddeeaadd  rreecckkoonniinngg..  SSttaabbllee  ppoossiittiioonn  ddaattaa  ooff  tthhee  aauuttoonnoommoouuss  vveehhiiccllee  iiss  nneecceessssaarryy  

ffoorr  aa  ssuucccceessssffuull  ooppeerraattiioonn  eevveenn  wwiitthh  tthhee  eerrrroorr  eelleemmeennttss..  KKaallmmaann  ffiilltteerr  iiss  ssuuggggeesstteedd  bbeettwweeeenn  tthhee  GGPPSS  aanndd  ddeeaadd  

rreecckkoonniinngg  ttoo  ggeett  ssttaabbllee  ppoossiittiioonn  ddaattaa..  CCoorrrreeccttiioonn  iiss  ppeerrffoorrmmeedd  dduurriinngg  tthhee  llooccaalliizzaattiioonn  ooff  tthhee  pprroocceessssiinngg  ppoossiittiioonn  bbyy  

uussiinngg  KKaallmmaann  ffiilltteerr  bbeettwweeeenn  GGPPSS  aanndd  ddeeaadd  rreecckkoonniinngg.. 

 

Keywords: NNaavviiggaattiioonn  SSyysstteemm,,  AAuuttoonnoommoouuss  VVeehhiiccllee,,  GGPPSS,,  DDeeaadd  RReecckkoonniinngg,,  KKaallmmaann  FFiilltteerr,,  PPoossiittiioonn  LLooccaattiioonn 

 

 

 

I. INTRODUCTION 

 

With the continued development of the auto industry, 

vehicle parts have changed from the mechanical linkage 

device to the electronic device to the computing system. 

Also, the vehicle has been changed from a simple 

transport device to one of the most advanced technology 

integrations. This development also has the potential to 

save lives and make lives more convenient based on the 

ITS(Intelligent Transport System). 

The ITS is intended to solve real-world problems, 

such as reducing the number of motor vehicle accidents.  

An autonomous system which studies the intelligent 

system for the vehicle to assist operators or control 

whole system of the vehicle by itself is part of the ITS. 

Its aim is to prevent motor vehicle accidents[1]. The 

autonomous system is the most important part in the 

future auto industry. In Korea as well as advanced 

countries, research and development of an autonomous 

vehicle is actively being conducted. 

For successful operation of an autonomous vehicle, 

stable positioning is required. GPS(Global Positioning 

System) is widely used for absolute positioning but it 

requires at least 4 satellites to get the position data. The 

obtained position data is determined with about 1m 

errors by GPS receiver. There is no accumulation of 

error. Dead reckoning is another method to get the 

positioning of the vehicle. It calculates the vehicle's 

position from the velocity and steering angle. However, 

this method accumulates errors [2, 3]. Since GPS does 

not operate well in places such as cities with 

skyscrapers, tunnels, and forests, the method using only 

the GPS does not guarantee successful positioning 

performance. Also the method relying only on the dead 

reckoning is not reliable due to the accumulation of the 

errors with wheel sliding, mechanical errors, and 

surface roughness.  

In order to improve the positioning performance, 

this paper proposes a position recognition system for an 

autonomous vehicle via Kalman filtering. The Kalman 

filter algorithm is designed for the integration of GPS 

and dead reckoning. The positioning performances of 

the proposed Kalman filtering algorithms are verified 

and evaluated by experiments. 

 

 

II. DEAD RECKONING FOR VEHICLE 

 

When considering a car-like vehicle, the mobile 

frame is chosen with its origin P  attached to the 

center of the rear axle. The x-axis is aligned with the 

longitudinal axis of the car. At time 
kt , the vehicle 

position is represented by the ( ,k kx y ) Cartesian 
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coordinates of in a world frame. The heading angle is 

denoted 
k .  
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Fig. 1 Elementary Displacement between Two 

Samples 

 

Let 
kP  and 

1kP
 be two successive positions. 

Supposing the road is perfectly planar and horizontal, as 

the motion is locally circular as shown in Fig.1. 

 

P R                  (1) 

 

Here P is the length of the circular arc followed 

by P ,   , R  (the radius of curvature), I  (the 

instantaneous center of rotation). 

Supposing the car is moving forward, the variation 

on the position is expressed as: 

 

 
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In general, the sampling rate of state is very small 

compared to their rate of change, so we can 

approximate 1k kP P P  . The integration process is 

then: 
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        (3) 

 

In Fig.1, the distance traveled P , and the angle 

changed  , resulting from the movement 1kP  form 

kP  can be calculated in terms of the incremental 

changes of the dead reckoning measurements of the 

right and left wheel motions[4,5]. 

The dead reckoning state equation of the vehicle can 

be described as follows :  

 

1

1,

2,

3,

( , , )

cos( / 2)

sin( / 2)

k k k k

k k k

k k k

k k

f

x P

y P



  

  

  

 

   
 

    
   

x r u

       (4) 

 

Here the state vector  TD D Dx y x  is 

composed of the position measured at the dead 

reckoning. The system noise  is regarded as the 

White Gaussian noise. 

 

 

III. POSITION RECOGNITION SYSTME VIA 

KALMAN FILTERING 

 

In the proposed position recognition system, the 

GPS and the dead reckoning calculate the position 

independently and then Kalman Filter estimates the 

position using the position data.  

The measurement equation of the GPS can be 

described as follows: 

 

k k k kH  z x              (5) 
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              (6) 

 

   Here the measurement vector  TG G Gz x y   is 

composed of the position measured with the GPS. The 

measurement noise v is regarded as the White Gaussian 

noise. 

In order to estimate the position of the vehicle, the 

proposed Kalman Filtering was applied from state 

equation (4) and measurement equation (5): 
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   Here P is the error covariance matrix, K is the 

Kalman gain, and the Jacobian matrix k  is given as 

follows: 

 

Compute error covariance

Project ahead Update estimate with measurements

ˆ ˆ ˆ( )k k k k k kK H   x x z x

( )k k k kP I K H P  

Prior estimate         and its error covariance0



x
0P 

Compute Kalman gain

1( )T T

k k k k k kK P H H P H R   

1

1

ˆ( , , 0)k k k

T

k k k k

f

P P Q











  

x x u

Fig. 2 Kalman filter loop. 

 

1 0 sin( / 2)

0 1 cos( / 2)

0 0 1

k

k k

P

P

 

 

  
     
  

    (8) 

 

Equation (7) comprises the Kalman filter recursive 

equations. It should be clear that once the loop is 

entered, it can be continued infinitum. The pertinent 

equations and the sequence of computational steps are 

shown pictorially in Fig. 2[6]. 

 

 

IV. EXPERIMANT 

 

Fig.4 is a vehicle (MOHAVE of KIA motors) used 

for experiments. A control PC acquires velocity and 

steering angle data from vehicle through the CAN 

Communication. Fig. 4 is PCI 7841 by ADLINK which 

transmit CAN data from the Local CAN Network to a 

control PC. For autonomous driving, it requires current 

vehicle position and heading angle. In this paper, 

ProPak-V3 of Novatel's GPS receiver is used as the 

localization system. And two antennas, GPS-701-GG 

are installed on the autonomous vehicle's roof in a row 

for getting heading angle. 

 

 
Fig. 3 Autonomous Vehicle. 

 

 
Fig. 4 PCI 7841. 

 

Experiment was done with path set on the ground as 

10km/h. 

Fig. 5 shows the test area. The result of position 

location does not follow the reference path because 

velocity data consists of constant value. So its reliability 

is less than other external sensors. However, 

autonomous driving was done without additional 

external sensors. 

GPS also does not follow the reference path. Since 

the experiment was done in an open area, the error 

element is bias error. 

 

 

 
Fig. 5 Test Area. 
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Fig. 6 Experiment Result. 

 

 

V. CONCLUSION 

 

In this paper, we suggest an autonomous vehicle's 

position location for navigation system. To get 

successful operation, absolute position and heading 

angle are required. GPS and dead reckoning used 

separately to get the current position of the vehicle does 

not warranty successful operation. GPS and dead 

reckoning both have error elements. Dead reckoning has 

constant velocity data and accumulation of the error 

element. So it needs to be compensated with algorithm. 

For successful operation of navigation system, the 

Kalman filter is suggested in this paper. The trace of 

wheels is stable with Kalman filter than using GPS and 

dead reckoning separately. GPS can compensate the 

error accumulation of dead reckoning. Results indicate 

good performance with GPS and the internal system of 

dead reckoning through the Kalman filter.  
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I. Introduction 

 

It is necessary to survey an exact depth when land 

reclamation works are carried out in the ocean. 

The sonar equipped on the ship is used in ordinary 

survey. However, reclamation area has been 

expanded and deeply in recent years. The 

ordinary survey method cannot provide the 

required accuracy. Therefore, a new survey 

method that using an underwater robot equipped 

with sensor is proposed. Underwater robots are 

divided into Autonomous Underwater Vehicles 

(AUVs), Remotely Operated Vehicles (ROVs) 

and Towed Vehicles. When underwater towed 

vehicle compared to other underwater robots can 

obtain advantages such as: 

(I) Vehicle position can be obtained easily. 

(II) Vehicle can operate for a long time, because 

power can be transmitted through the cable. 

(III) The data can be transmitted in real time. 

(IV) High accurate data can be obtained because 

there is no screw-noise. 

In the use of the towed vehicle, keeping position 

and stable movement are required. The shape of 

towed vehicle is important for keeping position 

and stable movement. 

In this study, fluid analysis of the towed vehicle is 

carried out. The effect of the change of body 

shapes and the effect of the change of attachment 

position are analyzed. Solidworks and Flowworks 

including Solidworks are used for analysis. 

Fig. 1 shows survey method using underwater 

towed vehicle. 

Fig. 1 Survey method 

 

Motion Analysis of Towed Vehicle on Survey System for Deep Sea 
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system is carried out in this paper. 
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II. Analysis model 

1. Body 

The model created in Solidworks is shown in Fig. 

2. The origin of the analyzed model is BELUGA 

DEEP shown in Fig. 3, which is developed by 

TOA-CORPOLATION. Table. 1 shows summary 

of the vehicle.  

 

Table. 1 Summary of the BELUGADEEP 

Size 
1.45[m]*0.74[m]*0.84[m] 

(L*W*H) 

Mass 140[kg] 

Depth rating 150[m] 

Towed Speed 3[knot] 

Multibeam 

Echosounder 

Seabat 8101(RESON) 

1～400[m],0.01[m] 

Attitude and 

Heading  

AHRS440(Crossbow) 

±0.1[deg] 

Depth 

Navigation 

Micro P(Applied 

Microsystems) 

0.05% of depth 

6000[m] 

 

Fig. 2 BELUGADEEP 

2. Rear attachment 

Fig. 4 shows a rear attachment for vehicle. 

Attachment is set up in rear of BELUGA DEEP. 

Rear attachment can change each angle in a 

perpendicular plane or horizontal plane. The 

effect of attachment is to stabilize posture of 

vehicle and the effect like rudder. And them, the 

attachment changes each angle, a flexible action 

can be done in a changeable real sea area. And, 

when the ship turns, it is possible to follow 

quickly. 

In this time, the angle changes in only a 

perpendicular plane. The role like rudder is given 

to attachment. 

Fig. 3 analyzed model 

 

Fig. 4 Vehicle and attachment 
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Ⅲ. Fluid analysis 

1. Analysis condition 

The model is analyzed on the condition that Table. 

2. Condition other than Table. 2 are defaults 

condition. When analyzing it, A, B, C in Fig. 4 is 

changed, and each result is considered.   

 

Table. 2 Analysis condition 

The fluid liquid Water 

Temperature of 

liquid 
280[K] 

Water pressure 1114.575[kPa] 

Type of analysis External flow 

The velocity of 
2[knot],5[knot] 

a moving fluid 

Resolution level 
level 3 of 8 level 

of the result 

The degree of 

A,B,C in Fig .4 

each angle is 

10[deg] or 20[deg] or 

30[deg] 

 

2. Simulation result 

The angle and the speed are changed, 24 patterns 

in total are simulated. Distribution of the pressure 

and path of particle are calculated. 

The sub title (a), (b) of Fig. 5 and Fig. 6 mean 

“velocity [degree of A/ degree of B/ degree of 

C]”. 

 

A. Distribution of the pressure 

The distribution of the pressure that hangs to the 

vehicle and the attachment is displayed in Fig. 5. 

From the pressure that hangs to the tow body and 

the pressure that hangs to the attachment, it is 

possible that the attachment functions enough as a 

rudder. Because, the pressure that hangs to the 

attachment is larger than the pressure that hangs 

to the tow body. This is the same also in the 

simulation by 2[knot] and 5[knot]. 

If the angle of 20[deg] attaches to the flow in the 

speed of 2[knot], forecasting the behavior is 

difficult because the pressure in front of the stick 

distributes like spots. If the angle of 30[deg] 

attaches to the flow, because the differential 

pressure on the front side and the back of the stick, 

stability will be ruined. 

When the angle of 10[deg] attaches to the flow. 

There is no large difference in the pressure 

distribution that hangs to the stick. From this, the 

attachment will be not likely to ruin stability 

though keeps the function of the rudder. 

It is preferred that the applied angle of the 

attachment is about between from 10[deg] to 

20[deg] to the flow. 

For the simulation by 5[knot], it is roughly 

consideration similar to the case of simulating it 

by 2[knot]. However, the influence with the 

attachment grows because the difference of the 

pressure distribution is large for simulating it by 

2[knot]. 

 

B.  Path of particle 

The path of particle around the vehicle and 

attachment is displayed in Fig. 6. 

There is no difference in the shape of the path of 

particle when 2[knot] and 5[knot] are compared. 

It is thought that tracks of the fluid do not change 

depending on the speed. The path of particle 

changes greatly by angle about the attachment 

large to the flow. Stability will be ruined by the 

large change of the path of particle. Therefore, it 
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is necessary not to change the angle of the 

attachment too much greatly. 

Moreover, when the angle of A of fig. 4 changes. 

The fluid flows into the joining section of the tow 

body and the attachment. The whirlpool occurs if 

the fluid flows in the small place. The existence 

of the whirlpool will ruin the stability of the tow 

body. Therefore, A of Fig. 4 should be 0[deg]. It is 

necessary to get the effect as rudder by changing 

B and C. 

 

 

(a)2knot[-10/-10/-10] 

 

(b)5knot[-10/-10/-10] 

Fig. 5 Distribution of the pressure 

 

 

(a)                   (b) 

Fig. 6 Path of particle 

((a)5knot[-30/0/0],(b)5knot[-10/0/0]) 

 

Ⅳ. Conclusion 

 

In this paper, the survey system for deep sea with 

high accuracy and speed was developed. The 

proposed survey system consists of tow ship and 

towed underwater vehicle.  

The following results were obtained. 

The attachment is effective, and carries out the 

function as the rudder. However, ruining the 

stability of the vehicle is predictable under a 

specific situation. 
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Abstract: Recently, various autonomous mobile robots are tried to drive in the real world in many researches
or competitions. In this case, it is very important for the robot to identify the self-position and orientation
in real time. Therefore, we apply a localization method based on particle filter to the autonomous robot.
Moreover, in order to improve the safety of autonomous locomotion, we improve the algorithm for path
planning and trajectory generation so that it can consider the regions with the limitations of maximum
velocity. In order to demonstrate the validity of the proposed methods, we will participate in the Real World
Robot Challenge 2010.
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1 Introduction

Recently, many researches related to the au-

tonomous mobile robot have been reported. Various

competitions for autonomous robots have also been

held to validate the autonomous locomotion functions

in the public environment (see e.g [1, 2, 3, 4]).

We have participated in RWRC since 2007 (see

[5, 6, 7]), to validate our autonomous robot system

in the real environment. In RWRC, the robot has to

move within the general pedestrian paths including

general people, unicycle and etc. Therefore, unlike the

other competitions, the robot is required not only the

autonomous locomotion functions but also the safety

of the autonomous locomotion. In [7, 8], we proposed

a trajectory generation method considering “The Re-

gion with Velocity Constraint” (RVC) to improve the

safety of the autonomous locomotion. The RVCs are

the region where the velocity of the robot is restricted

to the predefined velocity, and introduced to around

the hazardous regions by the operator. The trajectory

generation method in [7, 8] generates the trajectory

avoiding the hazardous regions or reducing the risk in

the hazardous region by constraining the velocity ac-

cording to RVCs. However, there is a limitation that

the method cannot consider the unknown or dynamic

obstacles (e.g. humans and unicycles), because it gen-

erates the trajectory based on the predefined map.

Moreover, in [6], we estimate the position of the

robot from the odometry data and GPS data by using

the extended kalman filter. In general, if the satellite

condition is good, we can obtain the accurate position

data from GPS by using differential GPS or Real time

kinematic GPS. However, since there are many obsta-

cle (e.g. trees, buildings) within the course of RWRC,

we could not obtain the GPS data with enough accu-

racy for correcting the position of the robot at many

locations. Therefore the localization method fully de-

pends on GPS is not suitable for such environment.

In this study, we improve the trajectory generation

method so that it can consider not only the registered

obstacles but also the unknown or dynamic obstacles,

while considering the RVCs as in [7, 8]. Moreover,

we improve the accuracy of the localization by com-

bining gyroodometry and particle filter based local-

ization method. We validate the improved system in

RWRC2010. The contents of this paper are as fol-

lows. In Section 2, we improve the trajectory gener-

ation method, and in Section 3, describe localization

method used in this paper. In Section 4, we show the

developed robot system and show some experimental

results. We conclude this paper in Section 5.

2 Trajectory generation with RVCs

As mentioned before, the trajectory generation

method[8] considers RVCs. The RVCs are the re-

gion where the velocity of the robot is restricted to

the predefined velocity, and introduced to around the

hazardous regions by the operator in advance. For

example, the hazard areas where the robot is not al-

lowed to enter (e.g steps, neighborhood of the pond)

are registered as the regions with velocity constraint

vmax = 0, and the area where the robot should re-

duce the velocity (e.g rough road, narrow street) are

registered as the regions with the velocity constraint

vmax < 1.0 (see Fig. 1). Since the robot plans the

trajectory according to the registered information, it

is expected that the predicted hazard can be avoided.

(e.g. reduction of the shock if the robot collides an

obstacle, passing smoothly at the complicated narrow

road)

In [8], the gird map including the RVCs, the known

obstacles and waypoints information is given in ad-

vance, and is used for trajectory generation. There-

The Sixteenth International Symposium on Artificial Life and Robotics 2011 (AROB 16th ’11), 
B-Con Plaza, Beppu,Oita, Japan, January 27-29, 2011

©ISAROB 2011 842



Fig.1 The concept of RVCs

Fig.2 Example of generated trajectory

fore, the generated trajectory avoids only the regis-

tered obstacles. However, since there are unregistered

obstacles (e.g. humans and bicycles) in the real world,

the robot also has to avoid such dynamic obstacles.

To this end, we modify the grid map used in trajectory

generation so that it can take into account unknown

and dynamic obstacles. More precisely, we generate

a new map in each sampling time by combining the

priori grid map and current obstacle information ob-

tained from sensor. Then the trajectory is generated

based on this map in each sampling period.

Fig. 2 shows an example of the trajectory generated

by two methods. Fig. 2(a) shows the experimental

settings. In Fig. 2(b), a red line shows a trajectory

generated by the past work and a blue line shows one

by the method described in this section. From this

figure, we can see that the trajectory, generated by

past work, collides with the unknown obstacle (i.e.

an unregistered obstacle). Therefore, since we have

to use external obstacle avoidance function to apply

this trajectory to the real robot, the optimality of

the trajectory might be reduced. On the other hand,

the proposed method generates the optimal trajectory

while avoiding every obstacles.

3 Localization method
The localization method used in this study can be

divided into two part: gyroodometry and particle fil-

ter based localization. First the accuracy of the odom-

etry is improved by using gyroodometry[10] based on

the fiber optic gyro (Sec. 3·1). Second, the gyroodom-

etry data is corrected by the particle filter based local-

ization method using the priori map and current ob-

stacle information obtained from a laser range scanner

(Sec. 3·2).

Fig.3 Example of raw odometry and gyroodometry

3·1 Gyroodometory using optic fiber gyro

The gyroodometry is a method estimating a pose

of the robot from the odometry and gyro sensor data.

In this study, we use the 1-axis optic fiber gyro, and

gyro sensor data is used for yaw rate.

Fig. 3 shows one of our experimental results. In

this example, the robot is operated by manually on

the campus road at Kyoto University from start po-

sition to goal position according to the direction of

arrows(about 500[m]) as shown in Fig. 3(a). Fig. 3(b)

shows the trajectory of the robot estimated by raw

odometry and gyroodometry. Note that, the start

position and goal position on the map were set at

(x, y) = (0, 0). From Fig. 3(b), it can be see that

the gyroodometry shows much better result compared

with the raw odometry. In fact, the error between

start and goal position is bounded less than 2[m].

3·2 Pose correction by using particle filter

In order to correct the gyroodometry data, we use

a Monte Carlo Localization(MCL) method[9]. MCL

is a method for estimating the pose of the robot based

on Particle Filter(PF). In this study, we use a priori

2D grid map and range data from a laser range scan-

ner for MCL. The outline of our localization method

is as follows: First, the pose of the robot in each par-

ticle are calculated based on gyroodometry. Next,

the range data obtained from LRF is converted into

global map based on the pose of the robot in each par-

ticle. Then the weight of each particles are calculated

by comparing the priori grid map and the converted

obstacle map in each particle. Finally, resample the

particles according to their weight. By iterating above

procedure in each sampling period, the pose of the

robot is estimated.

The priori map used in MCL is generated accord-

ing to the following procedure. First, we obtain 3D

range data from the 2D laser range finder mounted

on a pitch rotating platform. In RWRC, since many

dynamic obstacles(e.g. humans, unicycles) are exist,

much noise is included in the lower parts of 3D range

data. In order to reduce affection by noise, we use

only the 3D range data in the part higher that 2[m]

height. The partial 3D range data is converted into

global map according to gyroodometry and converted
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Fig.4 Example of the priori map

Fig.5 System configuration of the developed robot

into 2D map with orthogonal projection to ground

plane(e.g. Fig. 4(a)). Then, the map is saved as the

grid map to reduce the memory (e.g. Fig. 4(b)). In

the case of Fig. 4, Fig. 4(b) is used as a priori map in

PF based localization.

Note that, as mentioned in Sec. 2, this priori map

is used for trajectory generation as well. For trajec-

tory generation, waypoints, RVCs and current obsta-

cle information are included to this grid map in each

iteration,

4 Experiments
The trajectory generation method in Sec. 2 and the

localization method in Sec. 3 are applied to the devel-

oped robot as shown in Fig. 5. The developed robot

equips a GPS, a fiber optic gyro, a 3D laser scanner,

encoders, an emergency stop buttons and a 2D laser

scanner to detect obstacles. Note that the software is

implemented by using RT-Middleware[11].

In order to verify the developed system, we execute

the following three experiments in RWRC2010.

Experiment 1 Verification of the performance with

the fiber optic gyroodometry described in Sec. 3·1

Experiment 2 Validation of trajectory generation

method described in Sec. 2

Experiment 3 Verification of particle filter based lo-

calization method described in Sec. 3·2

In RWRC2010, as shown in Fig. 6, the course is

divided into to two parts: the trail course (about

Fig.6 The full course of the RWRC2010

Fig.7 The estimated trajectory in Experiment 1

240[m]) and full course (about 1100[m]). Experiment

1 is done in the full course, and Experiment 2 and 3

are done in the trial course, because of the restriction

of time in RWRC2010.

4·1 Experiment 1

Fig. 7 shows the experimental result of Experiment

1. In this experiment, the robot is operated manually.

From Fig. 7, it can be seen that the gyroodometry

reduces the estimation error compared with the raw

odometry data. However, compared with the course

in Fig. 6, the estimated trajectory differs from the

global map as the robot moves long distance. Espe-

cially, we can see that the trajectory curves slightly

even in the straight line course. This is mainly be-

cause the drift of the gyro sensor. Therefore, al-

though the gyroodometry is enough accurate for a

short course, the correction by PF is necessary to run

the long course.

4·2 Experiment 2

In Experiment 2, the RVCs are set as shown in

Fig. 8(b). The robot moves autonomously accord-

ing to the trajectory generation method described in

Sec. 2. The gyroodometry data is used for localization

(i.e. PF is not used in this case).

Fig. 9 shows the translational velocity of the robot
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Fig.8 RVCs for the trial course

Fig.9 Translational velocity profile in Experiment 2

in Experiment 2. In Fig. 9, a red line shows a admis-

sible maximum velocity of the robot according to the

registered RVCs information. From Fig. 9, we can see

that the robot reduces the velocity before moving into

the each RVC enough, and satisfies the velocity con-

straint of each RVC. Moreover, the robot could reach

goal position of the trial course without colliding any

obstacle, even though there were many unknown and

dynamic obstacles. Therefore, it can be said that the

improvement of the method works correctly.

4·3 Experiment 3

Fig. 10 shows the experimental result of the Eex-

periment 3. In Fig. 10, a green line shows a trajectory

when the priori grid map is generated, a red line shows

a trajectory estimated by the gyroodometry, and a

blue line is a trajectory estimated by the particle fil-

ter. In other word, a green line is a ”true” trajectory

in this case. From Fig. 10, we can see that the tra-

jectory estimated by gyroodometry differs from the

one in the priori map (i.e. a green line). On the other

hand, the trajectory estimated by PF agrees well with

the green line. Therefore our particle filter based lo-

calization method estimates the position correctly.

5 Conclusions

In this study, we improved the trajectory generation

method proposed in [8] and the localization method

for an autonomous robot in the real environment. We

participated in RWRC2010 to validate the developed

system, and some experimental results showed that

Fig.10 The estimated trajectory in Experiment 3

the validity of our system. One of the future works

is to predict motion of the dynamic obstacles, and

improve the safety of the autonomous locomotion by

considering their information.
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Abstract: The support vector machine (SVM) is known as one of the most influential and powerful tools for solving 

classification and regression problems, but the original SVM does not have an online learning technique. Therefore, 

many researchers have introduced online learning techniques to the SVM. In our former paper, we proposed an 

unsupervised online learning method using the technique of the self-organized map for SVM. In other paper, we 
proposed the midpoint-validation method for the improvement of SVM. Therefore, we test the performance of SVM 

using the combining of two techniques in this paper. Moreover, we compare its performance with the original hard-

margin SVM, soft-margin SVM and k-NN method, and also experiment our proposal method on surface 

electromyogram recognition problems with changes in the electrode position. From these experiments, our proposal 

method has the best performance in the technique of other SVM and corresponds to the changing data. 

 

Keywords: Support vector machine, Online learning, Midpoint-validation, Pattern classification problem, Surface-

electromyogram. 

 

 

I. INTRODUCTION 

The SVM proposed by Cortes and Vapnik [1] is one of 

the most influential and powerful tools for solving 

classification problems [2][3][4][5]. 

We are studying the surface-electromyogram (s-EMG) 

recognition of using SVM. The purpose is development 

of the human interface of using s-EMG. In this study, we 

pay attention to problems such as the change of the s-

EMG pattern by the muscle fatigue and the position gap 

of the sensor to measure. And in our former paper [6], 

we proposed the online unsupervised learning method 

using a technique of self-organized map for a SVM. 

Furthermore, the proposed method has a technique for 

the reconstruction of a SVM. 

In addition, we are studying SVM which is not limited 

to recognition of s-EMG. In this study, we pay attention 

to a problem of the deflection of the separating 

hyperplane in the input space of non-linear SVM and 

proposed the improvement method [7][8]. We call this 

method Midpoint-Validation Method. This Method 

assumes a Midpoint between the classes of training data 

an index of the deflection and moves the separating 

hyperplane according to the index. This method also has 

a technique for the reconstruction of a SVM. 

These two studies achieve good result each. However, 

we have not combined two methods so far. Therefore, 

we test the performance of SVM using the combining of 

two techniques in this paper. Moreover, we compare its 

performance with the original hard-margin SVM, soft-

margin SVM and k-NN method, and also experiment 

our proposal method on s-EMG recognition problems 

with changes in the electrode position. 

 

II. PROPOSED METHOD 

In this section, we introduce SVM, our Online Learning 

Method and Midpoint-Validation Method. And we 

propose the method that combined Online Learning 

Method with Midpoint-Validation Method. 

1. SVM 

The SVM is a mechanical learning system that uses a 

hypothetical space of linear functions in a high-

dimensional feature space.  

Nonlinear SVM is expressed by the three equations 

(Eq. (1), Eq. (2) and Eq. (3)). Here, we used the 

Gaussian kernel given in Eq. (1) as the kernel function, 

while the SVM decision function g(x) and the output of 

the SVM are as given in Eqs. (2) and (3). 
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2. Online Learning Method [6] 

In this subsection, we introduce unsupervised online 

learning method using SOM algorithm for SVM and 

restructure technique. 

Let the input space be denoted by xin∈R.  xin ( in∉{i 

=1,...,N}) is the input vector without the label. The 

training vectors are included in kernel function, xi with i 

= 1,…, N , belongs to either of the two classes. Thus 

these are given a label yi ∈{-1,1}. Each training vector 

has the same dimension of input space. 

Next, the flows of our online learning method are 

shown in Fig.1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.1 Flow of the Online Learning Method 

 

Parameter ηis update parameter. The idea of this 

rule is an idea near the adaptive resonance theory-like. 

If SV changed after the update, SVM is restructured 

using the updated training vectors. Even if training 

vectors changes using the Step 1-5, maximizing the 
margin of SVM is kept from this restructuring 

processing. 

3. Midpoint-Validation Method [7][8] 

In this subsection, we introduce Midpoint-Validation 

Method. Midpoint-Validation Method adjusts the SVM 

output with Midpoint data. Here, Midpoint is a point to 

be located on midway between two classes on input 

space. In Fig.3, we showed a change of the 

improvement rate when Midpoint-Validation Method  

Fig.2. The flow of Online Learning Method 

 

 
Fig.3 Adjustment value and improvement rate 

(Pima-indians-diabetes data) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.4 Flow of the Midpoint-Validation Method 

 

added adjustment value B to the SVM output. We 

showed a procedure of Midpoint-Validation Method in 

Fig.4. 

Step 1: To find the smallest distance of input vector  

xin with the training vectors xi, the Euclidean

       distance between xin and each xi is compute 

(Fig.2.a). 

Step 2: The following processing (Step 3-4) are not 

done to xin when the label of xwin is not the 

same as the label of the output result of 

SVM of xin. 

Step 3: To find the smallest distance of the xwin with 

the training vectors xj, the Euclidean distance 

xwin and each xj is computed (Fig.2.b). 

Step 4: If dw is condition of rule of Eq. (4), xwin is  

update according to the learning rule of  

Eq. (5) (Fig.2.c and Fig.2.d). 

Step 5: Step1-4 are done to all input vector. 

Step 6: Proposed method repeats Num cycles these 

processing (Step1-5) using same inputs vector 

xin. 
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Step 1: SVM is created by the known training data. 

Step 2: Create the midpoint data. 

Step 3: The output value of SVM of the midpoint 

data and training data computed. 

Step 4: The value of B is computed according to  

Eq. (8). 

Step 5: The output of the proposed SVM is also  

computed according to Eq.(6) and Eq.(7). 
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By past study, we know that this method improve 

success rate with high probability when satisfies 

condition |B|≧0.50. And we know that the classifier is a 

high tendency when the value of |B| is small [8]. 

4. Combination with Online Learning Method 

and Midpoint-Validation Method 

In this subsection, we propose combination method 

using above-mentioned 2 methods. The procedure at 

first, we perform Online Learning Method. Next, we 

create SVM by the updated training data. Finally, we 

perform Midpoint-Validation Method. By this procedure, 

we can complete the proposed method. 

 

III. EXPERIMENTS 

In this section, the system configuration for recognition 

experiments of forearm motions using s-EMG is 

explained. Next, the result of computer simulations is 

described. 

1. Experimental Condition 

S-EMG of each movement pattern is measured with 

electrode sensors, and the feature quantity is extracted 

from the s-EMG. The feature quantity is given to the 

recognition machine as an input and each movement 

pattern that generates s-EMG is presumed. The feature 

quantity uses minimum-maximum (abbr. min-max) 

values and integration values [9]. Paper [9] showed that 

technique of min-max values and integration values are 

more easy and superior to FFT processing. The 

sampling frequency of the measurement data is 1 KHz. 

And the band is from 0 Hz to 500 Hz. 

2. Experiments of Forearm Muscles 

We experimented on the effectiveness of the proposed 

method by the s-EMG recognition problem that the 

feature quantity changes by the electrode position. We 

compared proposed method performance with Online 

Learning Method, Midpoint-Validation Method, the 

original hard-margin SVM, soft-margin SVM (C-SVC) 

and k-NN method. Proposed method and Midpoint-

Validation Method have two results.  

The experimental subjects are 4 healthy men (T.Y, 

K.F, S.Y, T.M). The subjects sit on a chair. The 

recognition experiment of the 6 motions pattern is 

conducted by using s-EMG obtained from four sensors 

set in the arm of the right hand (Fig.5). Moreover, the 

input given to the identification machine is eight inputs. 

The experiments are conducted for one day. 

The experiment method, first acquires the training data 

from s-EMG concerning the movement of forearm. 

Next, SVM and C-SVC learn the relation between s-

EMG and motion from the training data (the training 

vectors). And, each motion is identified 60 times. Next, 

the object moves the electrode position (sensor 1) by 

2mm. And, additional unsupervised learning data (the 

input vector: each motion is 40 times) is obtained from 

each motion. Afterwards, test data for recognition rate 

calculation is identified 20 times of each motions. The 

experiments tested the measurement four times in total 

by moving the electrode position of 2mm, 5mm, 7mm 

and 10mm (Fig.6). 

The base of proposed method is hard-margin SVM 

using Eq. (1). Gaussian kernel parameters of SVM were 

decided from the evaluation that used training data. 

Subject T.Y was 0.7, K.Y was 2.0, S.Y was 0.9, and T.M 

was 0.3. In these experiments, the value of parameter η 

was 0.1. And the value of Num was15. 

3. Experimental Result 

We performed with each method and the simulation 

results are table 1. In table 1, we showed the average of 

success rate. Here, “k-NN with Online Learning” is k-

NN method using training data updated by Online 

Learning Method. From the table 1, proposed methods 

are the highest value and the second highest value.  

In Fig.7, we showed the success rate by 3 methods, 

Proposed Method (|B|≧0.25), SVM, k-NN with Online 

Learning. The horizontal axis expresses the sensor 

position. Proposed method has improved SVM at 14  

 

 

 

 

 

 

 

Fig.5. Image figure of forearm motion 

 

 

 

 

 

 

 

 

Fig.6. S-EMG recognition problems with changes in the 

electrode position (2mm, 5mm, 7mm and 10mm) 
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Table 1.  Success rate average [%] 
Proposed 

Method 

(|B|≧0.25) 

Proposed 

Method 

(|B|≧0.50) 

Midpoint 

Validation 

(|B|≧0.25) 

Midpoint 

Validation 

(|B|≧0.50) 

SVM with 

Online 

Learning 

SVM C-SVC 

k-NN with 

Online 

Learning 

k-NN 

82.8 82.7 78.8 79.9 80.7 77.8 76.1 80.8 79.8 

 

 

 

 
Fig.7 Experimental results of four subjects 

 

items among 16 items. In comparison with k-NN with 

Online Learning, Proposed method gets high success rate 

generally. From these simulation results, it is shown that 

the combination of proposed method is effective. 

 

VI. CONCLUSION 

In this paper, we proposed the improvement method for 

SVM that is the combination with Online Learning 

Method and Midpoint-Validation Method. The 

experiment results showed that the proposed method   

was effective to s-EMG recognition problem with 

changes in the electrode position. SVM had improved by 

using our proposed method. In future work, we will 

experiment on the effectiveness of the proposed method 

by the other recognition problems. 
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Abstract: In this paper, self-organizing-map-based video object segmentation is proposed, assuming that either 
Y-quantification or HSV-quantification can be systematically selected.  Given a video sequence, the value of 
probability density function is calculated for each component value according to kernel estimation at the first fame.  
Some areas randomly chosen from the background are then examined, using each component value, whether it is 
misjudged that they include the target object.  The quantification is determined so that occurrence frequency of the 
above false extraction can be reduced.  The data presented to maps are generated, based on the selected quantification.  
Experimental results show that the proposed method well recognizes the target object. 
 
Keywords: self-organizing maps, block-matching-based learning, video object segmentation 
 

 

I. INTRODUCTION 

A number of video object segmentation algorithms 

[1]-[4] have been developed, based on soft computing.  

In [3] and [4], fast block-matching-based self-organizing 

maps (SOM’s) referred to as T-BMSOM’s are employed.  

In them, a rectangular area covering a target object in a 

frame of a given video sequence is spilt into units with 

some pixels.  The area is referred to as a window.  A 

unit has a vector with element values associated with Y 

color component.  The color attribute of the window is 

therefore quantified by the above vectors of all units in it.  

The map for segmentation is constructed by using such 

vectors as training data.  The vectors corresponding to 

units in the subsequent frame under segmentation are 

also presented to the map.  The map then judges 

whether the unit corresponding to the presented vector 

belongs to the target object.  The adequacy in 

quantifying color attributes is thus strongly related to 

segmentation capability of the map.  It is clear that the 

above Y-quantification does not always fit to arbitrary 

video sequences. 

This paper proposes map-based video object 

segmentation, assuming that the quantification is 

selectable.  The HSV-quantification is prepared in 

addition to Y-quantification.  The quantification 

selection is made with the first frame in a given video 

sequence.  The value of probability density function is 

calculated for each component value according to kernel 

estimation[5], using the area with the target object.  The 

function value associated with some component value 

determines the label to be assigned to that component 

value.  The label specifies whether the component value 

with it is relevant to the target object.  Some rectangles 

are next randomly clipped from the background.  They 

are examined, using labeled component values, whether 

units in them are accurately classified as part of the 

background. The quantification selection depends on the 

number of units accurately classified in such manner.  

The training data are generated according to the selected 

quantification, and a map for segmentation is constructed 

by T-BMSOM learning using them.  Experimental 

results reveal that the quantification selection works well 

for the segmentation without excessive overextraction. 
 

II. PRELIMINARIES 

In this paper, T-BMSOM learning[3] is adopted. A 

block is defined as shown in Fig. 1. The average of 

neuron reference vectors in it is given as its reference 

vector.  The Euclidean distance between a block 

reference vector and the presented data is calculated to 

find a winner. For the N×N-sized map, the maximum (or 

minimum) block size is (N−1) × (N−1) (or 2×2). 

Straightforwardly adopting the concept of blocks 

brings about increase in computational time complexity 

for learning.  In [3], the decision-tree-like search of 

winner and batch learning process are employed to 

overcome this issue.  The former chooses (N−2) 

candidates for winner, each time a member of the 

training data set is presented to the N×N-sized map.  

The first candidate is one of the four (N−1)×(N−1)-sized 

blocks.  The (N+1−s)-th candidate is chosen out of the 

four (s−1)×(s−1)-sized blocks included in the same 

s×s-sized block, which has been most recently 

determined as the (N−s)-th candidate.  The candidate 
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Fig. 1. An N×N-sized map and a block it 

 
with the shortest distance to the presented data is 

formally determined as winner block for it. The vectors 

to be updated are those of neurons in the winner. 

The batch learning process is summarized as follows.   

The values associated with modifications on each neuron 

reference vector are stored for every member in the 

training data set.  Once an epoch is complete, all of the 

neuron reference vectors are simultaneously updated.  

The learning termination condition is specified by the 

number of epochs.  Detailed steps of T-BMSOM 

learning are described in [3]. 
 

III. MAP-BASED VIDEO OBJECT 
SEGMENTATION 

The proposed extraction quantifies the first frame in a 

given video sequence by vectors employed as members 

of a training data set.  T-BMSOM learning is then 

applied.  In the resultant map, the following two 

clusters are formed: the cluster with neurons mainly 

firing for the data generated from the moving object and 

that mainly firing for the data generated from the 

background.  The moving object in each subsequent 

frame is extracted using the constructed map, and an 

extraction result appears on the computer screen in the 

form of a window-like area including the target object. 
 
A. Generation of training data 

In the first frame, a rectangular window including a 

target object is defined as shown in Fig. 2.  T-BMSOM 

learning uses only the data generated from this window 

for map training.  The first window (i.e., the window in 

the first frame) is formed as follows.  In the following, 

an n×n-sized set of pixels is considered to be a unit.  

The background difference is applied to the first frame, 

and units belonging to the target object are 

systematically extracted.  The minimum rectangle with 

which all units of the extracted target object can be 

covered is then specified, provided that its center equals 

the center of gravity of the extracted object.  Let lengB  

n pixels

n
p
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el

s

Unit

Windowfirst flame

n pixels

n
p

ix
el

s

Unit

Windowfirst flame  
Fig. 2. Window with a target object 
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Fig. 3. Window with center of gravity of extracted object 

as its center 
 
(or lengH) denote the base (or height) length associated 

with the minimum rectangle.  Fig. 3 depicts a schematic 

representation of the window.  The window has the 

center of gravity of the extracted object as its center. 

In [3], the unit has a vector with two element values.  

Y values of YUV color components of all n2 pixels in the 

unit are averaged, and the resultant value is given as one 

element value.  The other equals the standard deviation 

for the Y component associated with pixels in the unit.  

The training data associated with the above unit 

corresponds to the above vector with average and 

standard deviation.  Y-quantification hereinafter denotes 

the above approach quantifying color attributes based on 

Y component colors. 

If some quantification scheme is unsuitable for a 

given video sequence, it is highly likely that the target 

object is lost at some point in time when object 

segmentation is in progress.  To overcome this issue, 

data are generated on condition that HSV-quantifi-

cation is also available.  When HSV-quantification is 

adopted, the average and the standard deviation are 

calculated for each component as well as when 

Y-quantification is adopted.  The number of elements is 

six for each of the data generated from the units. 

A method for determining the quantification scheme 

is described as follows.  It is solely applied to the first 

frame.  The value of probability density function is 
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calculated for every component value, according to the 

kernel estimation[5].  Let the l-th window denote the 

window with the target object in the l-th frame.  The 

calculation is executed by using units belonging to the 

target object in the first window.  Let qut denote the 

average of q-component values in the s-th unit belonging 

to the target object, where q∈{Y, H, S, V}, 1≤u≤W and 

W is the number of units in the target object.  The 

density function is given as follows: 

( ) ( ) ( )( ) ,1
1
∑

=

∧ −=
W

s

qq

u

qq httKWhtp  (1) 

where ( )tK  and hq are kernel function[5] and 

bandwidth, respectively.  They are as follows: 

( ) ( ) ,222 πtetK −=   (2) 

,9.0 51Wh qq σ=   (3) 

where σ =min(SD, IQR/1.349), SD is the sample standard 

deviation and IQR is the inter-quartile range.  A label is 

next assigned to each q-component value.  The label 

implies whether the q-component value is relevant to the 

target object.  Let q

tLB  denote the label assigned to 

some q-component value, tq.  It is determined according 

to the following equation:  

( )
( )




≤
>

= ∧

∧

,

,
qq

qq

q

t thtpifBG

thtpifTO
LB   (4) 

where qth equals the average of values of ( )∧
tp q  

calculated for the first window.  If TOLB q

t = (or BG ), 

it is considered that the value tq strongly characterizes the 

color attribute of the target object (or the background). 

Next, WN rectangles are randomly clipped from the 

background area excluding the first window, provided 

that the size of each rectangle is equal to the size of the 

first window.  The average of the q-component values 

associated with pixels is calculated for any unit in each 

chosen rectangle, and the label that Eq. (4) assigned to 

the value equal to the average is checked.  If the label is 

TO (or BG), the unit with this average has high 

probability of being incorrectly (or correctly) judged as 

the target-object part (or the background part).  This 

scheme is similarly applied to any unit in the clipped WN 

rectangles.  Let q

BGN  denote the number units with 

high probability of being correctly judged as the 

background part, where q∈{Y, H, S, V}.  For H

BGN , 
S

BGN  and V

BGN , if at least two values are larger than 
Y

BGN , the data based on HSV-quantification are employed 

for training a map; otherwise, the data based on 

Y-quantification are employed.  For example, HSV- 

quantification is chosen if H

BG

Y

BG NN <  and S

BG

Y

BG NN < . 
 

B. Construction of maps and object extraction 
processing 

Once T-BMSOM learning is complete, neurons are 

labeled as follows.  All of the members in the training 

data set are presented again to the just trained map.  

Each of the members has either ‘target object (TO)’ or 

‘background (BG)’ as its label.  Let i

TONL  (or i

BGNL ) 

denote the firing frequency for the i-th neuron while all 

of the members with label TO’s (or BG’s) are presented.  

Let iBN  denote the label to be assigned to the i-th 

neuron.  It is given as follows: 





≤
>

=
,

,
i

BG

i

TO

i

BG

i

TOi

NLNLifBG

NLNLifTO
LBN  (5) 

The map is unavailable to extract the target object until 

all of the neurons are labeled in the above way. 

Let us briefly explain object extraction processing.  

Once the segmentation is complete for the (l−1)-th frame, 

the data to be presented is generated from each of the 

units in the l-th window, on condition that coordinates of 

four vertexes of the l-th window are equal to those of the 

(l−1)-th window.  This l-th window is said to be 

nonconclusive.  The data is generated according to the 

quantification determined in the first frame.  If a winner 

for the data associated with some unit is a neuron labeled 

TO (or BG), it is judged that the corresponding unit 

belongs to the target object (or background).  After 

arbitrary units are similarly examined, the nonconclusive 

l-th window area is updated using the extracted object as 

shown in Fig. 3.  The updated area is fixed as the 

conclusive l-th window.  Extracting the target object is 

similarly conducted for each of the subsequent frames. 
 

IV. EXPERIMENTAL RESULTS 

T-BMSOM learning produces well-trained maps [3], 

[4] on condition that training data sets are updated during 

learning, compared to conventional SOM learning.  The 

method based on T-BMSOM learning is therefore 

applicable as follows. 

1) The l-th map is constructed, using the training data 

set generated form the l-th window. 

2) The l-th map classifies units in the (l+1)-th window. 

3) The training data set is updated according to the 

classification result associated with the (l+1)-th 

window.  The (l+1)-th map is constructed, using 

the updated training data set. 

If the map constructed with the training data set 

generated from some window has enough capability of 

appropriately extracting the units in several of its 
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subsequent windows, incremental learning conducted in 

the above manner can be skipped for such windows.  

This capability is clearly useful in reducing the loads 

imposed on the computer.  The proposed segmentation 

is therefore evaluated on condition that only the training 

data set generated from the first window is available.  

Experimental conditions are as follows: the frame with 

640×480 pixels, the unit with 8×8 pixels, 5×5-sized map 

and learning termination condition is 20 epochs.  These 

are similarly employed in [4].  WN is set to 100.  The 

proposed segmentation is compared with the 

segmentation in [4].  They are implemented on 

computer (CPU: Athlon 2.0GHz, Memory: 1.0GB). 

The proposed segmentation and the segmentation in 

[4] are applied to sequences referred to as Video 1, Video 

2 and Video 3.  Figure 4 depicts some frame in each 

sequence and extraction results.  Recall that the method 

in [4] is solely based on Y-quantification, whereas the 

proposed scheme uses HSV-quantification in addition to 

Y-quantification.  The proposed method generates data 

based on Y-quantification for Video 1, and data based on 

HSV-quantification for Video 2 and Video 3.  Note that 

the extraction results obtained by the method in [4] 

correspond to the cases of data generation solely based 

on Y-quantification. 

In Figs.4 (a)-(c), units, each of which is judged as 

part of the target object (pedestrian), are marked by dots.  

For the results achieved by the proposed method, the 

pedestrian appropriately appears in the rectangular 

window.  On the other hand, the method in [4] judges a 

number of units to be actually included in the 

background as those of the pedestrian, as shown in Figs.4 

(b) and (c).  It is thus revealed that the quantification 

selection works well for generating data presented to 

maps. 

V. CONCLUSIONS 

This paper proposed video object segmentation, using 

a map constructed on condition that training data were 

generated in accordance either with Y-quantification or 

with HSV-quantification.  The quantification selection 

is made with the first frame in a given video 

segmentation.  Each component value is labeled either 

as TO or as BG, and q

BGN ’s are calculated, using labeled 

component values, as measures correlating with 

probability that units in the background are rightly 

classified.  The quantification selection depends on 
q

BGN ’s.  Experimental results established that the  

(a) Video 1

(c) Video 3
Method in [4] Proposed method

(b) Video 2
Method in [4] Proposed method

Method in [4] Proposed method
(a) Video 1

(c) Video 3
Method in [4] Proposed method

(b) Video 2
Method in [4] Proposed method

Method in [4] Proposed method

 
Fig. 4. Object segmentation results for each 

quantification 
 
selection is useful in generating data tolerant to the 

overextraction that occurs in the background. 

In future, the proposed method will be modified so 

that extraction accuracy can be improved. 
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Abstract: We analyze the dynamics of the non-linear oscillatory field composed of Radial Isochron Clocks
(RICs) or Stuart-Landau (SL) oscillators, which are the simplest dynamical systems that have one stable
limit cycle around one unstable equilibrium. According to our computer simulation, the non-linear oscillatory
field with two kinds of Mexican-hat-type connection had the function of several peak ditection of an external
input by the localized oscillatory excitation areas. Moreover, this non-linear oscillatory field could also realize
in-phase phase-locking within each localized oscillatory excitation area, but maximize the phase difference
between different localized oscillatory excitation areas. As Amari (1977) model of the nerve field provided
mathematical base for the self-organizing map (SOM) algorithm, the non-linear oscillatory field is expected
to provides theoritical base for the oscillatory SOM algorithm.

Keyword: non-linear oscillatory field, localized oscillatory excitation, RIC, SL oscillator, phase-
locking, Mexican-hat-type connection

1 Introduction

Many 1970’s experimental results suggested that
feature-extracting cells are self-organized in visual
cortex through postnatal sensory experience [1, 2].
Hirsch and Spinelli (1970), for example, observed
such self-organization in the visual cortical cells of
young kitten [1].

In response to this, a lot of neural network mod-
els were proposed at the time to describe this phe-
nomenon. Malsburg (1973) proposed the earliest
model which explained the mechanism of self-organization
of the visual cortex [3]. Amari and Takeuchi (1978)
formulated the Malsburg model in the mathmati-
cally simple form [4]. In this model, they adopted
Amari (1977) model of the nerve field, which had
been shown to allow stable localized excitation ar-
eas [5]. This stable excitation pattern in the nerve
field provides base for neighborhood learning used
in Malsburg model and Kohonen’s Self-Organizing
Map (SOM) algorithm [6]. SOM is one of the sim-
plest learning model of the cerebral cortex. Amari
expressed the property of peak detection of the func-
tion through the dynamics of the nerve field with the
Mexican-hat-type connection pattern, while Koho-
nen built that of peak detection to the algorithm
directly in the SOM.

Meanwhile, recent studies found that the sign
and magnitude of synaptic plasticity depend criti-
cally on the precise timing of pre- and postsynaptic
firing. This phenomenon is called spike timing de-
pendent plasticity (STDP) [7]. Moreover, there is

a hypothesis that the property binding should be
represented by phase-locking among neuronal oscil-
latory firing, called synchronous firing hypothesis.
Eckhorn et al. (1988) and Gray et al. (1989) dis-
covered synchronous periodic firing of neurons in
the visual cortex of the monkey and that of the cat
[8, 9].

Regarding periodic neuronal firing as oscillation,
and synchronous firing as in-phase phase-locked os-
cillation, we extend Amari model of the nerve field
to the oscillatory field. Kuramoto (1982) first pro-
posed the oscillatory field [10]. The difference of
our model from the preceding models such as Ku-
ramoto model is that oscillation occurs in local area
in the oscillatory field. We call this excitation pat-
tern localized oscillatory excitation [13]. In this
paper, we study the mechanism of formation of lo-
calized oscillatory excitation areas in the oscillatory
field. To this end, we consider a non-linear os-
cillatory field composed of Radial Isochron Clocks
(RIC) or Stuart-Landau (SL) oscillators, which are
the simplest dynamical systems that have one stable
limit cycle around one unstable equilibrium [11, 12].

Our computer simulation showed that the non-
linear oscillatory field with two kinds of Mexican-
hat-type connection had the function of several peak
ditection of an external input by the localized oscil-
latory excitation areas, and could also realize in-
phase phase-locking within each localized oscilla-
tory excitation area, but maximize the phase dif-
ference between different localized oscillatory exci-
tation areas.
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This non-linear oscillatory field is expected to
provide theoritical base for the oscillatory SOM al-
gorithm, as Amari (1977) model of the nerve field
provided mathematical base for the SOM algorithm
[14].

2 Model

2.1 RIC (SL Oscillator)

RICs (SL oscillators) are known to be one of the
simplest dynamical systems which have one stable
limit cycle around one unstable equilibrium [11, 12].
The dynamics of RICs are written in polar form as
below.

dr

dt
= r(1− r2) (1)

dθ

dt
= 1 (2)

As shown in Fig.1, any orbit beginning with r > 0
approaches the stable limit cycle (r = 1) as t in-
creases. According to the equation (2), the behavior
of the phase θ does not depend on the amplitude r.

2.2 Non-Linear Oscillatory Field

Let us consider a non-linear oscillatory field con-
sisting of RICs (SL oscillators) as shown in the fol-
lowing equations.

dr(x)
dt

= r(x)(I1(x)− r(x)2) + δ (3)

dθ(x)
dt

= 1 + I2(x) (4)

I1(x) =
∑

ξ

w1(ξ − x)r(ξ) (5)

I2(x) =
∑

ξ

w2(ξ − x)r(ξ) sin(θ(ξ)− θ(x)) (6)

w1(x) = (1− 2(
x

σ1
)2) exp{−(

x

σ1
)2} (7)

w2(x) = exp{−(
x

σ2
)2} − C (8)

Fig.2 illustrates our model of the non-linear oscil-
latory field. One osillator is connected with all the
other oscillators through two kinds of Mexican-hat-
type connection, w1 and w2. To facilitate visualiza-
tion, we assume in this section that the oscillators

θ
r

1-1

-1

1

Fig. 1: The structure of a RIC (SL oscillator).

Fig. 2: Our model of the non-linear oscillatory field.

are arranged in one dimension. Moreover, only the
connections from the oscillator in the center to the
others is discribed in Fig.2, but actually, the other
oscillators also have similar connection.

The oscillator located at place x has information
of the amplitude r(x) and the phase θ(x). the pos-
itive value of the amplitude r(x) > 0 represents
neuronal firing, and r(x) = 0 represents that the
neuron is not firing. The small positive constant δ
deviate the amplitude r(x) from an unstable equi-
librium (r(x) = 0).

The input I1(x) effects on the amplitude r(x)
of the oscillator. One localized oscillatory excita-
tion area exists over a range of the positive value of
I1(x) > 0. On the other hand, the input I2(x) ef-
fects the phase θ(x). The positive value of I2(x) > 0
increases the phase velocity.

As shown in Fig.3, two kinds of Mexican-hat-type
connection w1(ξ − x) and w2(ξ − x) depend on the
distance from one oscillator at place x to another
oscillator at place ξ. Although both w1 and w2

are Mexican-hat-type connection, these two types
of effect on the distant unit are different. While
w1 has no effect on the distant unit as w1(∞) = 0,
w2 has the negative effect on the distant unit as
w2(∞) = −C, in order to maximize the phase differ-
ence between the distant units. For in-phase phase-
locking within one localized oscillatory excitation
area, the range of positive effect of w2(ξ − x) > 0
must be wider than that of the localized oscillatory
excitation area, I1(x) > 0, namely, σ1 < σ2.

This non-linear oscillatory field allows one or sev-
eral localized oscillatory excitation areas, as described
in the next chapter.
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Fig. 3: Two kinds of Mexican-hat-type connection.

3 Computer Simulation

3.1 Settings

In this chapter, we assume two-dimensional field
x = (x, y), x′ = (ξ, η). Hense, the mathematical ex-
pression x′−x represents ‖x′−x‖. The non-linear
oscillatory field consists of 40 × 50 oscillators, and
the distance between one oscillator and the neigh-
boring oscillator is defined as 0.05.

The winner of the ordinary dot-product SOM has
the weight vectors which maximize the dot-product
between the input [6]. In other words, the ordinary
SOM algorithm has the ability of the peak detec-
tion. Amari (1977) model justifies the ability of the
SOM algorithm by the dynamics of the nerve field
[5].

Recently, oscillatory SOMs, the extended version
of the SOMs by the oscillators, have been proposed
[14]. The oscillatory SOMs allow the several win-
ners in the output layer. In other words, the oscil-
latory SOMs detect the several maximal points of
the function, or the dot-product between the input
vectors and the weight vectors. The ability of the
oscillatory SOMs to detect the several peaks of func-
tion is also required to be justified by the dynamics
of the oscillatory field.

Therefore, we carried out the computer simula-
tion of peak detection of function, using our model
of the non-linear oscillatory field.

As shown in Fig.4, the constant extranal input
Iex(x) which had three maximal points was added
to I1(x) in the following equation (9). The external
input was given by the equation (10), and the three
maximal points were located at place x1 = (7, 20),
x2 = (20, 40), x3 = (30, 10).

I1(x) =
∑

x′
w1(x′ − x)r(x′) + Iex(x) (9)

 0

 10

 20

 30

 40  0
 10

 20
 30

 40
 50

 0

 0.5

 1

Iex(x)

x
y

Fig. 4: The external input Iex(x) on the computer
simulation.

Table 1: Parameters on the computer simulation

δ σ1 σ2 C σ
0.001 0.25 0.5 0.5 0.5

Iex(x) = exp(−‖x− x1‖2
σ2

)

+ exp(−‖x− x2‖2
σ2

)

+ exp(−‖x− x3‖2
σ2

) (10)

The simulation was carried out by using the Runge-
Kutta method of which the size of time step was
0.005. Each oscillator was set the initial value of
the amplitude to 0, and set that of the phase to the
uniform pseudorandom number from 0 to 1. Each
parameter was given as Table 1.

3.2 Results

Fig.5 illustrates the non-linear oscillatory field
when the external input which has the three local
maximal points is given. The circle represents the
activated oscillator r(x) > 0. The direction of the
radus represents the phase θ(x) of the oscillator,
or the timig of neuronal firing. Three framed rect-
angles denote the maximal points of the external
input.

As shown in Fig.5, the non-linear oscillatory field
kept stably three localized oscillatory excitation ar-
eas around the same number of maximal points of
the external input.Therefore, the non-linear oscil-
latory field had the ability of detection of several
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Fig. 5: The non-linear oscillatory field given the ex-
ternal input which had three maximal points. Three
localized oscillatory excitation areas were kept sta-
bly around the same number of maximal points.

peaks from the external input by the localized os-
cillatory areas.

In this case, the oscillatory field entrained in-
phase within each localized oscillatory excitation
area, and entrained the phase difference 2π/3 be-
tween the different localized oscillatory excitation
areas.

4 Conclusion

We analyzed the dynamics of the non-linear os-
cillatory field consisting of RICs, or SL oscillators.

Our computer simulation showed that the non-
linear oscillatory field with two kinds of Mexican-
hat-type connection could keep three localized os-
cillatory excitation areas stably around the same
number of maximal points of the external input.
Thus, our model has the ability of peak detection
of the function, which Amari model also has. More-
over, the non-linear oscillatori field could also re-
alize in-phase phase-locking within each localized
oscillatory excitation area, but maximize the phase
difference between different localized oscillatory ex-
citation areas.

This non-linear oscillatory field provides theo-
ritical base for the oscillatory SOM algorithm, as
Amari (1977) model of the nerve field provided math-
ematical base for the SOM algorithm [14].
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Abstract: To identify network structures is a key for elucidating functions of various kinds of networks such as cortical 
local circuits. Granger causality (GC) test has been used for estimating directed network structure from time-course of 
neuronal activities. Although GC statistic for a pair of nodes can be substantially influenced by other nodes, ignoring 
such influence can degrade detection performance of multiple GC tests. To improve the multiple GC tests, and hence 
the estimation of large network structures, therefore, we propose an extension of GC by introducing optimal discovery 
procedure (ODP) that shows the best detection power in general multiple testing problems. Applying our proposed 
method to a benchmark dataset, we show the performance of estimating the network structure is improved over those 
by the exiting methods. 
 
Keywords: Granger causality, network structure, time-series analysis, optimal discovery procedure 

 
 

I. INTRODUCTION 

To identify network structures is a key for 
elucidating functions of various kinds of networks; for 
example, a cortical local circuit would have its own 
function in the brain information processing, which is 
basically defined by the connectivity between 
constituent neurons. Since it is often difficult to directly 
observe anatomical structures especially in vivo, there 
have been numerous attempts to estimate network 
structures based on electrophysiological activities of 
neurons. For examples, multiple-electrode arrays [1] 
have been widely used, and recently, functional multi-
neuron calcium imaging (fMCI) [2] comes to be 
available for observing neural activities with both 
temporally and spatially high resolutions. 

Causal structure of a directed network can be 
uniquely represented by the set of directed causal links 
between pairs of network nodes; then testing whether a 
directed link exists or not between a single pair of nodes 
is the basis for estimating the whole network’s causal 
structure. Granger causality (GC) [3] has become 
popularly used for estimating existence of each link; a 
directed causal influence from a node A to a node B is 
detected if time-series prediction accuracy for node B 
by means of an autoregressive (AR) model is 
significantly improved by incorporating time-series 
observation for node A into its explanatory variable. 
Although GC provides a useful tool for estimating 
network structure, there still remains the problem of 
‘multiplicity’. As the number of elements (e.g., neurons) 

becomes large, the number of possible links grows huge, 
which makes the estimation of false positives and false 
negatives in the results obtained by GC tests quite 
difficult. A solid treatment of such multiplicity was 
previously proposed by Storey [4,5]; his optimal 
discovery procedure (ODP) is known to be the most 
powerful test in multiple simultaneous statistical 
hypothesis testing (MSHT), like the detection problem 
of causality links from huge number of possible links in 
neuronal networks. 

In this study, we propose a new method to determine 
directed network structure based on application of ODP 
to GC tests. We demonstrate the performance of causal 
link detection of the proposed method is better than 
those by the existing method when applied to a 
benchmark datasets. 

 

II. METHODS 

1. Granger Causality 
A GC test tries to identify causal relationship 

between two nodes by assuming an autoregressive (AR) 
model between them. Consider a test of a causal link 
from an input node Ii  to an output node Oi  based on 
their observations ( )Iix and ( )Oix , where 

* * *
1( ,..., )Tx x=x  denotes a time-course observed at a 

node *. The null hypothesis assumes the output node 
admits an individual AR process: then, if the null 
hypothesis holds, ( )Oi

tx  is predicted by 
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( ) ( ) ( : ) ( )

1

ˆ ( )
p

Oi Oi Oi null Oi
t j t j

j
x w x −

=

=∑x
 

,                

where p is the order of the AR process. On the other 
hand, the alternative hypothesis assumes causal 
influence from Ii  to Oi . In this case, ( )Oi

tx  is 
predicted by a vector autoregressive (VAR) model 
which employs not only the past observations of Oi  
but also those of Ii  as its explanatory variable: 

( ) ( ) ( ) ( : ) ( ) ( : ) ( )

1

ˆ ( , ) ( )
p

Oi Oi Ii Oi alta Oi Ii alta Ii
t j t j j t j

j
x w x w x− −

=

= +∑x x ,     (1) 

where ( : )Oi null
jw , ( : )Oi alta

jw  , and ( : )Ii alta
jw  are 

regression parameters. By simply assuming the 
prediction errors obey Gaussian distribution, the null 
and alternative likelihoods are given by 

( ) ( ) ( ) ( ) ( ) 2
:

1

( , ) ( ; ( ), , )
T

Oi Ii Oi Oi Oi
i t t i null

t p

f N x x µ σ
= +

= ∏x x x
 

, 

( ) ( ) ( ) ( ) ( ) ( ) 2
:

1

( , ) ( ; ( , ), , )
T

Oi Ii Oi Oi Oi Ii
i t t i alta

t p

g N x x µ σ
= +

= ∏x x x x
 

, 

where 2( ; , )N x µ σ  denotes Gaussian probability 
density function of mean µ  and variance 2σ . The 
regression parameters in these likelihood functions, 
 ( ) ( )( , )Oi Ii

if x x and  ( ) ( )( , )Oi Ii
ig x x , can be determined 

by maximum likelihood (ML) estimation, based on the 
observations. The variances in the null and alternative 
likelihood functions can also be determined by ML 
estimations, as: 


 ( )( ) ( ) 2

2 1
:

( ( ))
OiT Oi Oi

tt p t
i null

x x
T p

σ = +Σ −
=

−

x
,   


 ( )( ) ( ) ( ) 2

2 1
:

( ( , ))
OiT Oi Oi Ii

tt p t
i alta

x x
T p

σ = +Σ −
=

−

x x
.    

After obtaining the null and alternative likelihood 
functions, we have the log-likelihood ratio as 





2
:
2
:

log
2

i null
i

i alta

T pLLR σ

σ

 −  =
 
 

.   

Since we have assumed the two likelihood functions 
both obey Gaussian, we can apply the standard F-test to 
the likelihood ratio; thus, the GC test can be used for 
identifying the causal relationship. 

 

2. Optimal Discovery Procedure 
The ODP defines the most powerful test in MSHT 

situations [4]. According to the theory of ODP, expected 
number of true positives (ETP) and expected number of 
false positives (EFP) in MSHT are considered, and a 
statistical test is said most powerful if any other test 
with smaller EFP cannot have larger ETP. Storey 
showed that such an ideal statistic, ODP, exists that 

setting any threshold on the ODP statistic becomes the 
most powerful test. More concretely, in MSHT, we 
consider m hypothesis tests at the same time, in each of 
which it is tested whether the null or alternative 
hypothesis is plausible after given observations of a 
single variable: , 1,...,iX i m= , based on the null and 
likelihood functions: ( ) i if X and ( ) i ig X . In this 
situation, the true ODP statistic (TODP) is defined by 

1TODP

1

(1 ) ( )
( )

( )

m
j j j i

i m
j j j i

w g X
S X

w f X
=

=

Σ −
=

Σ
  

, 

where 1iw =  (or 0iw = ) holds if the null (or 
alternative) hypothesis is true for the i-th test. 
Since ( )i if X , ( )i ig X and iw  are unknown in actual 
situations, however, the ODP statistic should be 
estimated based on observed data. Then, instead, we use 
estimated ODP (EODP):

  

 
1EODP

1

(1 ) ( )
( )

( )

m
jj ij

i m
jj ij

w g X
S X

w f X
=

=

Σ −
=

Σ  
, 

where iw  is estimated by a conventional statistical test, 

and  ( )jif X  and  ( )jig X  are null and alternative 
likelihoods, respectively, estimated based on available 
observations. Let   ( )ij jiF f X≡ and   ( )ij jiG g X≡ ; we 
call these terms self-likelihood terms if i j=  and 
mutual-likelihood terms otherwise. The ODP statistic 
involves mutual-likelihood terms, and then, the 
detection power is improved over ordinary likelihood 
ratio tests which employ only the self-likelihood terms.

  

3. ODP for GC 
Here, we apply the idea of ODP to multiple GC tests. 

When a directed network consists of N nodes, the 
number of its possible connections is as many as  

( 1)M N N= − . Although the conventional application of 
GC tests to network structure estimation has been 
ignored this multiplicity, introduction of the idea of 
ODP would improve the detection power, because of 
possible correlations between constituent nodes in the 
network. In multiple GC test situations, the i-th test 
would be performed based on a set of observations of 
the corresponding pair of nodes. Then, the mutual-
likelihood functions of null and alternative hypotheses 
in ODP employ observations of the two nodes as: 
 ( ) ( )( , )Oi Ii

ji jF f= x x
 

, 

 ( ) ( )( , )Oi Ii
ji jG g= x x  . 

To obtain the estimate EODP statistic, the weight 
parameters iw  in equation (1) is necessary; in this case, 
we set  1iw =  (or  0iw = ) if the null (or alternative) 
hypothesis is accepted in the individual i-th GC test. It 
should be noted that this individual test is just for 
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defining EODP statistic, and actual MSHT is performed 
based on the EODP statistic, not by the individual GC 
test. Consequently, we obtain ODPGC (EODPGC) 
statistic as: 

 
 

( ) ( ) (1 )
( , )

jj jiOi Ii
i

jj ji

w G
EODPGC

w F

Σ −
=

Σ
x x  . 

III. SIMULATION 

1. Setting 
Computer simulation was performed to examine the 

proposal method. By assuming that true network 
structure consists of 5 nodes and 5 directed causal links 
(Fig. 1), simulated time-series were obtained by means 
of a VAR model of the true order being p = 3; this 
benchmark setting was also used in a previous study [6]. 

 
Fig.1. A five node network 

 
In addition, we prepared larger but redundant networks 
which were constructed by copying the 5-node graph 
(Fig. 1) 1, 2,...,14m = times; then we have in total 14 
networks with 5,10,...,70M =  nodes. For example, 
the network with 15 nodes has three identical sub-
networks of five nodes and no causal link between the 
sub-networks. For each of the 14 networks, time-series 
of length T = 50 was for every node generated. This 
length T = 50 was set to examine the applicability of 
statistical tests to short time-series. 

Detection accuracy of causal links was examined for 
the proposed method (EODPGC), ODP with true 
weights (TODPGC), and simple individual GC tests. 
The general performance of statistics was examined in 
terms of ROC curves. Since an ROC curve represents 
the behavior of the statistic within a two-dimensional 
plane of the false positive rate (horizontal axis) and the 
true positive rate (vertical axis), for each threshold 
setting. Because detection accuracy of the statistic 
depends on this threshold setting, we also examined 
area under the ROC curve (AUC) as a general criterion; 
a larger AUC means higher detection accuracy 
regardless of the threshold setting. 

  

2. Result 
Figure 2 shows ROC curves for the three methods in 

the case of p = 3 and M = 50. 

 
Fig.2. ROC curves of EODPGC (black), TODPGC 

(light gray) and GC test (gray): ( , , ) (3,50,50)p T M =  
 

In this case, ODPGC with the true weight values 
( w ) (TODPGC) achieved almost 100% accuracy with 
appropriate thresholds, though the true weight 
parameter is not available in actual applications. 
EODPGC, which employs the estimated weight values 
performed better than the GC tests; this is also 
confirmed by AUC scores (EODPGC: ODPGC with the 
estimated weight values ( w ), GC: Granger causality). 

Next, the performances were compared by varying 
the order of AR model p. The number of nodes M was 
set at 50. Both GC and EODPGC performed the best 
when p = 3. This result is reasonable because we used a 
VAR-model of the order of 3 to generate the simulation 
time-series data. 

Next, we examined how the AUC behaves as the 
network size increased: 5,10,...,70M = (Fig. 3). The 
order of AR model p was fixed at 3. 

 
Fig.3.AUC for a various numbers of network nodes, 

where ( , ) (3,50)p T =  
 

In this figure, the mean AUC value and half of standard 
deviation over 20 trials are shown for 5,..., 40M = , 
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and a single AUC value for 45,...,70M = . As the 
multiplicity became large due to the increase in the 
number of network nodes, such as 40M > , the 
performance of EODPGC was likely better than that of 
GC. Although individual GC tests do not consider the 
correlation between the tests, the correlation does exist 
effectively, because the connectivity between a pair of 
nodes is not independent of that of another pair, due to 
the eventual effective correlation between the nodes in 
the network. The statistics based on ODP show good 
performance especially when such effective correlation 
exists between the multiple tests to be performed at the 
same time. 
 

IV. CONCLUSION 
We proposed a powerful method to identify a large 

causal network structure. This method is an application 
of the ODP theory to multiple GC tests. Comparing our 
method with the standard GC tests, we showed a good 
performance for identifying the network structure 
especially when the network size is large. There would 
be some remaining issues; comparison with recent 
methods, for example, conditional granger causality 
(CGC) [7] and partial granger causality (PGC) [6] 
should be done in the near future. Application to 
electrophysiological data from real neuronal networks is 
also an important future work. 
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Abstract: Repeated exposure to a specific stimulus can enhance animal’s sensitivity to it so that the perceptual 

capability is improved. This experience-induced perceptual improvement is referred to as perceptual learning. However, 

the neural system has some robustness and is not necessarily modified by its any input. In the case of visual perceptual 

learning (VPL), perceptual performance for a task-relevant stimulus can be selectively improved without any 
sensitivity change to task-irrelevant stimuli which are presented even simultaneously with the task-relevant one. In this 

study, we propose a feed-forward spiking neural network model consisting of a primary visual cortex (V1) layer and a 

higher visual area (V4) layer; their inter-layer feed-forward connections are modified by synaptic learning in a 

particular interest in how VPL can be affected by neural activities in the higher area due to attentional signals. Through 

simulations, we show attentional inputs are needed to facilitate inter-layer synaptic learning which yields improved 

sensitivity to the task-relevant stimulus, and thus to increase the task performance. 

 

Keywords: Perceptual learning, Visual attention, Spiking neural network, Spike-timing dependent plasticity 

 

I. INTRODUCTION 

Animal’s brain continues to modify the structures of 

its neural networks to adapt to environmental changes 

even after its maturation. Repeated exposure to a 

specific stimulus can enhance animal’s sensitivity to it 

so that the perceptual capability is consequently 

improved. This experience-induced perceptual 

improvement is referred to as perceptual learning. 

However, the neural system has some robustness and is 

not necessarily modified by its any input. In the case of 

visual perceptual learning (VPL), perceptual 

performance for a task-relevant stimulus can be 

selectively improved without any sensitivity change to 

task-irrelevant stimuli which are presented even 

simultaneously with the task-relevant one. These 

observations raise the following questions: what is the 

computational basis of VPL and how does the brain 

accomplish VPL in such a noisy environment with 

appropriately detecting relevant information? 

There is a hypothesis that VPL is due to changes in 

synaptic connections between neurons of the primary 

visual cortex which acts as feature extractors of visual 

elements and those of the higher visual cortical areas 

which are involved in decision making functions [1]. A 

preceding study reported that the bell-shaped tuning 

curve for the task-relevant stimulus gets sharpened in 

V4 neurons which receive inputs from V1 neuronal 

population, but not in V1 neurons [2], supporting this 

hypothesis. In terms of Fisher information, sharpening 

of a tuning curve leads to increase in information, 

suggesting the improvement of representation of 

sensory information encoded by neuronal population [3]. 

In addition, it has been suggested that active and 

persistent attention to a feature to be learned is also 

needed for VPL [4]; one of the previous studies reported 

that when two different stimuli were presented 

simultaneously but the subject was required to pay 

attention to one of them, no VPL occurred for the 

stimulus to which the subject did not pay attention [5]. 

Another existing study reported that responses of V4 

neurons to a particular stimulus with paying attention 

were significantly higher than those without paying 

attention [6], which also suggested the existence of 

attentional control on VPL. 

Nevertheless, there is still a missing link; no 

previous study has clarified the direct relationship 

between sharpening of tuning curves of V4 neurons and 

connection changes between V1 and V2 which is 

affected by the attentional control during VPL. For 

unified explanation of attentional effects on V4 neurons 

and sharpening of their tuning curves induced by VPL, 

we propose in this study a feed-forward spiking neural 

network model which includes a V1 layer and a V4 

layer; neurons in the V4 layer receive inputs from 

neurons in the V1 layer and also top-down attentional 

excitatory signals. Performing a learning simulation of 

this network, we show that the task performance is 
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improved due to changes in neuronal connections, and 

is more facilitated by V4’s activities enhanced by the 

attentional signals. 

 

II. MODEL 

In this study, we used a grating task [7] for 

simulating a VPL situation. In a single trial of the real 

grating task, two grating images are sequentially 

presented to a subject; the second grating image is 

rotated from the first one. Then a subject is required to 

answer whether the tilt orientation of the second image 

has changed from that of the first one in a clockwise 

manner or in a counterclockwise manner. A previous 

experimental study observed that repeated exposure to 

such grating stimuli induces changes in tuning curves of 

V4 neurons [2]. According to the hypothesis that VPL is 

due to connectional changes between neurons of the 

primary visual cortex and those of the higher visual 

cortical areas [1], it is thought that changes in V4 

responses are mainly due to connectional changes 

between V4 and V1 neurons; the former corresponds to 

the higher visual cortical area and is projected by the 

foveal region of V1 directly [8], and the latter codes tilt 

orientation of presented grating stimuli by means of its 

orientation selectivity. Based on these assumptions, in 

this study, we propose a hierarchical and feed-forward 

neural network model which consists of two neuronal 

layers of V1 and V4 where connections between the 

layers can be modified by a spike-timing dependent 

plasticity (STDP) rule (Fig. 1). In the actual 

experimental setting, a subject would be exposed not 

only to the target stimuli but also to many distracters; 

however, in this study we assume that the model 

neurons respond only to grating image stimuli for 

simplicity. We present the details of the model in the 

following sections. 

1. V1 layer 

The V1 layer consists of 80 model neurons each of 

which was implemented as a Poisson spike generator 

with frequency )( inputr ; the frequency was given by a 

Gaussian-like neuronal response function with a 

preferred orientation 
PD , to the tilt orientation of an 

input grating stimulus 
input : 

 

  ),,0(~),7,...,0(8

,

,)
2

exp()(

2

PDPDPD

PDPDPD

2

r

PDinput

input










Nnn

Rar










(1) 

where a , 
r and R are constants; we set 02.0a ,

5.0r   and 002.0R  in the simulation. Each V1 

neuron has own orientation selectivity to gratings (
r ) 

and the preferred tilt orientation (
PD ). The V1 layer 

consists of 8 groups of 10 neurons which have different 

orientation preference (Fig. 1); the preferred 

orientations of the 10 neurons in each group do not vary 

so much around its average 
PD , but they have 

different means between the 8 groups. 

2. V4 layer 

The V4 layer consists of 100 neurons each of which 

was implemented as a leaky-integrate and fire neuron 

model: 

,if 

,)(

thresholdrest

attentionrestv

VvVv

IIVv
dt

dv

ii

i
i



        (2) 

where 
v  is a membrane time constant. iv , 

restV , 

and 
thresholdV  are membrane potential, resting potential, 

and firing threshold, respectively. In this study, we set 

1v  , 64rest V  and 30threshold V . 
iI and

attentionI represent input current and attentional input 

current, respectively. A V4 neuron i  receives synaptic 

currents
iI  from V1 and V4 neurons: 

,)(
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u
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
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
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where )(v1 tu j
and )(v4 tu j

 represent indicator functions 

of spike occurrences at V1 neuron j and V4 neuron i , 

respectively. When a spike occurs in V1 (V4) neuron

( )j i at t , 1)(v1(v4)

)( tu ij
and otherwise 0)(v1(v4)

)( tu ij
. 

ijw

is synaptic strength of feed-forward connection from V1 

neuron j to V4 neuron i , and 
ikm  is synaptic strength 

of recurrent connection from V4 neuron k to V4 

neuron i . In this study, we set 



mik  0.1 i  k  or



0.04 i  k . )(tf  is a spike response function with 

the time constant of 
u ( 1.5)  . 

 

Fig.1. The architecture of network model 

m

w
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iv
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3. Spike-timing dependent plasticity 

During VPL, synaptic strength



wij  between a V1 

neuron j and a V4 neuron i was updated by an additive 

STDP rule [9] as follows: 

  



wij wij  w,

w 

 exp 
t

 









  if t  0,

 exp 
t











 if t  0,













t  ti  t j ,       (4) 

where 



t i  and 



t j  are spike timing of neuron i (post) 

and j (pre), respectively. 0)(    and   



 () 

define the maximum amount of synaptic change and the 

time constant of long-term potentiation (depression).  

We used 0103.0 , 0051.0 , 3.13   and 

5.34   in this study. On the other hand, we assumed 

that the connections within the V4 layer did not change, 

so they were fixed during VPL. 

 

III. SIMULATION EXPERIMENTS 

1. Simulation procedures 

To examine the effects of top-down attentional 

inputs on VPL, we conducted a network simulation 

assuming the grating task. First, we initialized the 

synaptic connections between V1 and V4 neurons



wijby 

presenting 20,000 uniformly random stimuli 
input to the 

model network.  This initial phase encouraged each V4 

neuron to form a sparse receptive field for input stimuli, 

which is similar to the result by the sparse coding 

scheme [10]. An example of the resultant tuning curves 
which correspond to responses of V4 neurons to 

orientation of input grating stimuli are presented in 

Fig.2. 

We then trained our model network by simulating 

the grating task. In a single simulation trial of the 

grating task, two grating stimuli were successively 

presented to the model network for 300 ms each. Tilt of 

the first grating was fixed to the base orientation 

oinput   , and that of the second one was 

doinput    in each trial. In this simulation, we set 

 24o  and 
d  was randomly drawn from a 

uniform distribution of U(-10, 10). 

2. Evaluation of attentional effects 

To evaluate how the VPL proceeds in the model 

network, we calculated normalized tuning curves of V4 

neurons, each of which was the connection-weighted 

summation of tuning curves of V1 neurons and 

normalized to make its maximum response a fixed value. 

We then estimated “sharpness” of each V4 neuron to 

measure the degree of sensitivity to input stimuli by 

fitting its normalized tuning curve to a Gaussian 

function and then obtaining its variance. Finally, we 

tested how the sharpness of the neuronal population 

changed between before and after the VPL phase based 

on one-sided t-test [2]. Since we are also interested in 

the dependence of VPL on the top-down attentional 

signals, we conducted the simulation above by changing 

the level of attentional inputs. 

IV. RESULTS 

After simulating the model network in the grating 

task by setting various levels of attentional siginals, 

}30,...,0{attention I , we obtained tuning curves after 

learning (Fig. 3). This figure shows that the turning 

curves of some V4 neurons got sharpened significantly 

after VPL with a relatively large level of attentional 

signals ( 22attention I ), which is consistent with the 

existing experimental result in which tuning curves of 

V4 neurons became sharpened after VPL [2]. Fig. 4 

shows histograms of sharpness of tuning curves of V4 

neurons, before learning (upper panel) and after 

learning with no attentional inputs (middle panel) and 

relatively large attentional inputs (lower panel). The 

sharpening of tuning curves after VPL occurred in the 

population-wide manner in the V4 layer regardless of 

 
Fig.2. Orientation selectivity of V4 neurons before 

VPL. Each tuning curve was calculated based on 

tuning curves of V1 cells weighted by the connection 

values from the V1 cells to the corresponding V4 cell. 

The horizontal axis represents tilt of input grating 

stimuli and the vertical axis represents the normalized 

response. It is assumed that the V4 network can decode 

the orientation of input grating by integrating the 

patterns of V4 responses. 
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the level of attentional inputs, whereas the stronger 

attentional signals likely induced sharper tuning curves 

( 065.0,0attention  pI and 0011.0,22attention  pI ). 

In addition, the minimum value of the sharpness with 

22attention I  ( 8.18 ) was smaller than that with 

0attention I  ( 1.23 ). On the other hand, too large 

attentional inputs induced broader tuning curves; indeed, 

mean sharpness after VPL with 30attention I  was 

 00.09.39  (the initial mean sharpness was 

 7.80.30 ). These results imply that appropriate 

level of attentional control to V4 neurons would work 

for promoting perceptional sensitivity. 

V. DISCUSSION AND CONCLUSION 

In this study, we simulated network learning in 

which synaptic connections between V1 and V4 neurons 

were modified by STDP during the grating task, and 

showed that our network model well reproduced 

sharpening of tuning curves of the V4 neurons. We also 

found that moderate attentional inputs yield sharpen 

tuning curves of the V4 neurons. These results impy that 

appropriate level of attention contributes to facilitating 

VPL while VPL occurs even without paying attention. 

In our network model, reductions in connectional 

strength between V1 and V4 neurons were often 

observed in V4 neurons which acquired sharpened 

tuning curves (result not shown). These synaptic 

reductions can depress responses of V4 neurons to input 

stimuli, while a previous study reported increase in 

spike frequency after VPL [2]. This inconsistency may 

be resolved by introducing backward attentional control 

from V4 to V1, as suggested in a previous study [11]. 

Backward attentional pathway would increase spike 

frequency of V1 neurons such to facilitate activities of 

the projected V4 neurons. In future work, therefore, we 

will examine attentional effects in VPL by cortical 

model networks including mutually-connected V1 and 

V4 layers. 
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Fig.3. Tuning curves of V4 neurons before (dashed 

line) and after (solid line) 5,000 gating task trials with 

attentional input of 22attention I . Each tuning curve 

was rescaled and shifted to adjust the peak to the 

center of the horizontal axis. 

 

Fig.4.  Histogram of sharpness of tuning curves of 

V4 neurons. Upper: before learning. Middle: after 

learning with no attentional inputs (Iattention = 0). 

Lower: after learning with a relatively strong 

attentional inputs (Iattention = 22). 
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I. INTRODUCTION    All combinations of r input variables are generated 
in each layer. The number of combinations is 

!)!(
!

rrp
p


. Here, p is the number of input variables and 

the number of r is usually set to two.  

 
   The conventional GMDH-type neural networks 
[1]-[3] are automatically organized using the heuristic 
self-organization method [4],[5] and the structural 
parameters such as the number of layers, the number of 
neurons in each layer, useful input variables and 
optimum neuron architectures are automatically 
determined so as to minimize the prediction error 
criterion Akaike’s Information Criterion (AIC) [6] or 
Prediction Sum of Squares (PSS) [7]. In this paper, a 
revised GMDH-type neural network algorithm is 
developed. In this algorithm, the polynomial type and 
the radial basis function (RBF) type neurons are used 
for organizing the neural network architecture. A lot of 
complex nonlinear combinations of the input variables 
fitting the complexity of the nonlinear system are 
generated using the polynomial type neurons and only 
useful combinations of the input variables are selected 
for organizing the neural network architecture. In the 
output layer, the RBF type neuron is used for organizing 
the neural network and the output value of the neural 
network becomes between zero and one. The revised 
GMDH-type neural network is applied to the medical 
image diagnosis of lung cancer and it is shown that the 
revised GMDH-type neural network is accurate and 
useful method for the medical image diagnosis of lung 
cancer. 
 

II. HEURISTIC SELF-ORGANIZATION 
 

The GMDH-type neural network algorithm can 
automatically develop the optimum neural network 
architectures by the heuristic self-organization. The 
heuristic self-organization in the GMDH-type neural 
network is implemented through the following five 
procedures: 
1) Separating the original data into training and test 
sets. 
   The original data are separated into training and test 
sets. The training data are used for the estimation of the 
weights of the neural network. The test data are used for 
organizing neural network architectures.  
2) Generating the combinations of the input 
variables in each layer. 

3) Selecting the optimum neuron architectures 
   For each combination, the optimum neuron 
architectures which describe the partial characteristics 
of the nonlinear system can be calculated by applying 
the regression analysis [8] to the training data. The 
output variables yk of the optimum neurons are called 
intermediate variables. In the GMDH-type neural 
network, the optimum neurons are selected from 
different neuron architectures. 
4) Selecting the intermediate variables. 
    The L intermediate variables which give the L 
smallest test errors calculated using the test data are 
selected from the generated intermediate variables yk. 
Selected L intermediate variables are set to the input 
variables of the next layer and calculations from 
procedure 2 to 4 are iterated. 
5) Stopping the multilayered iterative computation. 
    When the errors for the test data in each layer stop 
decreasing, the iterative computation is terminated. The 
complete neural network which describes the 
characteristics of the nonlinear system can be 
constructed using the optimum neurons which are 
generated in each layer. 
 

III. REVISED GMDH-TYPE NEURAL 
NETWORK USING VARIOUS KINDS OF 

NEURONS 
 
   The revised GMDH-type neural network architecture 
is shown in Fig.1. Here, nonlinear function gi is described 
by the following Kolmogorov-Gabor polynomial:   
  gi  (x1,x2,,xp)= a0+aixi+aijxixj+        (1) 
                   i     i  j 

This nonlinear function is automatically organized by 
using the polynomial neurons. The architecture of the 
revised GMDH-type neural network is automatically 
organized using the heuristic self-organization and is 
produced as follows: 
   In the revised GMDH-type neural network, the 
original data are not separated into training and test sets 
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because PSS can be used as the test errors. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
1. The first layer  
  uj=xj    (j=1,2,,p)                       (2) 
where xj (j=1,2,,p) are the input variables of the 
system, and p is the number of input variables. In the 
first layer, input variables are set to the output variables. 
2. The second layer  
  Many combinations of two variables (ui,uj) are 
generated. For each combination, the neuron 
architecture is described by the following equations: 
 : (Nonlinear function) 

zk=w1ui+w2uj+w3uiuj+w4ui
2+w5uj

2+w6ui
3+w7ui

2uj 
+w8uiuj

2+w9uj
3 –w01                               (3) 

 f : (Linear function)  
  yk= zk                                     (4)  

where 1 =1 and wi ( i=0,1,2,,9) are weights between 
the first and second layer. The weights wi (i=0,1,2,,9) 
are estimated by using the multiple regression analysis. 
This procedure is as follows: 
   First, the values of zk are calculated using the 
following equation: 
  zk=(-loge ’)1/2                            (5) 
where ’ is the normalized output variable. Then the 
weights wi (i=0,1,2,,9) are estimated by using the 
stepwise regression analysis which selects useful input 
variables using the PSS. Therefore, only useful 
variables in (3) are selected and neuron architecture can 
be organized by these selected useful variables.  
   From these generated neurons, L neurons which 
minimize PSS values are selected. The output values 
(yk) of L selected neurons are set to the input values of 
the neurons in the third layer. 
3. The third and succeeding layers 
   In the third and succeeding layers, the same 
computation of the second layer is continued until PSS 
values of L neurons are not decreased. When the 
iterative computation is terminated, the following 
calculation of the output layer is carried out.  
4. The output layer 

   In the output layer, the output values of the neural 
network are calculated from zk as follows: 

．
．
．

X1

X2

X3
Σ f φ

．
．
．

．
．
．

．
．
．

．
．
．

Xp

  yk= exp ( - zk
2)                             (6) 

So, in the output layer, the neuron architecture becomes 
as follows: 
 : (Nonlinear function) 
   zk =  wi gi (x1,x2,,xp)                                (7) 
 f : (Nonlinear function) 
   =exp ( - zk

2)                             (8) 
At last, the complete neural network architecture is 
produced by selected neurons in each layer. 
   Figure 2 shows the flowchart of the revised GMDH- 
type neural network. 

              gi (x1,x2,,xp) 
 
            : (Nonlinear function) 
             zk =  wi gi (x1,x2,,xp) 
           f : (Nonlinear function) 
              =exp ( - zk

2) 
Fig.1 Architecture of revised GMDH-type neural network 

  

Set the layer number (h) to 1 

Generate the combinations of 
the input variables 

Select the optimum neuron architecture 
for the each combination 

Calculate PSS values 

Set h to h+1
Select L intermediate 
variables 

Set L intermediate variables to 
input variables of next layer

Construct the 
complete 
neural network 

End 

Start 

No 

Yes
Are PSS values decreased?

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2  Flowchart of the revised GMDH-type neural 

  network 
 

IV. APPLICATION TO THE MEDICAL 
IMAGE DIAGNOSIS OF LUNG CANCER 
 
   In this study, the regions of lung cancer were 
recognized and extracted automatically by using the 
revised GMDH-type neural network. Multi-detector 
row CT (MDCT) images of the lungs are used in this 
study. In the recognition procedure, the revised 
GMDH-type neural network is organized to recognize 
the lung regions and then the regions of lung cancer 
are extracted. 

The Sixteenth International Symposium on Artificial Life and Robotics 2011 (AROB 16th ’11), 
B-Con Plaza, Beppu,Oita, Japan, January 27-29, 2011

©ISAROB 2011 867



1. Extraction of the candidate image regions of lung
 cancer 

A lung image shown in Fig. 3 was used for 
organizing the revised GMDH-type neural network. The 
statistics of the image densities and x and y coordinates 
in the neighboring regions, the NN pixel regions, were 
used as the image features. Only five parameters namely, 
mean, standard deviation, variance and x and y 
coordinates were selected as the useful input variables. 
The output value of the neural network was zero or one. 
When NN pixel region was contained in the lung 
regions, the neural network set the pixel value at the 
center of the NN pixel region to one and this pixel was 
shown as the white point. The neural networks were 
organized when the values of N were from 3 to 15. It 
was determined that when N was equal to 4, the neural 
network architecture had the smallest recognition error. 
Five useful neurons were selected in each hidden layer. 
Figure 4 shows the variation of PSS values in the layers. 
The calculation of the revised GMDH-type neural 
network was terminated in the sixth layer. The PSS 
value in the second layer was not small but the PSS 
value was decreased gradually through the layers and 
the small PSS vale was obtained in the sixth layer. The 
revised GMDH-type neural network outputs the lung 
image (Fig.5) and the first post-processing analysis of 
the lung image was carried out. In the first 
post-processing of the output image, image processing 
such as closing, opening and so on were carried out and 
the small isolated regions were eliminated and the 
outlines of the lung regions were expanded outside by 
N/2 pixels. Figure 6 shows the output image after the 
first post-processing and the lung regions that contains 
the abnormal regions were extracted. The output image 
after the first post-processing was overlapped to the 
original image (Fig.3) in order to check the accuracy of 
the image recognition as shown in Fig.7. The 
recognized lung regions are accurate. The lung regions 
were extracted from the original image using the output 
image. Figure 8 shows the extracted image of the lungs. 
The second post-processing such as closing, opening 
and so on was carried out and the lung regions which 
did not contain the abnormal regions was obtained as 
shown in Fig.9. Figure 10 shows the extracted image of 
the lungs. The candidate image region of lung cancer 
were extracted from Fig.8 using Fig.10 and shown in 
Fig.11. The recognition results were compared with 
those of the conventional sigmoid function neural 
network trained using the back propagation method. 
 
 
 
 
 
 
 
 
 

Fig.3 Original image  

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 

Fig.4 Variation of PSS in the revised GMDH-type  
neural network 

 
 
 
 
 
 
 
 
 

Fig.5 Output image of     Fig.6 Output image after 
the neural network        the first post-processing 

 
 
 
 
 
 
 
 
 

Fig.7 Overlapped image   Fig.8 Extracted image (1) 
 
 
 
 
 
 
 
 
 
Fig.9 Output image after    Fig.10 Extracted image (2) 
the second post-processing 
 
 
 
 
 
 
 
 
 

Fig.11 The candidate image region of lung cancer 
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2. Recognition results of the conventional neural 
network trained using the back propagation 
algorithm 

A conventional neural network trained using the 
back propagation algorithm was applied to the same 
diagnosis problem and the results were compared with 
the results obtained using the revised GMDH-type 
algorithm. The conventional neural network had a three 
layered architecture, which was constructed using the 
input, hidden and output layers, and the same five input 
variables, which were mean, standard deviation, 
variance, x and y cordinates, were used in the input 
layer. Weights of the neural network were estimated 
using the back propagation algorithm and initial values 
of the weights were set to random values. The learning 
calculations of the weights were iterated changing 
structural parameters such as the number of neurons in 
the hidden layer and the initial values of the weights. 
The output images, when the numbers of neurons in the 
hidden layer (m) are 3, 5 and 7, are shown in Fig.12. 
These images contain more regions which are not part 
of the lungs and the outlines of the lungs are not 
extracted with required clarity compared with the output 
images obtained using the GMDH-type neural network 
algorithm, which is shown in Fig.5. Note that, in case of 
the conventional neural network, we obtain many 
different output images for various structural parameters 
of the neural network and many iterative calculations of 
the back propagation are needed for various structural 
parameters in order to find more accurate neural 
network architecture. In case of the revised GMDH-type 
neural network, the optimum neural network 
architecture is automatically organized so as to 
minimize prediction error criterion PSS using heuristic 
self-organization method [4],[5] and many iterative 
calculations for various structural parameters are not 
needed because all structural parameters are 
automatically determined. 

V. CONCLUSION 
In this paper, the revised GMDH-type neural network 

algorithm was applied to the medical image diagnosis of 
lung cancer and the results of the revised GMDH-type 
neural network were compared with those of the 
conventional sigmoid function neural network trained 
using the back propagation algorithm. Structural 
parameters such as the number of layers, the number of 
neurons in hidden layers and useful input variables are 
automatically selected to minimize prediction error 
criterion defined as PSS. In the case of the conventional 
neural network, we obtain many different output images 
for various structural parameters of the neural network 
and many iterative calculations of the back propagation 
are needed for various structural parameters in order to 
find more accurate neural network architecture. 

In this paper, the revised GMDH-type neural 
network algorithm was applied to the medical image 
diagnosis of lung cancer and it was shown that the 
revised GMDH-type neural network algorithm was a 

useful method for the medical image diagnosis of lung 
cancer because the neural network architecture is 
automatically organized so as to minimize the 
prediction error criterion defined as PSS. 
  

 
 
 
 
 
 
 
        (a) m=3                 (b) m=5 

 

  

 
 
 
 
 
 
 

(c)  m=7 
Fig.12 Output images of the conventional sigmoid 
function neural network 
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Abstract

In this paper, we have proposed the speed up
method of neural network’s running especially in
learning time using GPU resource. Implementation
of the General-Purpose computing on GPU- GPGPU
became easier by the integrated development environ-
ment, CUDA distributed by NVIDIA. GPU has dozens
or a hundred arithmetic circuit, whose allocations are
controlled by CUDA. We propose the neural network
implementation using GPGPU. Local minimum, one
of the limitation of neural network, is conquered by
using some networks with different initial weight co-
efficient in parallel. On the other hand, the neural
network structure was discussed to adapt to parallel
processing. One of this implementation is applied to
the remote sensing. As a result, this implementation
is 20 times faster than CPU.

keywords GPGPU ,CUDA, Nural Network

1 Introduction

Recently, graphic boards have higher performance
with development of 3DCG and movie processing than
CPU, and widely used with progress of computer en-
tertainment. In this paper, we have proposed that the
neural network’s running time become speed up espe-
cially in learning time using GPU resource. Implemen-
tation of the General-Purpose computing on GPU-
GPGPU became easier by the integrated development
environment, CUDA distributed by NVIDIA. GPU
has dozens or a hundred arithmetic circuit, whose al-
locations are controlled by CUDA. We propose the
neural network implementation using GPGPU. Local
minimum, one of the limitation of neural network, is
conquered by using some networks with different ini-
tial weight coefficient in parallel. The performance de-
pends on the allocation of threads, because the CUDA
has hierarchical framework to treat many threads.
Second, CUDA has many types of memories too, es-
pecially, how to treat the shared memory, one of the
on-chip memory, influences performances. Therefore

the neural network structure was discussed to adapt
to parallel processing.

2 CUDA

CUDA, Compute Unified Device Architecture, is a
software development kit distributed free by NVIDIA.
By employing a supported graphics board, the par-
allel computing architecture is used easily. In com-
puting using CUDA, the threads are stored in hier-
archy streucture. The grid exist as highest hierarchy
in GPU, in the grid there are 65,535 x 65,532 blocks,
and the threads are managed by three dimensions in
the block. Some types of memories are implemented
in CUDA, and, among them, the shared memory ex-
ists in each blocks. This memory is implemented as
on-chip memory, therefore the access to the memory
is faster than any other memories. However this mem-
ory is used in threads only. This memory is “shared”
among threads existing in a block.

3 The parallelization for the whole
neural network

At first, one neural network is implemented as one
computational thread of parallel computing, and these
threads have each different initial weight coefficients.

In the CUDA, it must be configured which hierar-
chy the threads are assigned to. Therefore, when N
networks are executed, the number of thread in block
is expressed by m and the number of blocks in grid is
N/m, which m and N are integer. The relationship
between m and processing time are evaluated firstly.

Table 1 shows the specification of GeForce GTX480
which is used in this research. Test network has 2 neu-
rons in input layer, 3 neurons in hidden layer, and the
1 neuron in output layer. There are 4 lerning pat-
tarns, and the learning is repeated by 2200 steps at
each pattern. This routine is employed as one thread,
and the time of processing for N threads are measured
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Table 1: GeForce GTX480
Number of cores 480
Global Memory 1.5GB

Constant Memory 64KB
Shared Memory 48KB/block

Clock rate 1.40GHz
Maximum threads 1024/block

by changing N and m. Figure refmap shows the mea-
suring result, where m = N represents all threads are
assigned in one block. Because of the limited number
of arithmetic units, the process time is proportional to
N upward N = 40 in m = 1, and because of the time
of memory access, the performance is down in m = N
too.
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Figure 1: Processing time for whole network thread

One of the goal of the parallelization, the calcula-
tion time became flat independent of N, is achieved
rid of m = 1. From this result, the time is depend on
m, however the influence is small.

The problem of m is influenced to the shared mem-
ory on implementation, because this memory size uses
m times, and this is allocated fixed size in each block.
Because shared memory is less than grobal memory,
m must be decided by the scale of the network.

4 Parallelization of the inner structure
of network

In previous section, one entire network is imple-
mented as one thread, therefore we propose that the
network structure is broken up and scattered on GPU.
Figure 2 shows the model of the neural network. In the
network, some neurons exist in a layer, these neurons
can be evaluated in same time.

However, the inputs of the neurons are previ-
ous layer’s results, therefore the momentary pause is
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Figure 2: The neural network model

needed until the output from the previous layer be-
come complete. The block signals are employed in
front of each layers, which show ’stop’ until the all
neurons have been calculated completely. It is neces-
sary to calulate one network, The number of threads
which is necessary to calculate one network is maxi-
mum numbers of neurons per layers, nmax . Note that
the processing waits for the other when it comes in the
layer where the neuron is nonexistent.

The phase of foreword propagation is independent
in calculating other patterns too, so p patterns loop
can be calculated in parallel. In the phase of the back
propagation, more flags are needed to calculate in par-
allel, these are hoisted to protect the one neuron from
other propagation.

The sizes of grids and blocks are expressed by three
dimensions, where z-direction of grid is 1. In the ex-
periment, the grid allocate (N/m, p, 1) blocks, and the
block allocate (m,nmax, 1), and the processing time
was measured. The sample network is same as previ-
ous section, therefore the p = 4, nmax = 3. Figure 3
shows the result.
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Table 2: CPU(host machine specification)
CPU AMD Phenom 9600

Frequency 2.31GHz
Memory 3.8GByte

Operating System Windows XP sp2

As a result,the time is proportional to N in early
stage when m = 1. The tendency of the total plot
resembles a previous section, then the influence of an
calculation cost by m on hardware is small. The result
was speed-up only 2.4 times in comparison with the
foregoing chapter. So, the further improvement of the
block signal and flags is necessary.

5 Comparison with the CPU

This suggestion was compared with a CPU. Table
2 shows the specification of a comparison CPU.

The experiment is evaluated in processing time by
changing the number of hidden layer and pattern.

Test network of this section has 3 neurons in input
layer and the 3 neuron in output layer. The learning is
repeated by 2200 steps at each pattern. The number
of network N = 40 and the network in block m = 4 is
assigned. The number of hidden layer is selected from
3, 6, 9 and the pattern is chosen from 5, 10, 15, 20.

Table 3 shows the processing time of the GPU, and
table 4 show the ratio of CPU to GPU. The columns
is the number of pattern, and the row is the number
of hidden layer.

Table 3: Processing time for patterns and hidden lay-
ers by GPU

5 10 15 20
3 65.34 107.92 161.19 246.22
6 69.47 110.72 159.07 249.67
9 111.75 218.38 326.04 436.61
12 112.53 214.67 318.54 436.96

The number of pattern
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Compared with the CPU, 22.4 times in average is
faster. When the number of hidden layer is 3 and 6 ,
the tiem of the same number of pattern is equivalent.
And when the number of hidden layer is 9 and 12, the
time is equivalent too.

This result shows that the usage of the block influ-
ences the performance.

Table 4: The ratio of CPU to GPU (CPU/GPU)

The number of pattern
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5 10 15 20
3 15.33 17.53 17.16 14.79
6 21.57 26.19 27.73 23.39
9 18.06 18.08 18.01 18.14
12 22.37 23.11 23.20 22.43

6 Conclusion

We proposed the speed-up method of neural net-
work learning by using GPGPU. The GPGPU has the
hierarchical structure to store the threads, the perfor-
mance is influenced by assigning hierarchy. At first,
the learning time of some networks in parallel was
measured to show the effect of the hierarchy.

The neurons of each layer in network are processed
in parallel, and patterns are processed in parallel too.
This method shows the 2.4 times faster than the first
method, and compared with CPU, the processing time
is 22.4 times faster.

This method will be applied for home use. The
method is applied with the graphics or motion pat-
tern recognition easily, because GPU is the hardware
for graphic processing. This goal of this method ap-
plication is usign for the speech recognition.

In the other hand, this method is used in remote
sensing field. The goal in the future is that the new
learning algorithm adopted on GPGPU is created.
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Abstract: We evaluate performance of an optimal design method for multilayer perceptron (MLP) by using the Design 

of Experiments (DOE). In our previous work, we have proposed the optimal design method for MLPs in order to 

determine optimal values of such parameters as number of neurons in hidden layers and learning rates. In this paper, we 

evaluate performance of the proposed design method through a comparison with a genetic algorithm (GA) based 

design method. We target at optimal design of MLPs with six layers. Moreover, we evaluate the proposed designed 

method in terms of calculation amount of optimization. Through the above-mentioned evaluation and analysis, we aim 

at improving of the proposed design method in order to obtain the optimal MLP with less effort. 

 

Keywords: Multilayer perceptron, Neural network, Optimal design, Design of Experiments, Genetic algorithm 

 

 

I. INTRODUCTION 

A multilayer perceptron (MLP) can approximate an 

arbitrary nonlinear mapping at an arbitrary accuracy [1]. 

Accuracy of a trained MLP depends on two factors. The 

first factor is learning algorithm. Connection weights 

and biases of the neurons are adjusted according to the 

learning algorithm. Typical learning algorithm is error 

back-propagation (EBP) algorithm [2]. There are many 

learning algorithms other than EBP algorithm. It is clear 

that accuracy of a trained MLP depends on it learning 

algorithm. However, the learning algorithm is the 

unique factor. Another factor is design of the MLP. 

Before training, number of layers, numbers of neurons 

in hidden layers and training conditions such as learning 

rates are determined. Trial-and-error, brute-force 

approaches, network construction and pruning are used 

as conventional design methods. It is difficult to apply 

these methods to MLPs with many layers because their 

design parameter space becomes huge. Another problem 

is that the approximation accuracy of MLPs with the 

same design parameters has variation due to use of 

random number to initial values of connection weights. 

We need a design method with statistical analysis for 

MLP.  

In our previous work [3,4], we proposed design 

method using the Design of Experiments (DOE) [5], 

which features efficient experiments with an orthogonal 

array and quantitative analysis with analysis of variance 

(ANOVA). We demonstrated that optimal design of 

five-layer MLPs could be obtained using our design 

method. However, we have a problem of evaluation of 

the proposed design method. The problem is 

quantitative comparison between the proposed design 

method and other design methods. It is clear that the 

proposed designed method is better than trail-and-error, 

brute-force approaches. We focused on a genetic 

algorithm based design method, which is a nonlinear 

optimization technique and expected to be as efficient 

method as the proposed method.  

In this paper, we evaluate performance of the 

proposed design method through a comparison with a 

genetic algorithm based design method. We target at 

optimal design of MLPs with six layers. When we deal 

with few design parameters, a difference between the 

proposed design method and other method is small. Our 

previous work implied that accuracy of MLPs with 

more layers would become high for the same training 

data. Therefore, we should focus on MLPs with six 

layers. Moreover, we evaluate the proposed designed 

method in terms of calculation amount of optimization. 

We use various types of training data because 

performance of a trained MLP depends on training data. 

We refer to UCI machine learning repository [6] for the 

evaluation. Through the above-mentioned evaluation 

and analysis, we aim at improving of the proposed 

design method in order to obtain the optimal MLP with 

less effort. 
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Fig.1. A flow chart of DOE-based optimal design

 method 
Fig.2. A flow chart of GA-based optimal design 

method 

II. OPTIMAL DESIGN OF MLP 

1. DOE-based optimal design method 

We have proposed an optimal design method using 

DOE in our previous work [3,4]. Our basic idea is that 

DOE is applied to an optimal design problem of MLP. 

We show a flow chart of our proposed method using 

DOE in Fig.1. Detailed explanation has been described 

in [4]. Training of MLPs corresponds to experiments in 

DOE. For example, we used the number of hidden 

nodes, learning rates, momentum coefficients and range 

parameters of initial connection weights as the design 

parameters in [4]. And we used squared sum of training 

errors after specific learning cycles as the performance 

index. The used training dataset is common in all 

experiments.  

We implemented our optimal design process on 

MATLAB programs except training of MLP. In [4], Step 

8 needed manual operation. On the other hand, in [5] 

and this paper, Step 8 is programmed with predefined 

rules. 

 

2. GA-based optimal design method 

We have proposed the optimal design method using 

DOE and evaluated it on three-layer MLPs and five-

layer MLPs. We have demonstrated our method and not 

compared with other methods. We focused on genetic 

algorithm (GA). GA-based approaches [7,8] have 

already been proposed. However, our proposed method 

and GA-based approaches cannot be compared directly 

because selected design parameters are different.  
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Fig.3. A comparison between DOE-based method 

and GA-based method in median of 

performance indices 

Fig.4. A comparison between the two methods in 

distribution of performance indices at the 

tenth cycle 

In order to compare our proposed method and a GA-

based approach, we prepared GA-based optimization 

programs using Global Optimization Toolbox on 

MATLAB. We show a flow chart of optimal design 

method using GA in Fig.2. We programmed GA-based 

optimization programs as similar to our proposed 

method using DOE as possible. Step 1 to specify design 

parameters and Step 5 to train MLPs are common in 

both optimization programs. The remaining part of the 

optimization depends on the optimization algorithms, 

that is, DOE or GA. Our GA-based optimization 

program can deal with the same design parameters and 

training data set as the DOE-based program. 

We used a simple GA-based optimization algorithm. 

An individual consists of design parameter values in 

real numbers. A value of the used fitness function is a 

training error of a MLP. The default crossover function 

of the Global Optimization Toolbox is used. 

 

III. Experiments 

1. Training dataset 

We used concrete compressive strength data [9,10] 

in UCI machine learning repository as the training 

dataset. The training dataset has 8 input variables and 1 

output variable. Therefore, input and output of a MLP 

are determined by specifying the training dataset. The 

number of instances is 1030. Ranges of the variables are 

largely different in this dataset. We normalized each 

variable to be range -1 from +1 for input and -0.99 and 

+0.99 for output. We used a sigmoid function ranging 

from -1 to +1. When an input of the sigmoid function is 

infinity, its output becomes +1. This takes very long 

learning time. To avoid this situation, we set range of 

output variable to be from -0.99 to +0.99. 

 

2. Targeted MLP and design parameters 

We used six-layer MLPs for the target system. Their 

design parameters are as follows: the number of nodes 

in hidden layers (4 parameters) and learning rate in each 

layer (5 parameters). Range of the number of nodes in 

hidden layers is from 1 to 50 in order to limit the 

parameter space. Range of the learning rate in each 

layer is from 0 to 1. On the optimization program, the 

design parameters are normalized in range from 0 to 1. 

When MLPs is set up before training, the design 

parameter values are restored. In DOE, we used an 

orthogonal array with 27 combinations and 3 levels. 

Therefore, 27N MLPs are trained each optimization 

cycle. Here N denotes trial iteration counts and is 

adjusted automatically in the optimization. In GA, 

number of individuals is set to 27 or the maximum 

number of 27N because of comparison with the DOE-

based optimization. This means that calculation amount 

is the same in both methods. When number of 

individuals is 27, training of MLPs is performed N 

times under different initial connection weights. In this 

case, value of fitness function is average of those results. 
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3. Training algorithm and performance index 

We used a back-propagation algorithm to training 

MLPs. In this paper, the learning rates are prepared 

every layer. This approach has an effect to reduce the 

training error as shown in our previous work [4]. We 

used common logarithm of squared sum of error for all 

instances as the performance index. Small performance 

index is better because small error is good. We also 

evaluated distribution of performance indices at specific 

optimization cycles instead of best performance index. 

The reason is that the best performance index has large 

variance. We used median of the performance indices as 

representative value.  

 

IV. EXPERIMENTAL RESULTS 

We show experimental results in Figs. 3 and 4. Fig.3 

shows a comparison between DOE-based optimization 

method and GA-based method in median of 

performance indices at each optimization cycle. In both 

methods, median of performance indices decreases 

when optimization proceeds. After the sixth cycle, the 

DOE-base method is better than the other. Fig.4 shows 

distributions of performance indices of the two methods 

at the tenth cycle. The distribution in the DOE-based 

method is on the left of the distribution in the GA-based 

method. This means a set of combinations of parameter 

values in the DOE-based method is better than the GA-

based method. In other words, probability of getting the 

best performance index in the DOE-based methods is 

higher than the GA-based method. 

 

V. DISCUSSION 

We showed that the DOE-based method is better 

than the simple GA-based method in optimal design of 

MLP. The problem of the simple GA-based method is to 

ignore variance of performance indices. In Fig.4, the 

result of GA 27, which means number of individuals is 

27, is worst. The reason is that mean of N times results 

is used in GA 27. Calculation amount is wasted by using 

mean because variance is ignored. GA 162 is worse than 

the DOE-based method under the same calculation 

amount. The reason is that the GA-based method has no 

statistical analysis. In the GA-based method, children of 

a good individual are not always better because 

performance indices have variance. On the other hand, 

the DOE-based method can adjust parameter values 

properly without misleading due to ANOVA. 

In this paper, a kind of MLP and training dataset was 

used. It is necessary to apply the optimal design 

methods to many types of problems in order to clarify 

their limitation 

 

VI. CONCLUSION 

We evaluated performance of an optimal design 

method for MLP by using DOE through a comparison 

with a GA-based design method. We demonstrated 

optimal design of MLP with six layers by using DOE-

base method is better than GA-based method under the 

same calculation amount.  

In the future work, our proposed optimal design 

method will be applied to other types of problem such 

as classification and control in order to investigate 

applicable scope of our method. 
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Abstract: In this paper, we present a multi-objective Discrete Particle Optimizer (DPSO) for the learning of Dynamic 

Bayesian Network (DBN) structures. The proposed method introduces a hierarchical structure consisting of DPSOs and 

a Multi-Objective Genetic Algorithm (MOGA). Groups of DPSOs find effective DBN sub-network structures and a 

group of MOGA finds whole of the DBN network structure. Through numerical simulations, the proposed method can 

find more effective DBN structures and can obtain them faster than the conventional method. 

 

Keywords: Dynamic Bayesian Networks, Structure Learning, Multi-Objective Optimization,  

Discrete Particle Swarm Optimization 

 

I. INTRODUCTION 

The Dynamic Bayesian Network (DBN) describes 

causal relations in various systems by using stochastic 

network structures, and represents them as directed 

acyclic graphs and conditional probabilities for 

transitions of each observed state variable [1]-[3]. The 

DBN is an extended model of the Bayesian Network 

(BN). As compared with the BN, the DBN can describe 

temporal causal relations of state variables. The DBN 

has been applied to speech recognition, genetic 

networks and so on. When the structural topology of a 

DBN is unknown, the learning of the DBN structure is 

needed [2][3]. In the learning, two trade-off 

characteristics must be considered. One is a 

characteristic which indicates how well the network fits 

the observed data. Another is structural complexity of 

the network. A fully-connected network can represent 

all relationships between each state variable. However, 

such a redundant network cannot adapt target model 

well, and the network size becomes extremely large. 

Therefore, it is preferred that networks should be 

constructed as simple as possible. That is, the degree of 

connectivity in the networks must be controlled in 

learning methods. Many learning methods introduce 

criteria which evaluate networks in terms of both 

probabilistic likelihood and structural complexity. 

However, they generally use a single evaluation 

function to combine these factors by a weight parameter. 

Since appropriate weight parameters depend on target 

models, it is difficult to determine a unique parameter 

value. The learning methods based on Multi-Objective 

GA (MOGA) [4] or Immune Algorithm (IA) can 

overcome this problem. However, in these algorithms, 

the learning for large scale DBN structure requires 

significantly long computation time. 

In this paper, we present a multi-objective Discrete 

Particle Optimizer (DPSO) for the learning of DBN 

structures. The proposed method introduces a 

hierarchical structure. First, the objective DBN is 

divided into plural sub-networks depending on observed 

state variables. The lower layer consists of groups of 

DPSO. The DPSO is well-known as one of the fast 

solvers for various optimization problems [5]. In the 

proposed method, each particle has binary states 

corresponding to causal relations between state 

variables in each sub-network. Each group of particles 

in the lower layer finds each effective sub-network 

structure. The higher layer consists of MOGA [4]. A 

group of individuals in the higher layer finds the whole 

of the DBN structure sharing information from the 

lower layer by migration. Evaluation values of each 

particle or individual are given as Pareto solutions for 

likelihood and complexity to obtained DBN structures. 

The hierarchical structure in the proposed method can 

reduce computation time for the learning of larger scale 

DBN structures. We evaluate both likelihood and 

complexity to obtained DBN structures, and compare 

with the conventional learning method based on MOGA 

[3]. Through numerical simulations, the proposed 

method can find more effective DBN structures and can 

obtain them faster than the conventional method. 

Generally, there exist trade-off relations between 

likelihood and complexity to DBN structures in various 

actual applications. The proposed method can also 

provide many candidate structures of DBNs. 
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II. BACK GROUND 

A Dynamic Bayesian Network (DBN) is a kind of 

probabilistic networks which represent temporal 

relationships between observed state variables. A DBN 

has three elements represented by (i) Node: observed 

state variables, (ii) Edge: dependencies between each 

node, (iii) Conditional Probability Table (CPT): degree 

of dependencies. An end point node and an origin node 

of an edge are a child node and a parent node, 

respectively. Let ][,],[1 tXtX N be N discrete state 

variables at time t . A DBN consists of (i) a prior 

network 0DBN  that specifies prior probabilities 

])0[Pr(X  and (ii) a transition network TDBN  that 

specifies transition probabilities ])[[|]1[Pr( tXtX  . 

The Joint probabilities over all the variables for time 

Tt ,2,1,0  is  

 







1

0

0 ])[|]1[(])0[(
T

t

T tXtXDBNXDBN  (1) 

 

For simplicity, this paper considers on the transition 

network only.  

 If a DBN structure is unknown, some learning methods 

by using search algorithms and evaluation criteria are 

necessary. Evolutionary computation and Bayesian 

Information Criterion (BIC) [3] have been widely used 

to the learning of DBN structures. BIC has two terms 

that indicate likelihood and complexity of networks. 

BIC is represented by the following formula.  

 

ComplexityLikelihoodBIC    (2) 

 

where  is the weight parameter which balances 

between Likelihood and Complexity. The Likelihood 

term signifies the plausibility of the network. It is 

calculated by counting occurrences within sequences. 

The likelihood is then defined as: 
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where
ii kjiN ,,

denotes the number of occurrences in 

observation data sequences such that a child node i  

has a value 
ik  and its parent node has a value 

ij .    

The Complexity term signifies the structural complexity 

of the network which is defined as: 

 


i

iXparentComplexity )(             (4) 

where )(parent is the number of parent nodes.  

  In case of using BIC, we must determine an optimum 

weight parameter between two terms. If setting of this 

parameter is improper, the resulting graph is too 

complex or sparse. However, it is difficult to determine 

a unique optimum weight beforehand, because it 

depends on target models and training data sets. To 

solve this problem, the learning method by using a 

Multi-Objective Genetic Algorithm (MOGA) has been 

proposed [3]. The method applies a Pareto ranking 

scheme to the MOGA [4]. In the Pareto ranking scheme, 

each vector is evaluated by the number of the other 

vectors which have better values about all objectives. 

Using this method, a variety of solutions about 

likelihood and complexity can be obtained.  

  However, multi-objective methods tend to need much 

iteration to convergence, compared with single-

objective methods. Since these methods acquire 

solutions for a variety of likelihood and complexity, the 

solutions are dispersed in search space. Typically, 

evaluation of the network requires enormous 

computation time which is proportional to complexity 

and amount of data. Therefore, it is desirable to reduce 

computation time to the learning convergence. 

 

III. PROPOSED METHOD 

 

In this paper, we use Discrete Particle Swarm 

Optimizers (DPSOs) [5] as a search algorithm to reduce 

computation cost to structure learning of DBNs. The 

DPSO is an optimization method that is a kind of swarm 

intelligence. In DPSO, particles efficiently search 

solutions in target problems, by updating their positions 

and velocities based on personal best solutions which 

each particle has and a global best solution which all the 

particles have. The DPSO is known as simple and fast 

algorithm. In the proposed method, a structure of a 

DBN is represented by binary variables in the DPSO. 

Particles have binary variables which denote existence 

of connections in the DBN. If a connection exists 

between a child node and a parent node, the value of the 

binary variable is 1. Otherwise, it is 0 (see Fig 1). If N  

variables can be observed, NN  strings are required.  

 

 
Fig.1  A DBN structure and binary variables in DPSO.  
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In order to solve multi-objective problems by the 

DPSO, some schemes are needed. In this paper, we use 

the existing method. We apply a multi-objective 

optimization scheme by using the Archive scheme [6]. 

The Archive has two features that are the Archive 

controller and the Grid. The Archive controller 

determines whether to save solutions into Pareto 

solutions. If the Archive has no solution with better 

evaluation values about all objectives compared with a 

selected solution, the Archive controller saves the 

selected solution into the Archive. The Grid produces 

well-distributed Pareto front. The function-space is 

divided into grids. If particles are dense in a grid, one of 

solutions in the grid is eliminated. With these features, a 

variety of solutions can be obtained. 

In addition, we apply a hierarchical structure to 

DPSOs in order to reduce computation cost. In formulas 

(3) and (4), BIC can be divided into computations for 

each child node i .This means that the learning of 

DBN structures can be split for each child node. In this 

paper, we propose a learning method by two layers. In 

the lower layer, each group of Multi-objective DPSOs 

finds each sub-network structure divided for each child 

node. That is, in the lower layer, the number of groups 

corresponds to the number of child nodes. In the higher 

layer, a group of MOGA finds the whole of the DBN 

structure. For every iteration, the lower and higher 

layers exchange respective solutions by migration. The 

overview of this hierarchical structure is shown in Fig 2. 

The proposed algorithm is described by the 

following steps: 

(step1) In the each layer, initialize particles and 

individuals. 

(step2) Evaluate particles and individuals.  

(step3) Update the positions of each particle in the 

lower layer by equation (5). 

 

))(()( idvsigrandif  then 1idx  
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(step4)  Update the each Archive.  

(step5) Update the velocities of each particle in the 

lower layer by equation (6). 
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Fig.2  Overview of a hierarchical learning method. 

 

(step6) Manipulate individuals in the higher layer. 

(step7) Migrate between each layer. 

(step8) Repeat from (step2) to (step7). 

 

In migration steps, a particle which is chosen randomly 

overwrites to a part of individual whose rank is not 1.  

VI. SIMULATION RESULT 

The proposed method is applied to several 

benchmarks which have a variety of complexities and 

performances. In order to compare the proposed method 

with the conventional method, we use some benchmarks 

which were tested by the conventional method. Target 

networks (a) and (b) are shown in Fig 3. Table 1 shows 

training data sets. These nodes in the networks generate 

discrete probabilistic values according to dependencies. 

If nodes have no parents, they generate random values. 

Parameters used for the simulation are shown in Table 2.  
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Fig.3  Target networks.  

Table 1  Training data sets.  

Network Variables Links Examples Parent Links 

(a) 10 20 100 0-3 

(b) 20 40 200 0-4 

 

Table 2  Simulation parameters.  

Parameter Conventional 

Method 
Proposed 

Method 
iteration 50 50 

population 200,500 100,250 
particles - 100,250 

GA operation tournament tournament 
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Figs. 4 and 5 show the simulation results for the 

networks (a) and (b). It can be found that the proposed 

method obtains a variety of solutions which have better 

values with less iteration than the conventional method. 

A structure which has high complexity and good 

likelihood becomes complex and has extra edges. On 

the other hand, a structure which has low complexity 

and bad likelihood has many missing edges. Generally, 

there exist trade-off relations between likelihood and 

complexity to DBN structures in various actual 

applications. The proposed method can also provide 

many candidate structures of DBNs.  

 

V. CONCLUSION 

In this paper, we have proposed a hierarchical multi-

objective DPSO for the structure learning of DBNs. 

Dividing computations, the proposed method requires 

less iteration to learning convergence than the 

conventional. In addition, diversity and accuracy of 

solutions are equal or higher than the conventional 

method. Since the hierarchical structure can reduce the 

computation cost for the learning, the proposed method 

is effective in high-dimensional problems.  

 

 

 
 

 
Fig.4  Pareto solutions for the network (a). 

Upper: iteration=5. Lower: iteration=10.  

  Future problems include (1) application to other 

benchmarks, (2) evaluation for learning speed, and (3) 

consideration of appropriate group size of particles or 

individuals. 
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Fig.5  Pareto solutions for the network (b).  

Upper: iteration=10. Lower: iteration=50.  
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Abstract: We believe that a neural network learns an inverse dynamic of a target plant in a servo level neural network 
controller application.  However, a practical plant generally has a nonlinear dynamics and there is no inverse dynamics of 
it usually.  This paper studied this problem through the use of the neural network direct controller.  Simulation results 
confirmed that the neural network learned the branch of the inverse characteristics (; a part of the inverse characteristics 
and it can be expressed as a one-to-one function mathematically) and if the neural network learned only one branch, the 
plant output matched with the desired value in whole region.  Through the simulation, the whole inverse characteristics of 
the plant seems to be folded into one branch when the neural network learns this branch. This behavior is called the neural 
network folding behavior in this paper. 
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I. INTRODUCTION 
 
    Many studies have been undertaken in order to 
apply both the flexibility and the learning capability of 
neural networks to control systems.  We are believing 
that a neural network learns an inverse dynamic of a target 
plant in a servo level neural network controller 
application.[1][2]  This is because the target plant 
dynamics can be cancelled by this learned inverse 
dynamics if the neural network can learn it.  That is, this 
cancellation means that a plant output completely matches 
with a desired value and we can realize an ideal control 
system.  On the other hand, a practical plant generally has 
a nonlinear dynamics and it is mathematically expressed a 
many-to-one function whose more than one input values 
which correspond to one output value.  It is well known 
that there is no inverse function of such many-to-one 
function.  However, many practical neural network 
controller applications have been successfully reported.  
Does the neural network learn the inverse dynamics of the 
plant on the practical applications?  For this question, we 
studied that the neural network obtains the branch of the 
inverse characteristics of the plant (; a part of the inverse 
characteristics and it can be expressed as a one-to-one 
function mathematically) if the learned region is restricted 
to the one-to-one region.[3]  If the learned region is not 
restricted, what happen?  When we apply the neural 
network to the practical applications, the plant 
characteristics are unknown usually.  Such restriction is 
impossible.  For this question, we studied that the neural 
network learned the mean characteristics of the several 
plant inverse branches for off-line learning neural network 

controller.[3]  However we did not study the detail of the 
on-line neural network controller for this problem yet. 
    Thus, this paper studies the above question through 
the use of a neural network direct controller with online 
learning.  The reason to use this type controller is that it 
is simplest among the servo level neural network 
controllers.  The sine function is selected as a target plant.  
This plant is static, but it is suitable for a basic study.  
Simulation results confirm folding behavior of the neural 
network mapping capability. This behavior is that the 
neural network learns only one branch of the inverse 
characteristics of the target plant in order to obtain whole 
plant output.  This fact means that we can realize an ideal 
control system if the neural network can learn only one 
inverse branch of the plant.  This is because the plant 
output can match with the desired value.  When the 
neural network realizes such input-output mapping, the 
whole inverse characteristics of the target plant seem to be 
folded into one branch of the inverse characteristics. 
 
II. NEURAL NETWORK STRUCTURE FOR 
   TEST OF FOLDING BEHAVIOR 
 
     This section explains a neural network structure for 
the test of folding behavior.  For this test, a following 
sine function is selected as a target plant.   
 

 Y(k) = sin(U(k))                                (1) 
 
where Y is the plant output, U is the plant input and k is 
the sampling number.  The reason of this selection is that 
the sine function has smooth feature and it is easily 
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mapped by a neural network.  The reason of the discrete 
time system selection is to examine the discrete time 
control system as a future study.  Since this paper selects 
the direct controller, the plant input U is composed of the 
following equation. 
 

   
U(k) = [!i(p) f{Wi(p)Yd(k) + Ti(k)}]!

i=1

n

             (2) 
 
where ωi is the i th element of the weight vector between 
the hidden layer and the output layer, Wi is the i th element 
of the weight vector between the input layer and the 
hidden layer, Ti is the i th element of the offset values 
added to the hidden layer neuron, n is the neuron number 
of the hidden layer, p is the learning number and f is the 
sigmoid function expressed by the following equation. 
 

f(x)=
Xg{1-exp(-4x/Xg)}

2{1+exp(-4x/Xg)}                           (3) 
 
where x is the input of the sigmoid function and Xg is the 
parameter which defines the sigmoid function shape.  The 
scheme of the neural network direct controller and the 
structure of above neural network are shown in Fig.1 and 
Fig.2 respectively.   
     The output error ε and the cost function J are defined 
as follows: 
 
!(k)=Yd(k)-Y(k)                                (4) 

  
J(p)=

1

2
!2(k)"

k = 1

#

                             (5) 
 
where Yd is the desired value for the control system and ρ 
is the sampling number within one learning period.  The 
learning rule of this neural network controller is designed 
so as to minimize the cost function J.  When we apply the 
δ rule to this learning rule, it is expressed as 
 

  !
i
(p) = !

i
(p+1) – "

#J(p)

#!
i
(p)

                      (6) 
  Wi(p) = Wi(p+1) – !

"J(p)

"W
i
(p)

                     (7) 
  Ti(p) = Ti(p+1) – !

"J(p)

"T
i
(p)

                      (8) 
   !J(p)

!"
i
(p)

= – {(#(k) f(Wi(p)Ij(k-1) + Ti(p))cos(Uk)!
k=0

$

}

   (9) 
 

   !J(p)

!Wi(p)
= – {("(k)#i(p)f'(Wi(p)Yd(k) + Ti(p))Yd(k) cos(Uk)!

k=0

$

}

 
                                            (10) 
 

   !J(p)

!Ti(p)
= – {("(k)#i(p)f '(Wi(p)Yd(k) + Ti(p)) cos(Uk)!

k=0

$

}

 
                                            (11) 
 
where f’ is the derivative of the sigmoid function and η is 
the parameter to determine the neural network learning 
speed. 
 
III. SIMULATION 
 
     This paper selects the following sine wave as a 
desired value for control. 
 

 Yd(k) = sin(X
t
(k))

                             (12) 
 

 Neural network Plant

UYd Y

 
 

Fig.1 Scheme of neural network direct controller. 
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Fig.2 Structure of neural network. 
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Fig.3 Learning result of example 1. 
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where Xt is the signal for the generation of the desired 
value.  The sampling number within one learning period 
ρ =50 is also selected.   
      Figure 3 shows the learning result of the example 1.  
The solid line in this figure is the plant output and the 
broken line is the desired value.  As shown here, the 
output error remains between the plant output and the 
desired value, but it is small and the plant output well 
match with the desired value.  This fact means that the 
neural network learning well performs and our neural 
network can map the sine wave.  Figure 4 shows the 
neural network output (equals the plant input). The solid 
line shows the neural network output.  As shown in this 
figure, it is restricted from π/2 to 3π/2 although the plant 
output matches with the sine wave in one cycle as shown 
in fig.3.  If the neural network can map the inverse 
characteristic of the sine wave from 0 to 2π, the neural 
network output should be 0 to 2π as shown in the broken 
line in fig.4.  Fig.5 shows the neural network input-output 
relation of the example 1.  The solid line is the learned 
neural network input-output relation.  The broken line is 
the inverse characteristics of the plant from 0 to 2π.  As 
shown in this figure, the neural network learns a part of the 
whole inverse characteristics and the learned part is 
restricted from π/2 to 3π/2.  In this restricted region, the 
inverse characteristics is expressed as the one-to-one 
function.  Such region is called the branch of the inverse 
characteristics in this paper.  In other word, if the neural 
network learns only one branch, the plant output matches 
with the desired value in whole region.  This feature of 
the neural network is called the folding behavior in this 
paper.  This is because the whole inverse characteristics 
seems to be fold into one branch. 
     Figure 6 shows the learning result of the example 2.  
The solid line and the broken line are the plant output and 
the desired value respectively.  As shown here, the neural 
network learning also performs well.  Figure 7 shows the 
neural network output.  The solid line is the neural 
network output and the broken line is the ideal 
characteristics if the neural network can map the whole 
inverse characteristics of the plant.  As shown here, the 
neural network output is restricted from 3π/2 to 5π/2 
although the plant output is similar to that of the example 1.  
Figure 8 shows the neural network input-output relation of 
the example 2.  The solid line is the neural network 
input-output relation and the broken line is the ideal 
characteristics if the neural network can map the whole 
inverse characteristics of the plant. As shown here, the 
neural network input-output relation is restricted from 3π/2 
to 5π/2. This fact means that the neural network learns the 
different branch from that of fig.5 of the example 1.  The 
difference between the examples 1 and 2 is only initial 
neural network weight.  That is, the initial neural network 
weight determines which branch is learned by the neural 
network and if the neural network learns any branches, the 
plant output can be matched with the desired value. 
 

0

0 25 50

Neural network output

Ideal value

N
eu

ra
l 

n
et

w
o

rk
 o

u
tp

u
t

Sampling number

2!

!

Xg = 0.8

" = 0.02

 
Fig.4 Neural network output of example 1. 
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Fig.5 Neural network input-output relation of example 1. 
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Fig.6 Learning result of example 2. 
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   With regard to other remarkable feature of the neural 
network, the branches monotonously increase or decrease.  
This fact means that the derivative of the plant 
characteristics learned by the neural network also 
monotonously increases or decreases.  As shown in 
eqs.(9)-(11), the leaning rules in this paper use the 
derivative of the plant characteristics.  However, it may 
not be necessary.  The reason of the requirement of the 
plant derivative is that we believe the neural network 
should converge to the whole plant inverse characteristics 
and its derivative changes in whole region usually.  The 
value of this derivative is the petty problem.  This is 
because it relates to the convergence speed and we can 
compensate through the use of the parameter η tuning in 
the learning rules.  The sign of its derivative is the serious 
problem.  This is because this relates to which the neural 
network converges or not.  However, the above 
simulation results confirm that the sign of the slope of the 
plant inverse characteristics learned by the neural network 
is constant.  This is because the signs of the branch 
derivatives are constant. That is, if the parameter η in 
eqs.(6)-(8) has the constant sign (plus or minus) and the 
small value, we can expect that the neural network 
converge to either branch although the derivatives of the 
plant inverse characteristics are removed in the learning 
rule.  As shown in above simulation results, if the neural 
network converges to either branch, the plant output 
matches with the desired value and we can obtain the ideal 
control characteristics in whole region.  This expectation 
will be shown in my future work. 
 
IV. CONCLUSION 
 
       This paper studied what characteristics did the 
neural network learn through the use of the neural network 
direct controller.  This is because we expect that the 
neural network learns the inverse dynamics of the object 
plant, but such inverse dynamics does not exist for the 
usual nonlinear plant.  Simulation results confirmed that 
the neural network learned the branch of the inverse 
characteristics (; a part of the inverse characteristics and it 
can be expressed as a one-to-one function mathematically) 
and if the neural network learned only one branch, the 
plant output matched with the desired value.  Through the 
simulation, the whole inverse characteristics of the plant 
seems to be folded into one branch when the neural 
network learns this branch. This behavior is called the 
neural network folding behavior in this paper. 
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Fig.7 Neural network output of example 2. 
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Fig.8 Neural network input-output relation of example 2 
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Abstract: One of the problems of cell production system is how to decide the parts layout locations. Traditionally, the 
problem is solved using trial and error method which takes a lot of efforts and time. In this paper, we propose a Virtual 
Assembly Cell-production system (VACS) for the cell production assembly line. The VACS use a genetic algorithm 
(GA) system to find a reasonable solution and a virtual production (VP) simulator for giving us a visibility of that 
solution in the production system. The validation and the efficiency of the proposed VACS system are tested on ten 
varieties of a product. The simulator results show that the VACS system is capable of getting good solution in a 
reasonable computational time when compared to the traditional one. 
 
Keywords: Genetic algorithm, Parts layout locations, Cell production, Virtual production. 
 

I. INTRODUCTION 

Recently, the production system has changed from 

mass production of a limited variety of products to low 

volume production of a wide variety of products, mass 

customization[1,2]. It is because the consumers’ 

individual needs are diversified. Therefore, it is 

important to produce products of a wide variety 

efficiently. One of the needs for modern production 

methods is the cell production system[3]. A cell 

production system is a production system in which a 

single worker or small team of production workers 

perform multiple production jobs in short segment lines. 

The cell design places a wide range of tools and 

equipment in close proximity to workers, enabling them 

not only to perform a wide range of production tasks, 

but to customize the products as well. One of the 

problems of cell production system is the parts layout 

locations. The current state of this problem is to be 

solved empirically using a trial and error method which 

takes a lot of effort and time. In addition, the 

improvement in production efficiency is going up 

gradually during the assembling process where there is 

no opportunity to make the production efficiency a peak 

from the beginning. 

In this research, we propose a Virtual Assembly 

Cell-production System (VACS), a cell production 

simulation system, for solving the problem. The VACS 

integrates a Parts Layout Decision system (PLD system) 

and a Virtual Production simulator (VP simulator). To 

carry out the PLD system, we adopt a genetic algorithm 

(GA) system whose crossover method is the original 

called TTC. 

The paper is further organized as follows. Section 2 

introduces the VACS system and its two functions, PLD 

and VP systems. In section 3, the test problem and the 

computational results are presented. Finally, section 4 

concludes the paper.  

 

II. VACS 

The VACS system consists of two collaborating 

functions, the PLD System including GA system and the 

VP simulator, as shown in Figure 1. The steps of the 

VACS system are described in Table 1. 
 

 
 Fig.1 VACS system 

 

Table 1. Steps of the VACS system. 
Step 1. VP simulator draws the workshop floor, and 

sends the coordinated data of the locations, such as 
shelves and worktables, to the PLD system. 

Step 2. In the PLD system, the parts layout locations 
are decided using the GA system and are sent back 
to the VP simulator. 

Step 3. VP simulator draws the parts layout and 
animately visualizes the working environment. 

Parts Layout 

Decision 

 System 

(GA system) 

Virtual  

Production 

Simulator 
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1. VP simulator 

The VP simulator arranges the parts inside the 

shelves in workshop floor according to the received 

information from PLD system showing that in three 

dimensions. In addition, it visualizes the working 

environment in which an animation of the assembling 

process is shown (see section III.3). 

2. PLD system 

The PLD system uses a GA system to decide the 

better parts layout locations in terms of minimum total 

moving distances. In the GA system [4], the information 

of the parts layout locations encodes into feasible 

chromosome. In the searching process for finding a 

better parts layout locations, genetic operators, such as 

crossover and mutation …etc., are repeated, until a 

predefined stop criteria is verified. More details about 

the proposed GA in the following paragraphs. 
 

1. Chromosome representation 

To treat the information of the parts layout locations, 

we use a direct representation in which a part number is 

expressed as a gene, and the part position in the 

chromosome is expressed as the part location in the 

layout. For instance, Figure 2 is expressed with the 

following chromosome: <DFABEC>. 
 

 
Fig.2. An example of chromosome representation 

 

2. Initial population and fitness function 

Initial population is randomly generated and the 

fitness function is expressed as the reciprocal of the 

total moved distances to achieve a certain amount of 

production. 

 

3. Selection, crossover and mutation methods 

In selection for crossover [4], in this paper, Roulette-

wheel selection method is used. Applying conventional 

crossover methods in our proposed chromosome may 

generate a lethal chromosome. To solve this problem, 

we develop what we call Twice Transformation 

Crossover (TTC). By this method, the chromosome is 

transformed into the shape that can be cross over, and it 

is reversely transformed after crossover to its former 

shape. One point crossover is applied with probability 

CP. The TTC is as shown in Table 2.  As an example, 

from Figure 2, consider Ch1<CEDFAB> and 

Ch2<AFBCDE> be two selected chromosomes for 

crossover. The steps of TTC for generating two 

offsprings, Off1 and Off2, from the two chromosomes, 

Ch1 and Ch2, are explained in Table 3. 

Each gene in the chromosome may be mutated with 

probability MP. Mutation method is to swap the selected 

gene with randomly selected one. 

 

Table 2: Twice transformation crossover method 
1 In non-decreasing order the parts are arranged 

in list L 
2 Take the first gene, i, in the current 

chromosome  
3 While L is non-empty, Do:  

3.1 Replace gene i with its order in list L. 
3.2 Remove part i and update list L 
3.3 i equals next gene  

4 Apply Steps from 1 to 3 to transform two 
selected chromosomes.   

5 Apply one point crossover to generate two 
offsprings 

6 Use the reverse method of steps 1 to 3 to 
transform the two offsprings into the original 
shape 

 

Table 3. An example for the TTC method 
First Chromosome:Ch1< CEDFAB > 
L={A, B, C, D, E, F}, and i = C 
Ch1<3EDFAB> , Update L 
L={A, B, D, E, F}, and i = E 
Ch1<34DFAB>, Update L  
L={A, B, D, F}, and i = D 
Ch1<343FAB>, Update L 
… 
Ch1<343311> 
By the same method Ch2<151111> 
Assume that a one point crossover is randomly 
chosen between position 3 and 4 to generate Off1 
and Off2. 
Off1<151311> and Off2<343111> 
Decode Off1 to original shape: 
L= {A, B, C, D, E, F} 
Off1<A51311>, Update L 
L= {B, C, D, E, F} 
Off1<AF1311>, Update L 
… 
Off1<AFBECD> 
By the same method Off2<CEDABF> 

1~6: Location name 

A~F: Part name 
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4. Stop criteria and GA parameters 

The control parameter values and terminating 

condition used in our GA was selected based on several 

preliminary runs with alternate control parameters and 

terminating conditions on different instances of the 

problem. These values were then used for the test 

problem reported in the computational results. The final 

parameter values are summarized in Table 4. 

 

Table 4. Parameter values for the proposed GA 
Description  Values

 Pop. Size 
 Crossover rate 
 Mutation rate 
 % of solutions replaced by new gen. 
 Stop criteria  

100 
0.9 
0.05 
0.95 
100* 

*Stop after 100 generations without improvement 

 

III. COMPUTATIONAL RESULTS 

1. Test problem 

The developed VACS system is tested on a cell-

production assembly line of a personal computer.  The 

workplace design and the required parts are as shown in 

Figure 3. The workshop shelves layout and the final 

product are as shown in Figures 4 and 5 using VP 

simulator. There are ten varieties of the product in 

which each one contains at most 18 parts. The assembly 

process sequence of each product type is known. The 

parts of the same type are arranged in one shelf. The 

workplace contains one worker, and the movement 

between the shelf and the worktable is in a straight line. 
 

 
Fig.3. Test problem information 

 

2. Results 

Table 5 shows the computational results of 10 runs 

for the PLD system with the proposed genetic algorithm 

and with the random method. Columns 2 and 3 show the 

best total moving distances of the both methods. The 

percentage improvement of the GA and the 

computational CPU time are shown in columns 4 and 5 

respectively. Using T-test at 99% confidence level, we 

find that our developed algorithm makes a statistically 

significant improvement over the random one.   
 

 
Fig.4. workshop floor shown the worktable and shelves 

 

 
Fig.5. 3D configuration of the final product 

 

Table 5. Comparison between PLD with GA and 
without GA (units in meter) 

Simulation
No. 

Random
Method

GA  
Method 

% of 
Imp. 

GA’s CPU 
time (msec)

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 

5087 
5238 
5251 
5226 
5179 
5150 
5157 
5099 
5210 
5227 

5003 
5053 
5053 
5011 
5092 
5027 
5025 
4975 
5190 
5021 

1.65 
3.53 
3.77 
4.11 
1.68 
2.39 
2.56 
2.42 
0.39 
3.95 

718 
795 
780 
920 
468 
843 
921 
1104 
717 
655 

 

A comparison between the fitness curve and the 

distance reciprocal curve of the random method for 

getting a best layout in the first simulation is as shown 

in Figure 6. It is clear from the figure that the random 

method makes a dramatically improvement in the 

beginning after that it continues without gaining any 

improvement. In the other side, the fitness curve is 

getting better. This difference between the two methods 

is because the GA exploits the historical information to 

make improvement, but the random method is not.  

Figure 7 shows the best parts layout location obtain 

using the GA from the first simulation. 
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Fig.6. Best fitness curve 

 

 
Fig.7. Best parts layout using GA from first simulation 

 

3. Visualization by VP simulator 

VP simulator receives the output results from PLD 

system and visualizes the working environment. Figure 

8(a and b) shows snapshots from the virtual production 

of our test problem for the best parts layout locations 

shown in Figure 7. 

 

VI. CONCLUSIONS 

In this paper, we developed VACS system that 

integrated PLD system and VP simulator. The PLD 

system used our developed GA system whose crossover 

method used the original TTC. The PLD system 

obtained a good layout for the parts locations in a 

reasonable computational time. The VP received the 

layout from the PLD system and visualized the working 

environment. 

 

From the computational results, we found that the 

PLD system with the proposed GA was statistically 

significant impact on the results than the PLD without 

the GA. Moreover, the VP simulator can be used for 

educational purposes where the steps of assembling 

process are visualized with animation. 

 

(a) 

 (b) 

Fig.8. Virtual production for the layout shown in Fig.7.  
 

REFERENCES 

[1] Juan Diego Frutos, Denis Borenstein(2004), A 
framework to support customer-company interaction in 
mass customization environments, Computers in 
Industry 54 (2):115-135 
[2] Suresh Kotha (1996), From mass production to mass 
customization: The case of the National Industrial 
Bicycle Company of Japan, European Management 
Journal 14(5):442-450 
[3] Katsuhide Isa, Tsuyoshi Tsuru (2002), Cell 
production and workplace innovation in Japan: Toward 
a new model for Japanese manufacturing?, Industrial 
Relations: A Journal of Economy and Society 
41(4):548-578. 
[4] D.E. Goldberg, Genetic algorithms in search (1989), 
optimization, and machine learning, Addison-Wesley 
 

1.75E-04

1.80E-04

1.85E-04

1.90E-04

1.95E-04

2.00E-04

2.05E-04

0 100 200

F
it

ne
ss

Generation

Fitness
Random method

The Sixteenth International Symposium on Artificial Life and Robotics 2011 (AROB 16th ’11), 
B-Con Plaza, Beppu,Oita, Japan, January 27-29, 2011

©ISAROB 2011 888



Parallelizing Fuzzy Rule Generation using GPGPU

T. Uenishi, T. Nakashima and N. Fujimoto
Osaka Prefecture University, 1-1 Gakuen-cho, Nakaku, Sakai, Osaka

(Tel : 81-72-254-9351; Fax : 81-72-254-9915)
(nakashi@cs.osakafu-u.ac.jp)

Abstract: This paper proposes a method to parallelize the process of generating fuzzy if-then rules for pattern clas-
sification problems in order to reduce computational time. The proposed method makes use of GPGPUs’ parallel
implementation with CUDA, a development environment. CUDA contains a library to perform matrix operations in
parallel. In the proposed method, published source codes of matrix multiplication are modified so that the membership
values of given training patterns with antecedent fuzzy sets are calculated. In a series of computational experiments, it
is shown that the computational time is reduced for those problems that require high computational efforts.

Keywords: fuzzy if-then rule, parallel computation, GPGPU, pattern classification

I. INTRODUCTION

It is known that fuzzy systems based on fuzzy if-then
rules perform well for pattern classification problems [1].
However, the computational cost of a fuzzy system is of-
ten huge when it is applied to high-dimensional problems
with a large amount of training patterns. This is mainly
due to explosive increase in the number of fuzzy if-then
rules that are generated to construct a classification sys-
tem. One solution to this problem is to reduce the number
of rules. For example, the number of rules to be gener-
ated can be restricted, or a small number of fuzzy if-then
rules can be selected by using genetic algorithms [2].

This paper proposes a method for speeding up the pro-
cess of generating fuzzy if-then rules for pattern classi-
fication problems without reducing the number of rules.
The proposed method is to implement the fuzzy-rule gen-
eration process on GPGPU (General Purpose computa-
tion on Graphics Processing Units) in order to reduce the
computational time.

GPUs, which were originally developed for graphics
processing, have a lot of multiprocessors and have poten-
tial for high-speed parallel computation. Implementation
of GPUs is usually done in C programming language us-
ing CUDA (Compute Unified Device Architecture) [3].
To implement with CUDA, it should be considered that
a GPU has its own memories which are only accessible
from the GPU. GPU’s memories are composed of sev-
eral types of devices with different access speeds and ca-
pacities. Thus the efficiency of parallel computing with
GPUs depends on the optimality of the memory access.
However, it is difficult to design the memory access opti-
mally without understanding the details of the hardware
architecture of GPUs. In this paper, we adapt existing
implementation to fuzzy classification system.

A library, called CUBLAS, is included in the CUDA
package [4]. CUBLAS is an implementation of BLAS
(Basic Linear Algebra Subprograms) computation for
GPGPU. It allows us to develop parallel computing pro-
grams more easily without heavily modifying source
codes. While all algorithms in CUBLAS are published

as binary files, some source codes of SGEMM (Single
precision General Matrix Multiply) algorithms have been
published by the developer.

In the proposed method, calculation of the member-
ship values is parallelized by viewing them as matrix cal-
culation, using two matrices which represent antecedent
fuzzy sets and training patterns. The published source
codes of the matrix multiplication in SGEMM are modi-
fied so that the membership values of given training pat-
terns with antecedent fuzzy sets are calculated in parallel.
In a series of computational experiments, the computa-
tional time of the proposed method is compared with that
of the traditional method that only uses a CPU. It is shown
that the proposed method reduces the computational time
for pattern classification problems that have high dimen-
sionality and/or a large number of training patterns.

II. FUZZY RULE GENERATION

In this paper, we propose a method to parallelize fuzzy-
rule generation that is formulated in the fuzzy system by
Ishibuchi et al [1]. It should be noted that the method can
be applied to any forms of fuzzy if-then rules because it
parallelizes only membership calculation. An overview
of the system in [1] is shown below.

In a pattern classification problem with n dimension-
ality and M classes, we suppose that m training patterns,
xp = {xp1, xp2, ¢ ¢ ¢ , xpn}, p = 1, 2, ¢ ¢ ¢ ,m, are given
and each attribute of xp is normalized to a unit interval
[0, 1]. From training patterns we generate fuzzy if-then
rules of the following type:

Rq : If x1 is Fq1 and ¢ ¢ ¢ and xn is Fqn

then Class Cq with CFq,
q = 1, 2, ¢ ¢ ¢ , N,

(1)

where Rq is the label of the q-th rule, Fq = (Fq1, ¢ ¢ ¢ ,
Fqn) represents a set of antecedent fuzzy sets, Cq a the
consequent class, CFq is the confidence of the rule Rq,
and N is the number of rules. We use triangular mem-
bership functions as antecedent fuzzy sets. Figure 1
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shows triangular membership functions which divide the
attribute axis into five fuzzy sets. Suppose that an at-
tribute axis is divided into L fuzzy sets. The membership
function of the k-th fuzzy set is defined as follows:

µk(x) = max
{

1¡ |x¡ xk|
v

, 0
}
, k = 1, ¢ ¢ ¢ , L, (2)

xk =
k ¡ 1
L¡ 1

, k = 1, ¢ ¢ ¢ , L, (3)

v =
1

L¡ 1
. (4)

Compatibility of a training pattern xp with a fuzzy if-
then rule Rq is denoted by µFq (xp) and is calculated as
follows:

µFq (xp) =
n∏

i=1

µFqi(xpi), q = 1, 2, ¢ ¢ ¢ , N, (5)

where µFqi(xpi) is the compatibility of xpi with the fuzzy
set Fqi and xpi is the the i-th attribute value of xp.
µFqi(xpi) is calculated by equation (2).

Equation (5) implies that the same procedure is iterated
for calculating the compatibility of a training pattern with
each fuzzy if-then rule: First calculating the compatibility
for each attribute, and then multiplying them. Therefore,
we can view this process as a function of two matrices.
One matrix represents a set of fuzzy if-then rules. The
size of this matrix is N £ n and is composed of N row
vectors whose lengths are n and elements are antecedent
fuzzy sets Fq. The other matrix represents a set of train-
ing patterns. This matrix is n£m and is composed of m
column vectors whose lengths are n and each column is a
training pattern xp. In the conventional matrix multipli-
cation for two matrices, the (q, p) element of the product,
rqp, is represented as:

rqp =
n∑

i=1

Fqi £ xpi. (6)

We adapt the above calculation to the calculation of mem-
bership value µFqi(xpi) with the same access order as
matrix multiplication. Thus the (q, p) element of the re-
sult, r′qp, is represented as:

r′qp =
n∏

i=1

Fqi ¯ xpi, (7)

where ¯ denotes the membership calculation, i.e., equa-
tion (2). That is, the membership calculation (i.e., equa-
tion (7)) can be regarded as a matrix operation where
product operation is replaced with a membership function
and sum operation is replaced with a product operation.

The number of fuzzy rules to be generated is Ln. That
is, the number of rules increases exponentially for the di-
vision number and the dimensionality.

Attribute value 1.0

1.0

0.0

Membership value ( ))(x
k

µ

( )x

Fig. 1. Triangular fuzzy sets

III. GPGPU

GPUs have a lot of multiprocessors and thus have high
potential for parallel computation. The performance of
GPUs have been improved tremendously. NVIDIA have
released CUDA, a development environment of GPGPU.

In CUDA, functions which are executed on a CPU are
compiled with a c-compiler (we used GCC in this pa-
per). While functions which are executed on a GPU are
compiled with NVCC (NVIDIA CUDA Compiler). Data
and control structures available for GPUs are the same as
that of CPUs. However, a GPU has its own memories
which are only accessible from it. Thus data transporta-
tion between a CPU and a GPU is required before the
actual computation. The basic procedure of GPU com-
puting is composed of four steps: A CPU transports data
to a GPU, the CPU instructs the GPU to calculate, the
GPU executes the calculation, and the GPU transports re-
sult to the CPU. Instructions for a GPU are composed
of threads, blocks, and grids depending on the level of
parallelization. A thread is an atomic execution of the
instructions. A blocks is a set of threads, and a grid
is a set of blocks. CPUs can only send instructions to
grids. Upon receiving the instructions, threads in a block
execute the calculations parallely depending on instruc-
tions, and instructions of blocks in a grid are also exe-
cuted parallely. During the calculations, threads which
belong to the same block can be synchronized and make
use of shared memory whose access speed is higher than
the global memory. The number of thread per block
and the number of blocks per grid need to be deter-
mined. Thus the efficiency of parallel computing with
GPUs depends on the memory access and the compo-
sition of threads, blocks, and grids. However, it is dif-
ficult to design the optimal memory access without un-
derstanding the details of the hardware architecture of
GPUs. As an optimized library of BLAS(Basic Linear
Algebra Subprograms) for CUDA, CUBLAS is published
together with CUDA. In CUBLAS, SGEMM(Single pre-
cision General Matrix Multiply) and DGEMM(Double
precision GEMM) are implemented by Volkov et al [5].
Some source codes of SGEMM are published by them.
Since the memory access of CUBLAS is designed effi-
ciently, user can implement their algorithms without any
concern about memory access diverting the memory ac-
cess of it. In this paper, we modify the source code of
SGEMM so that the calculation of membership values
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are parallelized in order to reduce the computational time.
Representation and processing of floating point on GPUs
follows IEEE754, and we suppose that real numbers on
CPUs and GPUs are both single precision in this paper.

IV. IMPLEMENTATION

As mentioned in Section II, the formulation of mem-
bership values for fuzzy-rule generation is similar to that
of matrix multiplication. We modify the SGEMM algo-
rithm introduced in section III, to be the algorithm to gen-
erate fuzzy if-then rules. Volkov et al [5] published the
SGEMM algorithm that calculates the following equa-
tion:

Cnew = α£A£BT + β £Cold, (8)

where A is a x£ y matrix, BT is a y £ z matrix, and C
is a x£ z matrix. α and β are scalar values. Equation (8)
is calculated parallely by a GPU after initialization by a
CPU. In this paper we specify that α = 1 and β = 0 to
consider only the matrix multiplication. By representing
elements of the matrices as A = (aij), BT = (bij), and
C = (cij) and a temporal variable as t, the procedure to
calculate an element of Cnew, cij , can be shown as the
pseudocode in Fig. 2(a). The parallel procedure to cal-
culate compatibility is shown in Fig. 2(b), where aik is
the label of the antecedent fuzzy set, and bkj is the input
value and µ(aik, bkj) is the membership function of the
input value bkj for the fuzzy set aik. Thus the order to
access the elements of each matrices is the same as that
of the original matrix multiplication. Therefore, the con-
sistency of the parallel computation holds by replacing
addition and multiplication of the elements in matrix mul-
tiplication to multiplication and membership calculation
respectively. In addition, Volkov et al [5] employs 16£ 4
threads per block and (x/64)£ (y/16) blocks per grid to
make the memory access efficient. However, this limita-
tion has no effect on the calculation of the equation. Now
we can parallelize the membership calculation on GPUs
by applying the above procedure to matrices which rep-
resent antecedent fuzzy sets and training pattern sets.

We suppose that xFqi is an element of A, where xFqi is
the mode of the fuzzy set Fqi computed by equation (3):

A =

xF11 . . . xF1n

...
. . .

...
xFN1 . . . xFNn

 . (9)

t = 0
for(k = 1 to y){

t += aik £ bkj

}
cij = t

(a) Matrix multiplication

t = 1
for(k = 1 to y){

t £= µ(aik, bkj)
}
cij = t

(b) Proposed method

Fig. 2. Pseudocodes of the matrix multiplication and the
proposed method

And for a set of training patterns, we set a transposed
matrix BT as follows:

BT =

x11 . . . xm1

...
. . .

...
x1n . . . xmn

 . (10)

By applying the calculation of compatibility modified
from matrix multiplication to the above two matrices, a
N £m matrix C is computed as:

C =

µF1(x1) . . . µF1(xm)
...

. . .
...

µFN
(x1) . . . µFN

(xm)

 , (11)

where a row vector of C corresponds to the compatibil-
ity of rules for each patterns, i.e., equation (5). The pro-
cedure to parallelize fuzzy-rule generation with a GPU
takes the following steps. First, by a CPU, A and BT are
made, and transported to a GPU. Second, the GPU cal-
culates C using the matrix operation for A, BT. Finally,
C is transported to the CPU, and then it determines the
consequents.

V. COMPUTATIONAL EXPERIMENTS

To verify the effect of parallelization with GPUs, the
computational time to generate fuzzy rules with a GPU is
compared to that of a CPU. Table 1 shows the environ-
ment of the experiments. Although GeForce GTX 295
has a dual-chip structure, we use only one chip. In the
experiments, the computational time for solving a two-
class problem is compared. 100 classification problems
with different number of training patterns and dimension-
alities were used to evaluate the computational time. The
number of fuzzy sets for each axis is fixed to two. The
results were averaged to compare the efficiency of the
parallelization. The results of the experiments are shown
in Figs. 3-6. Figure 3 shows how dimensionality of the
problem has an effect on the computational time when the
number of training patterns is 64. Figure 4 shows how di-
mensionality of the problem has an effect on the compu-
tational time when the number of training patterns is 816.
In Fig. 3, the computational time with a CPU is shorter
than that with a GPU when the dimensionality is small.
As the dimensionality increased, the computational time
with a CPU increased drastically while that with a GPU
keeps short. In Fig. 4, the computational time with a GPU
is shorter than that with a CPU constantly. Figures 5 and
6 show that the number of patterns has an effect on the
computational time when the dimensionality of the prob-
lem is 12 or 18 respectively. In Fig. 5, the computational
time with a CPU is shorter than that with a GPU when
the number of patterns is small. However, when the num-
ber of training patterns is large, the computational time
with a GPU is shorter than that with a CPU. In Fig. 6,
the computational time with a GPU is shorter than that
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with a CPU constantly. Thus the parallel computation for
generating fuzzy rules with a GPU has the effect of re-
ducing the computational time except in the case of low-
dimensionality problems with small amount of training
patterns.

Table 1. Environment of the experiments

CPU Intel Core i7 Extreme 945
Clock Frequency 3.20 GHz
Memory Size 5.8 GB
Memory Clock 667 MHz
GPU NVIDIA GeForce GTX 295
Processor Core 240
Processor Clock 1242 MHz
Memory Size 896 MB
Memory Clock 999 MHz
OS Linux x86 64
Development Environment CUDA(NVCC)2.2, GCC4.3

VI. CONCLUSIONS

In this paper, we proposed a method to parallelize
fuzzy-rule generation with a GPU using matrix multipli-
cation that is optimized for CUDA. Computational ex-
periments showed that the method reduced the compu-
tational time when the dimensionality of the problem
and/or the number of training patterns were large. For
future works, we will try to parallelize fuzzy inference
with GPU, or resolve lack of memory on GPU when the
method is applied to problems with further dimensional-
ity and/or the number of training patterns.
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Interactive musical editing system to support human errors and offer 

personal preferences for an automatic piano 
- A method for searching for similar phrases using DP matching – 
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Abstract: We have developed a system that allows a piano to perform automatically. In order to play music in the 

manner of a live pianist, we must add expression to the piano’s performance. In the case of piano music, there are often 

1000 or more notes in the score of even a short piece of music, requiring that an editor spend a huge amount of time to 

accurately simulate the emotionally expressive performance of a highly skilled pianist. Therefore, we have developed 

an interactive musical editing system that utilizes a database to edit music more efficiently. We have analyzed MIDI 

data regarding the performances of highly skilled pianists in order to observe the stylistic tendencies of their 

performances. Our result showed that phrases having similar patterns in the same composition were performed in 

similar styles. Therefore, we developed a system that searches for similar phrases throughout a musical score and 

evaluates the style of their performance. The method of searching for similar phrases uses DP (Dynamic Programming) 

matching. Using the method of searching, we developed a phrase and music search engine. We thought that as long as it 

is able to search for similar phrases, it would be able to search for a tune including the phrase from among various tunes. 

 

Keywords: automatic piano, knowledge database, computer music, DP matching 

 
 

I. INTRODUCTION 

We have developed a performance system for an 

automatic piano. In this system, 90 actuators are 

installed on the 88 keys and the 2 pedals of a grand 

piano. These actuators operate key strokes and execute 

pedaling on the piano. (See Figure 1.1) 

Reproducing music with the piano is similar in some 

ways to reproducing music on the computer. Essentially, 

variations in tempo, dynamics, and so on are needed to 

arrange the respective tones in the desired way. 

However, in the case of piano music, there are 1000 or 

more notes in a score of even a short piece of music, 

and for this reason an editor must spend an enormous 

amount of time working with an arrangement in order to 

simulate the expressions of an actual performance. 

Therefore, in this research, we have developed an 

interactive musical editing system to edit music more 

efficiently
 [1]
. 

We have analyzed MIDI data from the performances 

of highly skilled pianists in order to observe the stylistic 

tendencies of their performances. Our results showed 

that phrases having similar patterns in the same 

composition were performed in similar styles. Moreover, 

we found that the pattern of notes in a score sometimes 

influences the expression of a piece of music. 

In this research we developed a system that searches 

for similar phrases throughout a musical score and 

evaluates the style of their performance. We propose a 

method that uses DP matching as a way to search for 

similar phrases. This system converts notes into 

character strings. In addition, the system runs DP 

matching using character strings and calculates the 

degree of disagreement between these strings. We use 

these calculations as an index to determine whether the 

strings resemble each other. At the end, we introduce a 

phrase and music search engine using the method of 

searching. 

In this paper, we describe the results of searching for 

similar phrases using DP matching. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.1: View of the automatic piano 
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II. Musical Editing Support System 

2.1 System Architecture 

The structure of the system is shown in Figure 2.1. 

The user edits music via the user’s interface on a 

computer display. The user can also access a database 

that has musical grammar, the user’s preferences, and so 

on. As a result, editorial work is reduced and efficient 

editing becomes possible. 

 

 

 

 

 

 

 

 

2.2 Format of Performance Information 

The parameters of performance information are 

shown in Tables 1 and 2. The automatic piano that we 

have developed uses a music data structure that is 

similar to MIDI. We defined performance information, 

dividing it into two categories: the notes and the pedals. 

The note information is comprised of the six parameters 

involved in producing a tone: “Key” (note), “Velo” 

(velocity), “Gate”, “Step”, “Bar”, and “Time”. “Velo” is 

the dynamics, given by the value of 1–127. “Gate” is 

the duration of the note in milliseconds. “Step” is the 

interval of time between notes, and it also exhibits 

tempo. “Bar” is the vertical line placed on the staff to 

divide the music into measures.  

The pedal information is comprised of four 

parameters: “Key” (indicating the kind of pedal: 

“Damper” or “Shifting”), “Velo” (the pedaling quantity), 

“Time” (the duration for which the pedal is applied)”, 

and “Bar”. 

 

2.3 Editing Support Process with Database 

Our system can automatically apply a rough 

performance expression using a Musical Rules Database 

and Score Database. (See Figure 2.2) 

In addition, the system has Preference Database, 

which stores the editing characteristic of the user. 

 

 

 

 

 

 

 

 

 

 

2.3.1 Musical Rules Database 

This database contains the architecture of musical 

grammar necessary to interpret symbols in musical 

notation. It is composed of five tables containing 

“Dynamics marks”, “Articulation marks”, “Symbol of 

Changing Dynamics or Changing Tempo” (symbol that 

affects the speed of a note or the increase or decrease of 

the volume), “Time signature”, and “Tempo marks”. 

Analyzing a music symbol according to its usage 

allows efficient information processing by the system. 

 

2.3.2 Score Database 

This database has symbols including time signatures, 

notes, rests and so on in standard musical notation. 

Symbols were pulled together in order of bars, and bar 

symbols were arranged in a time series. Performance 

expression in itself is only information such as pitch, 

strength, and length and concerns only the enumeration 

of a sound. Because the identification of each sound is 

difficult, editing of the performance expression is 

difficult. By adding the Score Database’s information to 

performance expression, we can connect each note to its 

enumeration. In doing so, it becomes easy to edit each 

phrase. 

This database consists of three tables, the “Element 

table” (showing the position of the note and the 

composition of the chord), the “Symbol table” (showing 

the position of the music symbol) and the “Same table” 

(showing the position of the repetition of the phrase). 

The Element table contains the field “Note Value”. 

Data in this field indicates the type of note, e.g., a 

quarter note, a triplet, and so on. “Note Value” is 

expressed by three hexadecimal numbers, which are 

shown in Figure 2.3.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.1: Structure of the editing system 

Figure 2.2: Automatic translation with database 
Figure 2.3: Note Value 

① Note or Rest (0: Note, 1: Rest) 
② Note Value (000: A whole note, 001: A half note …etc) 
③ Tie (If the note has a tie then this number is 1.) 
④ Ornament  

(If the note has an ornament then this number is 1.) 
⑤ The number of dots  

(Exceptionally, if it is “11” then the note is tuplet.） 
⑥ Additional Information 

The number of tuplets. (Triplets: 0011) 
The type of an ornament. (Trill:010）         etc… 
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III. Searching for Similar Phrases 

As a result of the analysis, it was found that phrases 

of the same pattern existing in the same tune are 

performed in a similar expression. This time, we used 

DP matching to search for similar phrases.  

3.1 DP matching 

DP matching is a technique used widely in the field 

of speech recognition, bioinformatics and so on. It has a 

feature that can calculate the similarity between two 

words that are different in a number of characters from 

each other.  

In Figure 3.1, the route of minimum cost in each 

point is taken, and the route with the lowest cost is 

assumed finally to be the optimal path. The cost at that 

time is defined as the distance between patterns. In this 

system, this distance is handled as a threshold to judge 

whether the phrases are similar to each other. 

For example, if the cost moves up or to the right, 

then it is increased by 1. If it moves to the upper right, 

then it does not increase. Also, if the characters do not 

correspond in each point, then the cost is increased by 5. 

 

 

 

 

 

 

 

3.2 Searching with DP matching 

In this passage, we describe a method of searching 

with DP matching. We had to convert a musical score 

into character strings (a Note Pattern) before searching 

for similar phrases. This process is explained below. 

 

3.2.1 Note Pattern 

Our system converted a score into a Note Pattern 

using Note Values (See Passage 2.3) in order to perform 

DP matching. Of the three columns of Note Values, we 

used the two columns on the left. The system replaces 

numbers in the second column with letters of the 

alphabet (from G) because a letter, being a different 

notation than that used in the first column, allows the 

expression of one note with two columns. An example 

of a Note Pattern conversion is shown in Figure 3.2. 

 

 

 

 

 

 

 

 

3.2.2 The Method of Searching 

The flow of the similar phrase search is shown in 

Figure 3.3. 

 
 

 

Essentially, three rounds of search processing are 

performed. The first processing round narrows down the 

points to those having a resemblance in all search 

ranges. A pattern with the same number as the search 

phrase is pulled out, and the distance between the two 

patterns is calculated using DP matching. If they are in 

complete accord (distance = 0), then the phrase is stored 

in the Similar Table. If the distance is lower than the 

threshold, then the phrase is stored in the Temporary 

Table. (See Figure 3.4) 

 

 

 

 

 

 

 

 

 

 

 

 

 In the second round of processing, DP matching is 

performed again using the phrases in the Temporary 

Table while increasing the number of characters. In 

other words, the system looks for the most similar 

phrases in the surrounding phrases. The threshold of this 

system is decided by trial and error. (See Figure 3.5) 

 

 

 

 

 

 

 

 

 

Figure 3.2: Example of Note Pattern 

Figure 3.1: DP matching 
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Figure 3.4: The first process 

Figure 3.5: The second process 

Figure 3.3 The flow of the similar phrase search 

The Sixteenth International Symposium on Artificial Life and Robotics 2011 (AROB 16th ’11), 
B-Con Plaza, Beppu,Oita, Japan, January 27-29, 2011

©ISAROB 2011 895



VI. Phrase and music search engine 

We can use this system to search for similar phrases 

in a piece of music. Thereupon, we thought that as long 

as it is able to search for similar phrases, it would be 

able to search for a tune including the phrase from 

among various tunes.  

Therefore, we developed a phrase and music search 

engine. It searches a tune from various tunes with one 

phrase of voice data. The voice is first inputted; then the 

interval between the sounds of the inputted voice data is 

converted back to notes according to the tempo of music. 

As a result, we thought would be able to search for 

sequence similarity to the phrase rhythm and notes. The 

search strategy uses 3.2.2 The Method of Searching. 

 

4.1 Processing that inputs voice 

It is shown that voice is input in the shape of waves 

as shown in Fig. 1. The vertical axis of Fig. 4.1 shows 

loudness (mdB), and the horizontal axis shows time. By 

setting a threshold on the vertical axis, the presence of 

voice can be recognized. The interval of this sound is 

measured as the time. In other words, as shown in Fig. 1, 

the interval of sound is the period between the initial 

iterative peak and the next time the sound iterative peak. 

The shapes of the waves tell us the note values (See 

section 2.3) of the phrase. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

4.2 Search Experiments and Discussion 

We searched for music using the phrase and music 

search engine. The search phrase was the phrase from 

fourth sound of bar 24 to first sound of bar 27 of “asita 

ga arusa” ULFULS. Results were set to output phrases 

with a distance of 20 or less. Table 4.1 summarizes the 

results. Looking at the results, “asita ga arusa” has the 

smallest average distance. Thus, the system can find 

“asita ga arusa” to select smallest average distance 

sound. 

 

 

Table 4.1: Search results 

Name of sound 
Number of searches 

for phrases 

The average distance 

between the phrase 

Sekai ni hitotu dake 

no hana 
46 17.20 

Asita ga arusa 128 16.98 

Agehatyou 9 18.33 

Asuhe no tobira 26 18.42 

Can you keep a 

secret 
135 17.12 

Haruka 83 17.01 

Pieces of a dream 47 17.91 

Tenntai kannsoku 13 19.62 

sakura 1 20.00 

 

V. CONCLUSION 

We designed methods of searching for similar 

phrases using DP matching and combined these 

functions into a single system. 

In a similar phrase search, the system was able to 

find similar phrases using DP matching in a short time, 

and it was even possible to find phrases whose 

resemblance might not be immediately apparent. 

In the phrase and music search engine, we develop a 

system to search for tune by inputting the data of a 

voice performing the tune. The interval between the 

sounds of the inputted voice data is converted it into a 

note according to the tempo of music. By this, we can 

search for sequence similarity to the phrase rhythm and 

notes. 

In this study, we were able to perform similar phrase 

searches and searching for tune by voice. In our future 

research we will perform evaluations with different 

pieces of music and will evaluate the existing system. In 

addition, we will develop the voice-input search system 

to perform a search for changes in pitch. 
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Figure 4.1: Result of sound input 
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Subsurface imaging for anti-personal mine detection by Bayesian super-resolution with
Smooth-gap prior
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Abstract: Ground penetrating radars (GPRs) have been studied to reconstruct a subsurface image. Signal observed
by the GPRs typically includes very strong noise and reconstruction of the image is a difficult task. We propose a
new subsurface imaging method based on the framework of the Bayesian super-resolution. In the framework, we can
incorporate additional information into the reconstructed image by considering a smooth-gap prior, which can represent
smoothness of the subsurface image and gaps between materials, and improves the quality of the reconstructed image.
We investigated performance of the proposed method with a synthetic GPR dataset, and confirmed the validity of the
proposed method.

Keywords: Subsurface Imaging, Inverse problems, Smooth-gap prior

1. Introduction

In the past, anti-personnel mines were mainly made
from metals and hence metal detectors were typical tools
for detecting buried anti-personnel mines. However, recent
plastic mines are difficult to detect because they include few
metal parts. Highly sensitive metal detectors may enable us
to find plastic mines, but they also induce high false detec-
tion error caused by small metallic pieces such as nails or
cans. To overcome this difficulty, ground penetrating radars
(GPRs) have been studied. A GPR transmits electromag-
netic waves into a ground surface, observes the reflected
waves, and reconstructs an image that represents the con-
dition of the ground subsurface. An observed signal in-
cludes very strong noise that degrades the quality of the
reconstructed image and the performance of detection. To
improve the image quality, some methods for subsurface
imaging with GPRs have been proposed.

Feng and Sato [1] tried to reconstruct the subsurface im-
age by applying the pre-stack migration (which is a subsur-
face imaging method) for synthetic aperture radars (SARs).
A SAR has two or more antennas that transmit or receive
electromagnetic waves. The method improves the image
quality and shows clear shapes of objects, however, still has
noise in the reconstructed image, and the resultant image
causes high false positive error for mine detection. Gur-
buz et al. [2] formulated the imaging problem as an inverse
problem based on the model used in [1], and applied the
Dantzig selector, which assumes sparseness with respect to
the existing probability of buried objects. The assumption
of the sparseness is a kind of regularization for the inverse

problem, and the method for reconstructing images is more
informative for specification of the location of subsurface
objects. However, the reconstructed images lose informa-
tion on the shapes of objects, which makes it difficult to
distinguish mines from other objects.

We propose a new subsurface imaging method based on
the Bayesian inference. In the Bayesian framework, we can
incorporate additional information into the reconstructed
image by considering a smooth-gap prior. The prior can
describe smoothness of the subsurface image as well as
gaps between materials, by introducing binary latent vari-
ables representing whether there is a gap or not between
two points. However calculation of the posterior distribu-
tion using the prior is not computationally feasible because
marginalization of latent variables for all pair of points re-
quires exponential computation time. To overcome the dif-
ficulty, we employ the Variational-Bayes (VB) method, in
which the posterior is assumed to be written in a factorized
form. We investigated performance of the proposed method
with a synthetic GPRs datasets, and confirmed the validity
of the proposed method.

2. Bayesian Framework

The GPRs use electromagnetic waves to explore the
subsurface of the target. In this paper, we consider a bistatic
GPR, which has two antennas, one of which transmits
electromagnetic waves and the other receives the reflected
waves. For subsurface imaging, the GPRs observe the re-
flected signals yk ∈ RNt at k-th scan points and are moved
to the next scan point; and as a whole, a dataset {yk}Kk=1
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is observed. We assume that the transmitted waves are re-
flected at only the boundary of two materials with different
dielectric constants and then the received signals include
information on the boundary in the subsurface. Addition-
ally, we assume that the observed signals at the scan point
are represented as a linear superposition of reflected signals
from points over the boundary at a scan point. In a practi-
cal sense, there are interactions among the reflected signals
from points in the subsurface and then the assumption of
linear superposition cannot be appropriate; however, we use
the model for simplicity.

Let us consider a physical model that represents a rela-
tionship between the received signal reflected from a point
p and the transmitted signal s(t) as

ζk,p(t) =
σps(t− τk(p))

Ak,p
(1)

where ζk,p(t) is the received signal reflected from the point
p in the subsurface at the k-th scan point, τk(p) is the total
round-trip delay between the antennas and the target point p
at the k-th scan point, σp is the reflection coefficient of the
target point and Ak,p is a scaling factor accounting for loss
of the signal. Note that the reflection coefficient is positive
when the target point p is on the boundary of two materials
with different dielectric constants, and otherwise is zero. A
whole model of the observed signal dk(t) at k-th scan point
is the superposition of reflected signals and then is written
as

dk(t) =
∫∫∫

Ω

ζk(x, y, z, t)dxdydz (2)

where Ω is a target region of interest. This is called the
point-target model [1][2].

To calculate the right hand side of (2), we discretize the
integration in (2) as follows:

dk(ti) =
N∑

j=1

s(ti − τk(j))
σ(j)
A(k, j)

(3)

where j is an index of a discretized point in the target re-
gion Ω, ti = t0 + i/Fs, t0 is an initial time of measurement
and Fs is a sampling frequency. We observe that a vector
dk = (dk(t0), . . . , dk(tNt−1))t of dk(t) is written as

dk = Wkx (4)

where x is an N -dimensional vector whose n-th element is
σ(n)/A(k, n) and Wk is a matrix whose (i, j) component
is

Wk(i, j) = s(ti − τk(j)) (5)

Here we assume that the GPRs measurement data at k-th
scan point is represented as

yk = Wkx + ε (6)

where ε is measurement noise. Note that the n-th element
of x represents a reflectivity profile corresponding to the
n-th point in the target subsurface space. In other words,
x corresponds to the subsurface image itself of the target
space and then our goal is to estimate x using the observed
dataset {yk}Kk=1.

2.1. Probabilistic formulation

We assume that a probability distribution of the mea-
surement noise ε is given by an isotropic Gaussian with a
mean vector 0. Then a conditional distribution of yk given
x is written as

p(yk|x) = N (yk|Wkx, β−1I), (7)

=
1
Z

exp
(
−β

2
||yk −Wkx||2

)
(8)

where β is a prediction parameter and Z is a normalization
constant. As a prior distribution of x, we employ the fol-
lowing smooth-gap prior distribution [3]

p(x) =
∑

η

p(x,η), (9)

p(x,η) =
1
Z

exp
(
−ρ

2
E(x,η)

)
(10)

where η is a vector of binary latent variables, each of which
represents the gap between two materials, ρ is a hyper pa-
rameter that controls the strengh of the effect of the prior
distribution, andE is an energy function defined as follows:

E(x,η) =
∑
i∼j

(
ηij(xi − xj)2 + (1− ηij)λ

)
. (11)

The summation
∑

i∼j is taken over all pairs of neighboring
pixels. The latent variable ηij represents the local charac-
teristics of the prior and indicates whether a pair of pixels
take similar values or not. When ηij = 1, the pixels i and
j are smoothed due to the quadratic penalty, and there is
no effect for the smoothing when ηij = 0. Thus, this prior
controls
whether there is a gap or not between two materials by the
latent variable η.

We can rewrite the joint distribution (10) as

p(x,η) = p(x|η)p(η) (12)

where,

p(η) = Ber(η|ν), (13)
p(x|η) = N (x|0, ρ−1A−1

η ). (14)
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Here, ν = 1/(1 + exp(−λρ/2)) is a parameter for the
Bernoulli distribution Ber(η|ν) =

∏
i∼j ν

ηij (1 − ν)1−ηij ,
and (i, j) component of a matrix Aη is defined by

[Aη]ij =


∑

k∈N(i) ηik, i = j,

−ηij , i ∼ j,
0, otherwise,

(15)

where N(i) is the set of neighboring pixels of the pixel i.
Then the posterior can be strictly calculated as follows:

p(x|{yk}Kk=1) =
p(x)

∏K
k=1 p(yk|x)

p({yk})
(16)

=
∑

η

p(η|{yk})N (µη,Ση), (17)

where

Ση =

[
ρAη + β

(
K∑

k=1

Wt
kWk

)]−1

, (18)

µη = βΣη

(
K∑

k=1

Wt
kyk

)
. (19)

We employ the maximum a posteriori (MAP) estimate∑
η p(η|{yk})µη of (16) for the estimated of subsurface

image x̂. However, since this estimate has the summation
over all pairs of neighboring pixels, it requires exponential
order of computational complexity and hence it is impossi-
ble to explicitely compute the estimate. To cope with this
problem, we employ Variational-Bayes (VB) method to ap-
proximate the posterior in this study.

2.2. Variational-Bayes method

For the VB approximation, we introduce a trial distribu-
tion q(x,η) which maximizes the variational-
energy function

F (q) =
∑

η

∫
q(x,η) ln

p(x,η, {yk})
q(x,η)

dx. (20)

The trial distribution can approximate p(x,η|{yk}) since
maximization of the variational-energy function with re-
spect to q is equivalent to minimization of Kullback-Leibler
divergence between p(x,η|{yk}) and q(x,η). Although
the trial distribution can be an arbitrary probability distribu-
tion for the unknown variables x and η in principle, for the
sake of tractability, we assume that it can be factorized as:

q(x,η) = qx(x)
∏
i∼j

qηij (ηij). (21)

Under the assumption, the optimal trial distribution
maximizing (20) is analytically given as

q∗x(x) = N (x|µ,Σ) (22)

where

Σ =

(
ρEη[Aη] + β

K∑
k=1

W t
kWk

)−1

, (23)

µ = Σ

(
β

K∑
k=1

W t
kyk

)
, (24)

and,

q∗ηij
(ηij) = Ber(ηij |νij) (25)

where

νij =
1

1 + exp(−ρ
2 (λ− Ex[(xi − xj)2]))

. (26)

We employ µ in (22) as the approximated variable of the
estimated subsurface image x.

3. Experiments

In this section, we examined performance of the pro-
posed methods by comparing with the existing methods
(Feng and Sato [1] and Gurbuz [2] ) using a synthetic GPR
dataset. We created a target space as shown in Fig. 1(a):
three objects (rectangle, diamond shape, “O”) are buried in
the target space. The GPR space-time observation {yk}Kk=1

is generated by (6), in which the SNR is 15 dB. In this
experiment, the transmitter-receiver distance is 10 cm and
both antennae are a height of 10 cm. The number K of
GPR scan points is 400 and an interval of each scan point is
uniform.

Results by the Feng and Sato method, and the Gur-
buz method are shown in Fig. 1(b) and (c), respectively.
In our Bayesian approach, we applied three kinds of prior
distributions, the non-informative prior, the smooth prior
[4] and the smooth-gap prior defined by (9). The non-
informative prior is given by p(x) = N (x|0, Z−1) with
a precision matrix Z−1 = 0, whose posterior mean is
written as x̂ = (

∑K
k=1 Wt

kWk)−1
∑K

k=1 Wt
kyk. The

smooth prior is a special case of (9) and is given by set-
ting ηij = 1(∀i, j), which results in x̂ = (ρAη|η=1 +
β
∑K

k=1 Wt
kWk)−1β

∑K
k=1 Wt

kyk. Figure 1(d), (e) and
(f) respectively show the reconstructed subsurface images
with the non-informative prior, the smooth prior (β = 0.1,
ρ = 1.0) and the smooth-gap prior (λ = 0.04, β = 0.1, ρ =
1). While the proposed method with the non-informative
prior (Fig. 1(d)) failed to reconstruct the subsurface im-
age,the proposed method with the smooth prior (Fig. 1(e))
and the smooth-gap prior (Fig. 1(f)) could reconstruct the
subsurface image by which we can recognize shapes of
three buried objects. Also, Fengs method (Fig. 1(b)) could
reconstruct the image; however, boundaries of target objects
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(a) (b) (c)

(d) (e) (f)

Figure 1: (a) Target space in which three objects are buried: Horizontal axis represents a spatial position in a lateral
direction and vertical axis represents the depth. (b) Feng and Sato method, (c) Gurbuz method, (d) Proposed method with
the non-informative prior, (e) Proposed method with the smooth prior, (f) Proposed method with the smooth-gap prior

were obscure compared with Fig. 1(e), (f), and we cannot
find the object shaped like a “O”. The resultant image by
the Gurbuz method in Fig. 1(c) distinctly indicated points of
existing objects because of the assumption of the sparseness
with respect to the existing probability of buried objects.
However, information on shapes of buried objects was lost
and it is difficult to determine whether the detected object
is a landmine or not.

To investigate the quality of the reconstructed subsur-
face image, we calculate a normalized SNR of the image re-
constructed by the proposed method, with the smooth prior
and the smooth-gap prior, and the method of Feng and Sato,
respectively. We define a normalized SNR between the true
subsurface image and the reconstructed image as

10 log10

||xtrue/maxxtrue||2

||x̂/max x̂− xtrue/maxxtrue||2
[dB] (27)

where xtrue is a vector associated with Fig. 1(a) and x̂ is
an estimated vector. The result of Feng and Sato method is
-1.96 dB, Gurbuz method -0.119 dB, and the results of the
proposed method with the smooth prior and the smooth-gap
prior are 5.96 dB and 6.176 dB, respectively. Then we ob-
serve that the proposed method significantly outperformed
the method of Feng and Sato, and also, the smooth-gap
prior which can represent gap information, improved per-
formance compared to the smooth prior.

4. Conclusion

In this paper, we proposed a new subsurface imaging
method based on Bayesian framework which enables us to
use prior knowledge such that represents the smoothness
of the subsurface and the gap between two materials. We
observed that the proposed method attained better perfor-
mance compared with conventional methods for the syn-
thetic dataset. Application of the proposed method for real
datasets will be a future work.
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1. Introduction 
 
Technologies that can accurately perform minute work 

are now being sought for both medical treatment and in 

the field of manufacturing semiconductors. Such minute 

work is improved by using micromanipulators, but their 

operation is difficult because the operator has no sense of 

force; he or she relies only on sight through a microscope. 

As a result, a person skilled in the use of this technology 

is needed for all minute work. The efficiency of minute 

work would be improved if the operator were able to 

have a sense of force while using a manipulator. 

Here we describe the development of a more efficient 

system for minute operations. Our aim was to develop a 

system using not only the sense of sight through a 

microscope but also a sense of force from the 

manipulator. For this fundamental research, a system was 

created to assess the reaction force when a minute 

sample was touched. A cantilever was used to touch the 

sample, and the reaction force was obtained from the 

degree to which the sample bent. In addition, we used a 

haptic device and amplified the force feedback from a 

minute sample of a virtual object.  

 

2. System Structure 
 

2-1. System summary 

 

The structure of the system is shown in Fig. 1a, and a 

schematic view is shown in Fig. 1b. This system consists 

of a microscope with an automatic x-y stage, a piezo 

stage, a feedback stage controller to control the x-y stage, 

a piezo stage controller, a haptic device for transmitting 

force feedback (Fig. 2), a cantilever (Fig. 3), and a PC 

via which the user can control and operate these 

components. The sample was fixed on the x-y stage by 

an injector (Fig. 4) and a holding pipette (Fig. 5). When 

the cantilever, which was fixed to the piezo stage, 

touched the sample, the operator could maintain the 

cantilever’s position by obtaining the value of the 

reaction force through the interface. The resolution of the 

piezo stage is 1 nm. Table 1 gives the specifications of 

the injector, and Table 2 gives the specifications of the 

holding pipette.  

 

 

 

 

 

 

 

 

 

 

 

Fig. 1a. Photograph of the structure of the system. 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1b. A schematic view of the system’s structure.
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Fig. 2. Haptic device.     Fig. 3. Cantilever. 

 

 

 

 

 

    

 

              

       

Fig. 4. Injector.            Fig. 5. Tip of holding pipette. 

 

Table 1. Specifics of the injector. 

Drive distance 40 mm 

Braking distance 800 μ|| 

Size 200×80×30 mm 

Weight 2 kg 

 

 

Table 2. Specifics of the holding pipette. 

Length 60 mm 

Inside diameter 13 μm 

 

 

2-2. Haptic device 

 

Figure 6 is a diagram of the haptic device. It consists 

primarily of a rotor, a laser, and a position-sensitive device 

(PSD). We installed a coil on the rotor with a polarity magnet, 

which generated electromagnetic induction by an electric 

current and a magnetic force. The angle of the rotor can be 

measured by the laser and the PSD. The rotor was able to 

follow any input waveform. 

 

 

 

 

 

 

 

 

 

Fig. 6. Diagram of the haptic device. 

 

 

The actuator is controlled by a servomechanism on the 

actuator. Therefore, the system driving the actuator consisted 

of four actuators: a microcomputer, an inputting AD/DA port, 

an outputting microcomputer, and a PC outputting order 

value. The system controls the actuator during each part of 

the process. Figure 7 shows the structure of the haptic device.  

 

 

 

 

 

 

 

 

Fig. 7. Structure of the haptic device. 

 

The actuator, whose actions are governed by the PD 

control, is operated through a digital differential calculus 

device. A transfer function for the quadratic function system 

shown in Fig. 8 is provided for the actuator servo system. The 

role of each parameter of the control system is to adjust the 

total offset to a master in Gi/Gif, to regulate the item 

viscosity/resonance point in Gp/Gv, and to regulate the total 

gain in Gm. Table 3 is a list of the control parameters of the 

servomechanism system. 

 

 

 

 

 

 
Fig. 8. Block diagram of the servomechanism system. 

 

Table 3 Control parameters of the servomechanism system 
 
 
 
 
 
 
 
 
 
 

 
3. Measuring the reaction force 

 

The reaction force is used to calculate the force that is 

applied by the minute object. In this experiment, we touched 

the minute object with the cantilever shown in Fig. 3, and the 

reaction force was obtained from the degree of bend of the 

cantilever. The layout of the experiment is shown in Figs. 7 

and 8, and the environment of the experiment is shown in 

The Sixteenth International Symposium on Artificial Life and Robotics 2011 (AROB 16th ’11), 
B-Con Plaza, Beppu,Oita, Japan, January 27-29, 2011

©ISAROB 2011 902



Figs. 9 and 10. As a result of this experiment, we obtained the 

reaction force applied by the minute object. 

 

 

 

 

   

 

 

 

 

Fig. 9. Environment of the experiment. 

 

 

 

 

 

 

 

 

 

 

 

Fig. 10. Close-up of the environment of the experiment. 

 

 

 

 

 

 

 

 

 

 

 

Fig. 11. Cantilever touching the tip of the holding pipette. 

 

 

 

 

 

 

 

 

 

 

 

Fig. 12. The cantilever detection program. 

 

Figure 11 shows the cantilever touching the tip of the 

holding pipette. Figure 12 shows the experiment that 

measures the reaction force of the downy hair.  The image 

processing speed of the cantilever was improved by the 

tracking process. The bend of the cantilever is assumed to be 

linear-elastic so that Hooke’s law may be applied. The 

restoring force, F, of the bend of the cantilever is given by 

kxF =     (1) 

where x is the compression distance from the equilibrium 

position, and k is the spring constant. 

 

4. Deforming the sample in simulation  
 

In this study, we aimed to build a working system using a 

microscope, a haptic device, and a simulation. A fundamental 

element was the simulation of the deformation of a minute 

object. Figure 13 shows the graphical user interface (GUI) of 

the simulator. A graphic tool is created using OpenGL to 

draw the object and to choose the shape of the sample, for 

instance, a cube or sphere. A dynamic model of the sample 

consists of a spring-mass array of mass points in both the 

vertical and horizontal directions. An example of the 

arrangement of mass points is shown in Fig. 14. When a 

force was applied at a mass point, the simulation calculated 

the speed of all mass points that had been affected. The image 

is renewed after every ten calculations. 

We defined a spring as having a size but no weight, and a 

mass point as having a size, a weight, and a rigid body. An 

arbitrary mass object can be placed on a spring on a bitmap 

(Fig. 15). In addition, a sample can be seen from various 

viewpoints, and the deformation of the sample, which is 

impossible to observe by microscope, can be checked. The 

shape of this object can be either a cube or a sphere, and any 

point may be selected as a fixed point or an operating point. 

 

 

 

 

 

 

 

 

 

    Fig. 13. Simulator.         Fig. 14. Arrangement of 

mass points 

 

 

 

 

 

 

 

 

 

Fig. 15. Placing an arbitrary object on a bitmap. 

 

 

The calculation method for the displacement of each mass 

point is based on Newton’s equation of motion (Eq. 1) using 
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the Euler method. A mass point is linked to an adjacent mass 

point at both ends of a spring. When the spring between the 

mass points is in the equilibrium position, the restoring force, 

F, is the sum of the elastic force of the construction spring and 

the shear spring, and the viscous force is given by 

 

Fma Σ=            (2) 

 

where m  is mass and a  is acceleration. 

 

 

 

 

 

 

 

 

Fig. 16. Elasticity. 

 

FΣ  is the sum of the elastic force of the construction 

spring and shear spring, the viscous force, and the damping 

force. To obtain F , we divided the restoring force into 

F damping, F spring, and F viscous. Equation 2 gives the 

following equations using the model shown in Fig. 16: 

 

ijspring FF Σ=     (3) 

 

iddamping vCF −=     (4) 

 

)( jivviscous vvCF −−=    (5) 

 

viscousdampingspring FFFF ++=Σ   (6) 

 

where C d is the damping factor, C v is viscosity, and v i 

and v j are the velocities. 

 

 

5. Conclusion 
 

In the present study we evaluated whether the force 

feedback could be amplified by touching a virtual object with 

a haptic device in a PC. We found that it is possible to 

amplify the reaction force, but we were unable to create a 

large enough reaction force for a worker to feel its elasticity. 

Future research should focus on building a system that 

allows a reaction force to be detected and shown more 

precisely. Such a system would make it possible to test 

smaller samples. 
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Trajectory Control of Biomimetic Robots  for Demonstrating 
Human  ArmMovements 
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Abstract: This study presents the trajectory control of biomimetic robots by developing human arm trajectory planning. 
First,  the minimum  jerk  trajectory  of  joint angles  is  analytically  produced,  and  the  trajectory  of  elbow  joint angle  is 
modified  by  time adjustment  of  joint motion  of  the  elbow  relative  to  the  shoulder. Next,  experiments  in which  gyro 
sensors are utilized have been conducted, and produced trajectories are compared with observed ones. According to the 
results, the validity of this proposed trajectory control for demonstrating human arm movements has been evaluated. 

Keywords: biomimetic robot,  human arm movement,  trajectory planning, gyro sensor 

I. INTRODUCTION 
It  is  an  important  issue  for  biomimetic  robots  not 

only to design appearance resembling a human arm but 
also  to move  its  arm  along  humanlike  trajectories. An 
effective  method  for  controlling  biomimetic  robots 
along such trajectories is to apply human arm trajectory 
planning.  Here,  the  criteria  such  as  joint  torque 
change[1]  and  consumed  energy[2]  are  proposed  for 
characterizing  human  arm  trajectory.  The  optimal 
trajectories  minimizing  these  criteria  have  good 
agreements  with  human  arm  trajectories  if  movement 
duration  and  arm  parameters  are  properly  set  up.  This 
optimal  trajectory  is  sensitively  influenced  by  the 
change  of  movement  duration  or  external  load.  In 
contrast,  the  hand  path  and  velocity  profile  of  human 
arm  trajectory  is  kept  invariant  when  the  movement 
duration or the external load is changed[1]. In addition, 
numerical  calculations  for  producing  optimal 
trajectories  become  extremely  difficult  to  converge 
under  specific  movement  conditions.  Consequently, 
such criteria have difficulty with these problems for the 
trajectory planning of biomimetic robots. 

Meanwhile,  it  is  possible  to  formulate  humanlike 
trajectories which satisfy with  the  invariant property,  if 
we  assume  the  trajectory  planning  geometrically 
determined.  Here,  the  criteria  defined  by  derivative  of 
the hand position including jerk in Cartesian coordinates 
have  been  proposed[4].  The  produced  hand  velocity 
profile  is  always  bell­shaped  and  shows  property  of 
human  arm  trajectory.  However,  curved  hand  paths 
occasionally  observed  in  human  arm  movements  can 
not  be  demonstrated,  since  the  produced  path  is 
consistently  straight.  Such  curved  paths  can  be 
represented  by  supposing a  linear  relationship  between 
the  shoulder  and  the  elbow  angles  in  joint  angle 
coordinates. Furthermore, this idea leads to an important 
fact that most of human hand paths can be duplicated by 
adequately setting a time delay of joint motion onset of 
the  elbow  relative  to  the  shoulder[5].  However,  there 

remains a crucial problem that a hand trajectory can not 
be  produced  unless  the  human  trajectory  to  be 
duplicated is given. 

This  study  presents  the  trajectory  control  of 
biomimetic  robots.    At  the  beginning,  the  minimum 
jerk  trajectory  of  joint  angles  is  analytically  produced, 
and  the  trajectory  of  elbow  joint  angle  is modified  by 
time adjustment of joint motion of the elbow relative to 
the  shoulder.  As  regards  time  adjustment,  a  newly 
provided  case  in  addition  to  a  case  reported  in  a  past 
literature[5]  is  taken  into  account.  This  time  of  elbow 
joint motion to be adjusted is numerically determined so 
as to reach the maximum hand velocity at the midpoint 
of movement. Consequently, the hand trajectory derived 
from  the  joint  angle  trajectories  can  be  uniquely 
produced  once  the  initial  and  target  positions  and 
movement  duration  are  given.  Subsequently, 
experiments have been conducted in which gyro sensors 
are  utilized  for measuring  angular  velocities with  high 
accuracy  and  high  resolution.  Then,  trajectories  are 
numerically produced by use of the movement condition 
observed  by  experiments,  and  they  are  compared with 
observed  ones  in  joint  angle  coordinates  and Cartesian 
coordinates.  Finally,  it  is  shown  that  the  proposed 
trajectory control is reasonable for biomimetic robots to 
demonstrating human arm trajectories. 

II. METHODS 
A. Trajectory formation 

Human  trajectories  sometimes  show  a  linear 
relationship between a shoulder and an elbow angles in 
joint  angle  coordinates[3],[5].  With  respect  to  this 
relationship,  the  trajectory  planning,  so  called 
“staggered interpolation” has been proposed. According 
to this method, most of hand paths can be reproduced if 
a  linear  relationship  between  these  two  angles  is 
initially  supposed,  and  a  time  delay  of  joint  motion 
onset  of  the  elbow  relative  to  the  shoulder  is 
appropriately  provided.  However,  this  time  delay  can
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not  be  determined  unless  the  human  trajectory  to  be 
duplicated  is  given.  Besides,  the hand  velocity  profile, 
in  some movement  conditions,  becomes  distorted  bell­ 
shape.  In  our  study,  these  problems  are  overcome  by 
newly  developed  trajectory  planning  which  reflects 
properties  of  human  arm  trajectory  in  Cartesian 
coordinates. 

At  the  beginning,  the  performance  criterion  of  a 
minimum jerk in a joint angle space is defines as 

∫ + =  f t  dt t t J 
0 

2 
2 

2 
1  ) ) ( ) ( ( 

2 
1 θ θ & & & & & &  ,  (1) 

where θ1(t) and θ2(t) are shoulder and elbow angles, and 
tf  is a movement duration. When the initial condition of 
movement is given by 
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the optimal trajectory becomes 
2 , 1 ), 10 6 15 )( ( ) (  3 5 4 = − − − + =  i s s s s  if is is i θ θ θ θ  , (3) 

where s= t/ tf  is a normalized time. The trajectory given 
by  Eq.  (3)  shows  a  perfect  linear  relationship  between 
two  angles.  However,  the  hand  velocity  profile  in 
Cartesian  coordinates  does  not  necessarily  show  the 
maximum  velocity  at  the  midpoint  of  movement.  In 
other words,  it  does not,  in  a precise  sense,  implement 
the property of human trajectory. Therefore, we need to 
provide time adjustment which makes the hand velocity 
profile reach the maximum at the halfway point. 

A  robot  arm  model  is  shown  in  Fig.  1.  Here,  the 
hand position is described by 

( ) 
( )  

 
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+ + = 

2 1 2 1 1 

2 1 2 1 1 

sin sin 
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θ θ θ 
θ θ θ 
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(4) 

By  differentiating  Eq.  (4),  the  relationship  of  velocity 
between Cartesian and joint angle coordinates becomes 
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( ) ( )   
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Accordingly, the tangential velocity of hand is 
2 2  y x v  & & + =  .  (6) 

In general, this velocity does not reach the maximum at 
the  halfway  point. Hence,  a  time  adjustment  of  elbow 
has to be taken into account. The first is the case that 

Shoulder 

Hand y 

l2 
θ 2 

θ1  x 
l1 

Elbow 

Fig. 1. Robot arm model 

joint motion onset of the elbow relative to the shoulder 
is  delayed,  and  only  this  case  is  considered  in  a  past 
study[5]. We newly set  the  second  case  that  the  elbow 
joint motion stops before the shoulder joint motion does. 
In  the  first  case,  we  suppose  the  elbow  joint  motion 
delayed time d with respect to normalized time s. Then, 
the elbow joint angle using Eq. (4) can be described by 

) 10 6 15 )( ( ) (  3 5 4 
2 2 2 2  p p p s  f s s − − − + = θ θ θ θ  (7) 
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In  the  second  case, when  the  elbow  joint  stops  time d 
early before the shoulder joint does, p in Eq. (7) is 
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When the shoulder joint angle of Eq. (3) and the elbow 
joint  angle  of  Eq.  (7)  are  substituted  into  Eq.  (5),  the 
hand  velocity  becomes  function  of  s  and  d.  Then,  by 
differentiating it, we have 
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Accordingly,  a  condition  that  the  maximum  velocity 
exists at the midpoint of movement can be written as 
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(11) 

Since  the  time  difference  is  uniquely  decided  by  Eq. 
(11),  the  arm  trajectory  is  perfectly  determined  once 
initial  and  target  positions  are  given.  In  this  study, we 
initially set as d=0, and  time d satisfying with Eq. (11) 
has been searched by Newton­Raphson method. 

B. Experiment 
The important feature of human arm trajectory is the 

dynamic  behavior  of  joint  angular  velocity  as  well  as 
the hand  trajectory  in Cartesian coordinates. Therefore, 
the  joint  angular  velocity  has  to  be  measured  with  a 
high degree of accuracy since a time difference of joint 
motion of the elbow relative to the shoulder is essential. 
One  of  the  most  effective  methods  for  measuring 
angular  velocity  is  to  utilize  gyro  sensors[6].  In  this 
study, two gyro sensors are used on the upper arm and 

(a) Arrangement                          (b) Circuit board 
Fig. 2 Gyro sensor 

Gyro sensor
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the  forearm  of  a  subject,  and  this  gyro  sensor  is 
mounted  in  a  circuit  board  as  shown  in  Fig.  2.  As 
regards movement conditions, several sets of initial and 
target  hand  positions  are  provided  for  observing  basic 
properties  of  human  arm  trajectories. The  trajectory  is 
measured  for  movements  in  which  a  subject  moves  a 
hand  from  the  initial  to  the  target  hand  positions,  and 
this  is  named  direct  movement.  Then,  the  initial  and 
target hand  positions are  exchanged, and  the  trajectory 
is also observed  for movements which is called inverse 
movement.  Besides,  the  detail  of  experimental 
procedure  and  data  processing  is  described  in  a 
literature[7] 

III. RESULTS AND DISCUSSION 
The  hand  path  in  human  arm  movements  is  either 

almost  straight  or  simply  curved[1]­[3].  So,  these 
typical  trajectories  of  direct  movement  are  shown  in 
Figs.  3  and  4.  Results  of  inverse  movement  to  each 
direct movement are also shown in Figs. 5 and 6. In the 
experiment,  a  subject  is  instructed  to  move  his  hand 
without  concerning  himself  fine  accuracy  of  the  target 
point.  As  a  result,  a  pair  of  hand  positions  of  direct 
movement is not, in a precise sense, the same as a pair 
of hand positions of inverse movement. 

As  regards angular velocity,  the observed  trajectory 
basically  shows  bell­shaped  profile  on motion  in  both 
direct  and  inverse  movements.  Besides,  most  of  the 
angular  velocities  overshoot  near  the  termination  time. 
This  phenomenon  is  called  “zero  velocity  crossing” as 
introduced  in  Ref.  [8]. The  angular  velocity  profile  of 
produced  trajectory  well  agrees  with  that  of  observed 
one  in  all  movements  except  oscillation  of  angular 

velocity  in  some  movements  and  the  phenomenon  of 
zero  velocity  crossing.  However,  these  dissimilarities 
are not  serious  drawbacks  for  representing human arm 
trajectory  because  fluctuation  within  a  small  range  of 
angular  velocity  does  not  seriously  influence  the 
velocity profile and the hand path. 

With respect  to an angular velocity,  the elbow  joint 
motion  in  direct  and  inverse movements  for  a  pair  of 
hand  positions  exhibits  an  interesting  feature.  Fig.3 
indicates  that  the  elbow  joint  motion  starts  after  the 
shoulder  joint  motion  does.  Conversely,  Fig.  5  for  in 
inverse  movement  shows  an  opposite  result  that  the 
elbow  joint  motion  stops  before  the  shoulder  joint 
motion  does.  The  same  phenomenon  can  be  seen  in 
direct and  inverse movements  of  condition2. This  time 
difference  between  the  elbow  and  the  shoulder  joint 
motions takes an important role of human arm trajectory 
planning. 

The  hand  trajectory  is  one  of  the  most  important 
issues  for biomimetic robots demonstrating human arm 
movements. Besides,  it can  be  represented  by  the path 
and the velocity profile of a hand. As can be seen from 
Fig. 3 to Fig. 6, observed trajectories show such typical 
properties that the hand path is either straight or simply 
curved, and the hand velocity profile is bell­shaped with 
the maximum value in the vicinity of the halfway point. 
As  for  produced  trajectories,  the  hand  path  of  direct 
movement  of  condition  1  is  slightly  different  from  the 
path of observed  trajectory. However,  judging  from  the 
experimental results conducted under plural subjects[9], 
a  variation  of  this  degree  can  be  considered  within  a 
range  of  individual  difference.  In  all movements  other 
than that, the hand path nearly overlapped in the 

Observed trajectory  Observed trajectory 
Produced trajentory  Produced trajentory 

(a) Shoulder angular velocity  (a) Shoulder angular velocity 
(c) Hand path 

(b) Elbow angular velocity  (d) hand velocity  (b) Elbow angular velocity  (d) hand velocity 

Fig. 3 Direct movement of condition 1  Fig. 4 Direct movement of condition 2 
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Observed trajectory  Observed trajectory 
Produced trajentory  Produced trajentory 

(a) Shoulder angular velocity  (a) Shoulder angular velocity 
(c) Hand path 

(b) Elbow angular velocity  (d) hand velocity  (b) Elbow angular velocity  (d) hand velocity 

Fig. 5 Inverse movement of condition 1  Fig. 6 Inverse movement of condition 2 

Start Stop Shoulder 

(c) Hand path 

0 

0.5 

1 

1.5 

0 0.5 1 1.5 

m/s 

sec 

-3 

-2 

-1 

0 

1 

0 0.5 1 1.5 

s 

rad/s 

sec 

-2 

0 

2 

4 

6 

0 0.5 1 1.5 
s 

rad/s 

sec 

Start 

Stop 

Shoulder 

0 

1 

2 

3 

0 0.5 1 1.5 

m/s 

sec 

-3 

-2 

-1 

0 

1 

0 0.5 1 1.5 

s 

rad/s 

sec 

-3 

-2 

-1 

0 

1 

0 0.5 1 1.5 

rad/s 

sec 

produced  and  the  observed  trajectories.  In  addition  to 
this  consistency  of  the  hand  path,  the  hand  velocity 
profile  of  produced  trajectories  is  identical  to  that  of 
observed  trajectories  in  all  movements.  These  results 
lead  to  the  conclusion  that  trajectories  produced 
according  to  the  proposed  trajectory  planning  well 
demonstrate human arm property. 

IV. CONCLUSION 
In this study, the trajectory planning for biomimetic 

robot has been conducted in kinematic coordinates, and 
produced  trajectories  have  been  compared  with 
experimental results. Consequently,  it  is confirmed that 
the  produced  trajectories  well  demonstrate  the 
properties of human arm trajectories. According to this 
trajectory  planning,  the  trajectory  can  be  uniquely 
produced  if  initial  and  target  positions  and movement 
duration are given. Furthermore, it always represents the 
properties  of  human  arm  trajectory  even  though 
movement  duration  or  external  load  is  changed.  In 
addition  to  these  advantages,  the numerical  calculation 
for  producing  trajectories  is  relatively  simple.  These 
features  show  that  the  proposed  trajectory  planning  is 
effective  for  controlling  biomimetic  robots  along 
humanlike trajectories. 

There are, however, some problems which remain to 
be solved. The angular velocity of human arm trajectory 
fluctuates near the end of movement, and zero velocity 
crossing occurs especially when high angular velocity is 
required. This phenomenon  can not  be  covered  by  our 
trajectory  planning.  Further  development  of  trajectory 
planning  reflecting  such  detail  property  of  human 
trajectories is the issue to be solved in the future. 
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Abstract: Recently, there is growing expectation for a new network service by a wireless sensor network consisting of many sensor 
nodes placed in an object area and not a few mobile robots as a result of the strong desire for the development of systems that functi-
on flexibly in dramatically changing environments. This study proposes a reinforcement learning scheme in a cooperative network-
system of many static sensor nodes and not a few mobile robots, named the Network-Robot System (N-R System) for adaptive co-
operation of many static sensor nodes and not a few mobile robots. We evaluate the proposed reinforcement learning scheme by co-
mputer simulations on a benchmark problem. In the experiments performed, the performance of the proposed scheme is investigat-
ed to verify its effectiveness. 
 
Keywords: Reinforcement Learning, Cooperative Systems, Static Sensor Nodes, Mobile Robots. 

 

I. INTRODUCTION 

Various network services have been provided. They 

include inter-vehicle communication, which is a netwo-

rk service in intelligent transport systems, natural envir-

onmental monitoring, and emergent communication bet-

ween mobile nodes in such the case of emergency as di-

saster. As a means of realizing the above network servi-

ces, autonomous decentralized networks, such as a mob-

ile ad-hoc network and a wireless sensor network, have 

been intensively studied with great interests. Especially, 

a wireless sensor network, which is a key network to fa-

cilitate ubiquitous information environments, has great 

potential as a means of realizing a wide range of applic-

ations, such as natural environmental monitoring, envir-

onmental control in office buildings and factories, obje-

ct tracking, and precision agriculture [1]. Recently, the-

re is growing expectation for a new network service by 

a wireless sensor network consisting of many sensor no-

des placed in an object area and not a few mobile robots 

as a result of the strong desire for the development of s-

ystems that function flexibly in dramatically changing 

environments. 

This study proposes a reinforcement learning sche-

me in a cooperative network-system of many static sen-

sor nodes and not a few mobile robots, named the Netw-

ork-Robot System (N-R System) for adaptive cooperat-

ion of many static sensor nodes and not a few mobile r-

obots. We evaluate the proposed reinforcement learning 

scheme by computer simulations on a benchmark probl-

em. In the experiments performed, the performance of t-

he proposed scheme is investigated to verify its effectiv-

eness. This paper is organized as follows. In Section II, 

the proposed scheme is outlined and the experimental r-

esults on a benchmark problem are reported. Finally, the 

paper closes with conclusions and ideas for further stu-

dy in Section III. 

II. PROPOSAL AND RESULTS 

In the existing studies, many reinforcement learning 

algorithms have been proposed as agent-adaptive algori-

thms. In the existing reinforcement learning algorithms, 

the agent is reinforced (trained) using only rewards fr-

om the environment. Reinforcement learning algorithms 

can be classified into two approaches. One is “exploitat-

ion-oriented” approach, and the other is “exploration-or-

iented” approach. This study uses the “exploitation-orie-

nted” approach. In the proposed N-R System, many sta-

tic sensor nodes limited resource, which are compact a-

nd inexpensive, are placed in an object area. Each sens-

or node consists of a sensing function to measure the st-

atus of an object, a limited function on information pro-

cessing, and a simplified wireless communication funct-

ion, and operates on a resource of a limited power-supp-

ly capacity such as a battery. Not a few mobile robots h-

ave learning function and learn adaptive actions based 

on information obtained from static sensor nodes placed 

in an object area. 

The proposed N-R System, which is a cooperative n-

etwork-system of many static sensor nodes and not a fe-

w mobile robots, consists of the following main modul-

es: Perception Module, Learning Module. 
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1. Perception Module 

In the perception module, the sensor node perceives t-

he task (request) and disseminates the task (request) 

information and the route information to the task poi-

nt to all nodes that include mobile robots. 

2. Learning Module 

In the learning module, each mobile robot learns ada-

ptive actions based on information obtained from sta-

tic sensor nodes placed in an object area. As the lear-

ning scheme, the profit sharing plan is used [2,3]. 

Through simulation experiments on the delivery pr-

oblem by mobile robots in the plant shown in Fig.1, the 

performance of the proposed N-R System is investigat-

ed to verify its effectiveness. The N-R System consisti-

ng of twenty-five static sensor nodes arranged in the ob-

ject plant and two mobile robots is assumed. The condit-

ions of simulation, which were used in the experiments 

performed, are shown in Table1. In the initial stage, ea-

ch mobile robot has fifty requirements. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.1. Simulation model 

 

Table1. Conditions of simulation 

 

 

 

 

 

 

 

 

 

 

Experimental results on each pattern shown in Tabl-

e2 are illustrated in Fig.2 and Fig.3. Fig.3 shows the lea-

rning curves of the case that the warehouse functions as 

a subgoal. In case that the warehouse functions as a sub-

goal, the profit is shared with each mobile robot by the 

profit sharing plan [2,3] when it reaches the warehouse. 

Fig.4 and Fig.5 show the experimental results on Pattern 

4 and Pattern 5. From these results, it can be confirmed 

that the subgoal effectively functions. 

 

Table2. Experimental patterns 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.2. Learning curves 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.3. Learning curves (Subgoal is used) 
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Fig.4. Learning curves on Pattern 4 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.5. Learning curves on Pattern 5 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

III. CONCLUSIONS 

In this paper, a reinforcement learning scheme in a 

cooperative network-system of static sensor nodes and 

mobile robots, named the Network-Robot System for a-

daptive cooperation of static sensor nodes and mobile r-

obots, has been proposed. In simulation experiments on 

the delivery problem by mobile robots in the plant, the 

performance of the proposed system was investigated to 

verify its effectiveness. Experimental results indicate th-

at the proposed system has the development potential to 

facilitate ubiquitous information environments. In future 

studies, we evaluate the performance of the proposed s-

ystem in detail. 
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Abstract: Vietnam is one of the world's largest countries in terms of exporting cashew nuts in kernel form. Gross export 
value in this field was $750 million in 2009. Domestic production of raw cashews is about 400,000 tons and they are 
also imported from abroad about 100,000 tons. Hence, a large number of labors work for cashew processing industry. 
Although most cashew processing operations have been automated, the shelling operation is still conducted manually. 
Hence, not only shelling rate is very low compared to other operations, but also labor conditions are strenuous and 
unsafe. Currently, more than 200,000 labors engage in cashew shelling operations in Vietnam. This paper presents a 
robotic system design for cashew shelling operation to improve working conditions and production efficiency. The 
proposed design includes the milling operation of cashew shell and splitting process of the milled shell by wedge. In 
addition, the conveyer system to transport cashews is also designed for increasing the production efficiency. For 
designing the system, we consider the following three criteria to evaluate the efficiency [1]: (1) shelling rate (kg/h): 
weight of cashew kernels obtained per unit time, (2) shelling efficiency (%): ratio of shelled cashews over total cashews 
handled, and (3) whole-kernel recovery (%): ratio of whole kernels obtained over whole and broken kernels. The 
proposed system achieves 300kg/h, 95% and 80 %, respectively. 
 
Keywords: cashew shelling; milling operation; splitting process; wedge; plate disk 

 

I. INTRODUCTION 

Vietnam is one of the world's largest countries in 
terms of exporting cashew nuts in kernel form. 
Although most cashew processing operations have been 
automated, the shelling operation is still manually 
conducted. Hence, not only shelling rate is very low 
compared to other operations, but also labor conditions 
are strenuous and unsafe. Currently, more than 200,000 
labors engage in cashew shelling operations in Vietnam. 

There are mainly two methods for shelling cashews 
as follows: 

• Cut the shell using form-milling cutter 
• Break the shell using hammer-like tool or split it 

by wedge-type tool 
The first method is applied in countries such as 

Vietnam, Indonesia, Thailand, India and some African 
countries. Cutters with two thin blades whose profile is 
based on the cashew shape are used for shelling the 
cashew (Fig. 1 and 2). Cashews have to be previously 
classified by size in this approach. Cashew nuts are 
manually placed between two blades. These blades are 
connected with two foot pedals by links. Workers pedal 
them to operate the blades. They use one pedal to cut 
the cashew and the other pedal to rotate one blade by 90 
degree to remove the shell from the cashew kernel.   

 

Fig. 1 Cashew shell cutter 
 

 
Fig.2 Manual cashew shelling 
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After this operation, workers also use a small knife to 
take the kernel out of the shell. This method has 
advantages and disadvantages as follows: 

Advantages: 
• Simple and inexpensive equipment 
• Easy operation 
Disadvantages: 

• Low shelling rate (approximately 40-60 kg / shift) 
• Hard and unsafe working conditions 
• The whole-kernel recovery depends on worker’s 

skill  
 
Some countries employ hammer-like tools for 

breaking the cashew shell. Workers break the cashew 
shell and take the kernel out of the shell manually. 
Although this method is simpler than the previous 
method, the whole-kernel recovery is very low and it 
largely depends on the worker’s ability.  

Although wedge-like tools are also used for 
automatic split of the cashew shell, shelling efficiency 
and whole-kernel recovery are not sufficient. 

This paper presents a robotic system design for 
cashew shelling operation to improve working 
conditions and production efficiency. The proposed 
design includes the milling operation of cashew shell 
and splitting process of the milled shell by wedge. In 
addition, the conveyer system to transport cashews is 
also designed for increasing the production efficiency.  

 

II. SHELLING MACHINE DESIGN 

1. Specifications and machine structure 
The following specifications are required for 

automatic shelling machine: 
• shelling rate (kg/h): 2000 kg / shift for each system.  
• shelling efficiency (%): > 70% 
• whole-kernel recovery (%) > 90% 
Figure 3 shows a schematic of the designed cashew 

shelling machine. This machine consists of the 
following five parts: (1) vibratory cashew feeder, (2) 
conveyer belt for transporting the cashew, (3) rollers to 
clamp the cashew tightly, (4) cashew milling cutter, and 
(5) cashew shell splitter. 

The vibratory cashew feeder provides cashews 
between the pair of conveyor belts continuously. The 
conveyer belts transport cashews into a position 
between a pair of disk cutters. After cutting, cashews are 
put into a splitter that removes shells from kernels. 

 

 
Fig.3 Cashew shelling machine structure 

 

2. Shell cutting system 
Figure 4 shows a schematic of the cashew shell 

cutting system, which includes disc milling cutters 
rotating with an appropriate speed.  

      

 
Fig.4 Cashew shell cutting system 
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The cutters are supported by springs. Cashews are 
transferred into a position between two milling cutter 
blades by conveyers. 

3. Clamping system 
Cashew nut is positioned between two V-shaped 

conveyor belts (No. 2 in Fig. 5) and tightly clamped by 
springs (No. 4) and pins. Rollers (No. 3) are employed 
to reduce friction. Cashew nuts are transferred by the 
conveyor belt to the cutter (No. 1) position. Clamping 
force of the spring must be large enough so that pins 
penetrate the cashew shell and the belt settles the 
cashew position. Cashew nut is kept fixed against the 
cutting force. 

 

        Fig. 5 Cashew clamping system 
 

4. Design calculations  
A. Force magnitudes 

The cashew cutting force was measured by 
experiment. The force is less than 5N for a 100 mm 
diameter blade. The clamping force for cutting is 
calculated theoretically based on the cutting force, and 
is estimated approximately as 60 N. The separating 
force of the shell from the kernel is calculated 
theoretically, and is estimated approximately as 9 N. 
The clamping force for the separation is calculated 
theoretically based on cutting force, and is estimated 
approximately as 18N for each side. 

 
B. Cutting tool parameters 

A cashew shell is a type of wood composed of 
natural organic compounds, plastic outer shell, spongy 
middle layer, and hard and brittle inner layer. We have 
the following parameter values: Number of teeth of the 
disc cutter is z = 64, the cutter width is W = 2 mm (This 
cutter width has a larger value than that in [2] to create a 

larger groove for the separation of the shell from the 
kernel by wedges.) Because the shell has a wood-like 
material, we employ 9XC alloy steel for the cutter 
whose hardness is 39-40 HRC, and the cutting speed is 
v = 10.5 m / s. 

 
C. Cutting conditions 

Figure 6 shows forces in the cashew and cutters at 
the beginning of cutting process. The following 
notations are used. 

R: thrust force 
Fc: cutting force 
Flx1, Flx2: spring force acting in the direction 

perpendicular to lines AO1 and CO2, respectively. 
N11, N21: forces acting from the cashew to plate 

disks 
N12, N22: forces acting from plate disks to the 

cashew 
Fms1, Fms2: frictions between plate disks and the 

cashew (They have the same direction with FC). 

1α : Angle between N11 and the vertical line. 

2α : Angle between N21 and the vertical line. 
f’: Friction coefficient between the cashew and 

plate disks. 

 
 

Fig. 6 Forces in cashew and cutter 
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We have the following conditions for cutting the 
cashew shell: 
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(2) 

Consider the force balance in the horizontal direction, 
we have 

( )c 1 2 1 1 1 2 12 2 22 2R  F . cos cos  + F . cos + F . cos =N .sin sinms msα α α α α α+ + +Ν

( ) ' '
c 1 2 12 1 1 22 2 2R  F . cos cos   N (sin . cos )  N (sin . cos )f fα α α α α α⇔ + + = − + −

(3) 

and for vertical direction, 

( )c 1 2 ms1 1 ms2 2 12 1 22 2F. sin  sin  + F .sin  F .sin  N . cos  N .cos                 α α α α α α− − = − +

( ) ' '
c 1 2 12 1 1 22 2 2F . sin  sin   N .( cos . sin )  N (cos .sin )f fα α α α α α⇔ − = − + + +

(4) 
Letting 

'
1 1x  sin .cos fα α= −  

'
2 2y  sin .cos fα α= −  

'
1 1z  cos .sinfα α= +  

and '
2 2u  cos .sinfα α= + ,  

and considering 11 12N N= and 21 22N N= , we obtain 

( ) ( ) ( )11 c 1 2 c 1 2N [ . R  F . cos cos . F . sin sin ] / .  .u y y z x uα α α α⎡ ⎤= + + − − +⎣ ⎦
(5) 

( ) ( ) ( )21 c 1 2 c 1 2N [ . R  F . cos cos  x. F . sin sin ]/ .  .z y z xuα α α α⎡ ⎤= + + + − +⎣ ⎦
(6) 

Substituting 11N  and 21N  in (5) and (6) into (1) and 
(2), we have 
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(8) 

Applying experimental parameters 1 21α = , 2 28α = , 
' 0.25f =  and 1 2 26 / 28θ θ= = , we confirm that 

conditions (7) and (8) are satisfied as follows:  
For (7), we have  

311 (N) > 23.7 (N) and 218.05 (N) >11.55 (N)   (9) 

For (8), we have 

285.98 (N) > 23.7 (N) and 257.82 (N) > 11.55 (N) 

(10) 

5. Summary of experiment 
The first prototype achieves the following 

performance experimentally: (Test with 1 ton raw 
cashew and 5 trials, 200Kg for each trial.) 

• Shelling rate (kg/h):  2200 kg / shift for each 
system. 

• Shelling efficiency (%): larger than 72% 
• Whole-kernel recovery (%): larger than 95% 
  

III. CONCLUSION 

Automatic cashew shelling equipments are required 
in many countries that produce cashews in kernel form, 
because shelling rate is not sufficient and labor 
conditions are strenuous and unsafe in manual shelling 
operations. This paper presents a shelling machine 
design based on the milling of cashew shell and the 
conveyer system. A prototype system was developed to 
verify the performance of the proposed machine design. 
This research has opened a new direction for the 
automation of Vietnam's cashew industry. 
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Abstract: A wide range of speed or torque is required for some types of robots. It is possible for the motors to realize 

some range of speed or torque but the range is limited to some degree considering the size, weight and cost of the 

motors. Therefore it is impossible to realize those requirements if a reduction device with a ratio is used. Velocity 

variation devices using gears are widely used in the industrial fields. However, the motion transmission from the input 

shaft to the output shaft is interrupted during the velocity ratio variation process. In order to solve this problem, 

velocity ratio variation method that can transmit motion precisely in the changing process of velocity ratio is proposed 

in this report. The process of changing the velocity ratio in the proposed method is developed and the experimental 

device that can change the velocity ratio is constructed. The experimental results show that the proposed device can 

transmit motion precisely between the input shaft and the output shaft while changing velocity ratio and it is confirmed 

that the proposed method is effective to realize the precise motion transmission. 

 

Keywords: ratio variation 

 

I. INTRODUCTION 

A variety of robots usually use some reduction 

devices with high ratio because they must support the 

high load in their motion and they require high torque to 

accomplish it. The reduction devices decrease the 

velocity and therefore the velocities of the robots are 

limited to some extent. However, a wide range of speed 

or torque is required for some types of robots. Moving 

robots used in the industrial fields are required to realize 

both outputting a large force when they carry loads and 

moving with high velocity when they move to the 

destination in order to shorten the moving period. It is 

possible for the motors to realize some range of speed 

or torque but the range is limited to some degree 

considering the size, weight and cost of the motors. 

Therefore it is impossible to realize those requirements 

if the reduction device with high ratio is used. If the 

velocity ratio between input and output shafts is 

changed, a wide range of speed or torque can be 

realized even if the ability of the motor is limited in 

speed or torque. Velocity variation devices using gears 

are widely used in the industrial fields and there are 

many research reports in terms of device control and 

mechanisms. Cylindrical gears such as spur gears have 

advantages in high torque capacity, precise rotation 

transmission and high efficiency and that is the reason 

why cylindrical gears such as spur gears are used in a 

variety of devices. In a geared transmission, it is needed 

to change the working gear pairs to vary the velocity 

ratio of the transmission. However, the motion 

transmission from the input shaft to the output shaft is 

interrupted during this process. Therefore it is 

impossible to change the velocity ratio while 

transmitting rotation between the input shaft and the 

output shaft. In order to solve this problem, velocity 

ratio variation method that can transmit motion 

precisely in the changing process of velocity ratio is 

proposed in this report. Design of the experimental 

device of the proposed velocity variation method is 

carried out. The process of changing the velocity ratio in 

the proposed method is developed and the experimental 

device that can change the velocity ratio is constructed. 

The experimental results show that the proposed device 

can transmit motion precisely between the input shaft 

and the output shaft while changing velocity ratio and it 

is confirmed that the proposed method is effective to 

realize the precise motion transmission. 

 

II. VELOCITY VARIATION METHOD 

Figure 1 shows the schematic model of the basic 

structure of the velocity variation device. This device 

accommodates two shafts, i.e. input shaft and output 

shaft, and three gear pairs A, B and C, and three 

clutches TA, TB and TC. The gear pairs A and B are 

composed of typical circular gears, and gear pair C is 

composed of noncircular gears. Gears Ao, Bo and Co can 

be connected to the output shaft by engaging the 

clutches TA, TB and TC, and then they rotate together 

with the output shaft. In contrast, gears Ai, Bi and Ci are 
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fixed to the input shaft, which rotate at the same speed 

as the input shaft.  

Suppose that the velocity ratio of the gear pair A is 

rA, and that of the gear pair B is rB. In the pitch curve of 

noncircular gear pair C, there are four sections as shown 

in Fig.2. The pitch curve of the noncircular gear pair C 

is partly same as that of gear pair A, and partly same as 

that of gear pair B. Those parts of pitch curve are 

smoothly connected. In the four sections, the velocity 

ratio is constant at rA, it changes to rB, it is constant at rB, 

and it changes to rA respectively. 

The proposed velocity ratio variation process from 

rA to rB is explained. Under the condition that the clutch 

TA is engaged, and the other clutches are disengaged, 

the velocity ratio is rA. When the meshing of gear pair C 

comes into the section corresponding to rA, the clutch TC 

is engaged, and, after the engagement of clutch TC, the 

clutch TA is disengaged. Then the meshing of gear pair 

C transits to the section corresponding to rB. In the 

section corresponding to rB, the clutch TB is engaged, 

and, after the engagement of clutch TB, the clutch TC is 

disengaged. Through this process, the transition from rA 

to rB is completed. At all steps in this process, at least 

one of the clutches is engaged. Therefore, the rotational 

motion is precisely transmitted from the input shaft to 

the output shaft.  

 

 

Fig.1. Structure of the Velocity Ratio Variation Device 

 

 

 

 

 

 

 

 

 

 

Fig.2. Pitch curve of gear pair C 

III. EXPERIMENT 

The experimental device based on the proposed ratio 

variation method is designed and constructed. 

Experiment of the velocity ratio variation from rA to rB 

is carried out. The experimental result is shown in Fig.3. 

The velocity ratio is calculated from the rotary encoder 

attached to the input and output shafts. The designed 

value of rA is 0.8, and that of rB is 1.25. Figure 3 shows 

that the velocity ratio is smoothly changed during the 

varying process. In the conventional geared 

transmission, it is impossible to transmit the rotation 

during the velocity ratio varying process. Thus, the 

velocity ratio might become zero or negative in the 

conventional transmission. In contrast, the velocity ratio 

in Fig.3 dose not become zero or negative. This result 

indicates that the proposed system solves this problem.  

 

Fig.3. Experimental result when the ratio is changed 

 

VI. CONCLUSION 

In this research, the velocity variation method that 

realizes precise transmission of the rotation from the 

input shaft to output shaft, is proposed. The 

experimental device based on the proposed method is 

constructed, and the fundamental experiment is carried 

out. The result shows that the proposed device is 

capable to transmit rotation during the velocity ratio 

varying process. 
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Abstract: A new walking pattern classification method is proposed for uneven floor walking of 5-link 7 DOF biped 
robot. This method extracts the patterns as per the stance foot’s current floor position and swing foot’s transitioning 
floor conditions during locomotion. When a global path composed of stairs, obstacles, etc. and certain walking 
parameters, such as the speed of walking and total walking time, are given to the system, the guidance controller unit 
determines footstep trajectory in terms of step patterns by using a genetic algorithm based optimization technique while 
ensuring biped’s stability criterion. The demonstration of biped for different pattern classes is realized by a dynamic 
simulator. 
Keywords: Walking pattern classification, biped locomotion, uneven floor walking. 

 

 

I. INTRODUCTION 

Reference gait trajectory generation is one of the 

critical issues and another challenging problem in the 

biped locomotion and control study. The biped reference 

trajectory synthesis is hard due to the fact that it 

necessitates a complete comprehension and analysis of 

the system characteristics. In the past 40 years, 

considerable improvement has been realized in the 

biped reference trajectory generation and in the 

literature, many methods have been proposed. Most 

common ones used are gait generation by analytical [1], 

[2], [3], center of gravity (COG) based [4], [5], [6], Zero 

Moment Point (ZMP) based [7], [8], [9], computational 

intelligence based [10], [11], [12], measured human 

walking data based [13], [14] and optimality based [15], 

[16] methods. 

In this paper, full kinematical and dynamical model 

for 5-link 7 degrees of freedom (DOF) 3D biped robot, 

derived by analytical calculations and Lagrangian 

method, respectively, is used to implement and test the 

proposed method. The overall system is composed of a 

guidance unit (high level controller), trajectory planner 

unit (reference trajectory generator), supervisory control 

unit (low level controller) and biped model [17]. 

When a global path is given to the system, guidance 

unit plans the footstep trajectory by using genetic 

algorithm based optimization technique, while ensuring 

the stability of the system by using ZMP as a stability 

measure. The generation of footstep trajectory is 

realized by finding energy optimal foot step parameters 

of each walking step, such as step length, step speed, etc. 

for a given desired global path as per the different 

environmental conditions. 

Implementation of optimal footstep planner is 

realized by using the classified walking patterns 

identified for the motion in uneven surface, as explained 

in this paper in detail. Note that the biped motion in this 

context is not necessarily periodic motion. The footstep 

planning is realized to ensure that dynamic stability 

measure (ZMP) is satisfied for non-periodic locomotion 

on uneven surfaces, such as walking on an environment 

with obstacles or stairs. After designing the optimized 

footstep trajectory formed by the sequence of walking 

patterns, the hip point and swing foot ankle point 

reference trajectories in sagittal and frontal planes of 

biped robot are obtained by using 3rd order (cubic) 

spline interpolation and then, the reference joint angle 

trajectory is calculated by inverse kinematics, for each 

sequential step’s pattern class. In the supervisory 

control unit level, PID and Computed Torque Control 

methods are implemented successfully. The overall 

system, including the forward dynamics integrator, high 

level controller, trajectory planner, low level controller 

and 3D biped dynamic animator is implemented in 

MATLAB. 
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II. WALKING PATTERN CLASSIFICATION 

The aim of the reference trajectory generation in this 

paper is to generate walking pattern classes so that the 

desired gait trajectory of the biped system can be 

generated similar to natural human locomotion. For this 

purpose, a systematical method to generate reference 

gait trajectory for a 5-link 7 DOF biped robot on 

different floor conditions such as walking on even 

surface, stepping over obstacles, stepping up and 

stepping down motions which results in a natural 

human-like walking is generated. The proposed method 

is a pattern classification method for the biped 

locomotion, whereas these patterns are chosen so that 

they cover stepping motions on different floor 

conditions, such as even floor walking, stepping over 

obstacles, stepping up and stepping down motions 

including staircase walking. 

The pattern classes are extracted as per the biped’s 

current and next steps’ floor conditions in sagittal plane. 

In other words, the patterns are designed depending on 

the stance foot’s current floor position and swing foot’s 

transitioning floor conditions. The pattern classification 

composes of 9 patterns as shown from Fig. 1 to Fig. 9 in 

detail. Note that stepping over an obstacle directly 

corresponds to Pattern 1 with proper step height 

adjustment. 

 

 

 

 

 

 

 

 

 

 

 
Fig. 1. Pattern 1: Walking on Even Floor 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Pattern 2: Stair Up - First Step 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Pattern 3: Stair Up - Second Step 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4. Pattern 4: Stair Up - Second Periodic Step 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5. Pattern 5: Stair Down - First Step 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 6. Pattern 6: Stair Down - Second Step 
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Fig. 7. Pattern 7: Stair Down - Second Periodic Step 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 8. Pattern 8: Stepping on Up 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 9. Pattern 9: Stepping on Down 
 

III. SIMULATION RESULTS 

The walking is classified into 9 patterns, as per the 

environmental conditions that robot interacts taken into 

account. The simulation results of the biped walking for 

Pattern 2 are presented in Fig. 10 to Fig. 12. In Fig. 10, 

the joint angle trajectories are given; in Fig. 11, the joint 

angular velocity trajectories are depicted and in Fig. 12, 

the simulation snapshots of the biped walking are 

shown for Pattern 2. To further elaborate the walking 

patterns, the periodic staircase motion is also 

investigated and the results for the periodic stair up case 

are presented in Fig. 13 to Fig. 15 by means of joint 

angle trajectory, joint angular velocity trajectory and 

simulation snapshot of the biped walking. 

IV. CONCLUSION 

In this study, we developed a systematical method 

that classifies the biped walking patterns into 9 classes 

for a 5-link 7 DOF 3D biped robot. It covers the 

walking of biped on uneven surfaces composed of 

rectangular shape obstacles and stairs. The ultimate 

purpose is to generate enough walking patterns so that 

the walking steps of biped can be designed 

systematically by only using the sequences of these 

patterns for any given environment to achieve a 

successful biped walking. To achieve a complete pattern 

classification, this work will be extended to cover the 

inclined surfaces so that design of biped reference 

trajectories for any given environment will be achieved. 
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Fig. 10. Simulated trajectory joint angle profile for Pattern 2 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 11. Simulated trajectory joint angular velocity profile for 

Pattern 2 
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Fig. 12. Simulated trajectory walking snapshot - sagittal (top) and 

frontal (bottom) plane views - for Pattern 2 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 13. Simulated trajectory joint angle profile for periodic stair 

up walking 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 14. Simulated trajectory joint angular velocity profile for 

periodic stair up walking 
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Abstract: Data Enveloped Analysis (DEA) is used for evaluating management efficiency of Decision Making Units 

(DMUs). The traditional DEA has restrictions on weight for multiple objectives. This paper proposes a DEA 

method that puts restrictions on not the weight but the multi-input and multi-output items in order to incorporate decis

ion makers’ subjective viewpoint. More DEA variant models can be derived from its basic model. Therefore, the 

proposed method allows to use evaluation criteria that cannot be used in the traditional method. Thus, the proposed 

method is able to widely analyze for various efficiency of DMU. The numerical experiments show the performance of 

the proposed method where teams that participated in the RoboCup 2010 Soccer Simulation 2D are evaluated. 

 

Keywords: Data Envelopment Analysis, Linear Programming, Decision Making Support, RoboCup 

 

 

I. INTRODUCTION 

Data Envelopment Analysis (DEA) is a method for 

evaluating management efficiency of entities. DEA 

evaluates entities called DMUs (Decision Making 

Units). DMUs evaluated by comparing with their 

competitors. The main characteristics of DEA are the 

following: 

･DEA evaluates DMUs that are characterized by 

multi-input and multi-output elements. 

･The efficiency factors are calculated from multi-

input and multi-output elements. 

Therefore, DEA can perform evaluation from a lot of 

aspects and also can be used in various problems such 

as evaluation of universities, baseball players.  

DEA calculates the weights for each of multi input 

and output elements. Different DMUs have different 

weights. The weights show the advantages of DMUs. 

However, the more input and output elements DMU has, 

the more weights become zero. In this case, it is difficult 

to clarify the difference between DMUs. Moreover, 

some elements that do not have a clear meaning for 

business judgment might cause a significant difference 

between DMUs. 

Restricted Multiplier DEA (RM-DEA) was proposed 

to solve the above problem by including a priori 

knowledge in DEA. In this method, all weights are able 

to have nonzero value. However, it is difficult to apply 

DEA because RM-DEA is infeasible when the 

restrictions of weights are too severe. 

To remedy the disadvantage of RM-DEA, this paper 

suggests a method that puts restrictions on not the 

weight but the multi input and output elements in order 

to incorporate a priori knowledge. The utility and 

effectiveness of the proposed method are shown through 

a series of numerical experiments. 

 

II. DATA ENVELOPMENT ANALYSIS 

1. Outline of DEA 

DEA was proposed by Charnes et al. in 1978 as a 

method for management analysis [1]. The applicable 

field of DEA is widely used in data mining such as the 

prediction of bankruptcy. 

DEA regards each DMU as a production function 

that produces outputs from inputs. Then the efficiency 

of a DMU is calculated by comparing with other DMUs. 

There are two characteristics in DEA; (1) Weights are 

assigned to each input and output data and virtual input 

and output are generated. These weights are not fixed 

but variable so that each DMU can employ suitable 

weights to be evaluated better. (2) Common index for 

evaluation is shown as efficiency value. The value of 

the most efficient DMU is one. On the other hand, the 

efficiency value is less than one if a DMU is not 

efficient compared with the others. 

 

2. Formulation of DEA 

While DEA has various models, this paper employs 

efficiency model and inefficiency model [2]. The former 

model evaluates the relative efficiency by the advantage 

points. On the other hand, the latter model evaluates the 

relative inefficiency by the disadvantage points. 

Let us assume that there are n DMUs and each 

DMU is characterized by m input and s output. That is, 

the input for DMUk has input expressed as x1k,…,xmk 
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and the output expressed as y1k,…, ysk . Here the 

efficiency value is calculated by solving the following 

linear programming: 
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The above equation signifies that weights are 

assigned to the input elements of DMUk so that the 

weighted sum of the input elements equals to one. This 

guarantees that the efficiency value of other DMUs does 

not exceed one. The objective function has the role for 

maximizing the output of remarkable DMU. Moreover, 

it is possible to analyze the advantage points of each 

DMU by the assigned weights. This is because these 

input and output elements that have nonzero weight are 

considered in evaluation. In other words, those elements 

that have nonzero weight are considered advantage 

points. 

The inefficiency value is calculated by solving the 

following linear programming: 
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The above equation allows to analyze the 

disadvantage point of each DMU by weights. Therefore, 

these input and output elements that have nonzero 

weight are considered disadvantage points. 

 

3. Problem of DEA 

In DEA, the number of evaluation criteria is 

increased if the number of input and output elements is 

increased. Therefore, even if the input or output 

elements have only one advantage point, DMU is 

evaluated efficient. In this case, other elements becomes 

weaker. Thus, the elements that are not advantageous 

are not emphasized as more zero weights are assigned to 

more input and output. Thus excessive number of input 

and output lead the following two problems: (1) Many 

DMUs are evaluated as efficient, which makes the 

evaluation meaningless. (2) Some advantages of input 

or output elements that make DMU efficient are not 

concerned in the standard business judgment. To deal 

with these problems, RM-DEA was proposed. In the 

RM-DEA, maximum and minimum of weights are 

restricted using a priori knowledge. However, the RM-

DEA is infeasible when the restrictions of weights are 

too severe. Due to the above problems, it is difficult for 

decision makers to adjust the restriction using RM-DEA. 

 

III. PROPOSED METHOD 

This section shows the proposed model that unifies 

the efficiency model and the inefficiency model to solve 

the problem that is described in the previous section. By 

controlling the process of transformation from the 

efficiency model to the inefficiency model, the method 

is considered so that a priori knowledge can be 

incorporated.  

 

1. Reformulation of the efficiency model 

The dual problem of Equation (1) is written as 

follows: 
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Where, θ and λ are variables for the dual problem. 

Equation (2) which (
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ii xx dd , ), (
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ii yy dd , ) are added as 

constraints for x and y respectively can be transformed 

as follows: 
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where M is a very big number, (
−

ixd ,
−

ryd ) are slack 

vectors to hold the equality, and (
+

ixd ,
+

ryd ) are artificial 

vectors to unify the model. This equation regards the 

efficiency value as the distance from efficiency frontier. 

Thus, if a DMU is efficient, its efficiency value is zero. 

If a DMU is not efficient, the efficiency value is greater 

than zero. 
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2. Reformulation of the inefficiency model 

The inefficiency model is reformulated in a similar 

way to the efficiency model. Reformulation of the 

inefficiency model is shown in the following: 
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where (
+

ixd ,
+

ryd ) are slack vectors to hold the equality, 

and (
−

ixd ,
−

ryd ) are artificial vectors to unify the model. 

 

3. Unification of two models 

Both the reformulated models have the same 

constraint. Thus, it is possible to unify the efficiency 

model and the inefficiency model by transforming the 

objective function. In order to unify the models, we 

define the objective function as follows: 
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where φ is the Value of Deciding Evaluation Criteria 

(VDEC). VDEC is used to control the degree of the 

transformation between the efficiency and the 

inefficiency models. Thus, the proposed method is 

shown by calculating the following linear programming: 
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(7) 

In this equation, optimal DMUs are evaluated with the 

efficient value of zero. On the other hand, the values for 

non-optimal DMUs are greater than zero. 

Equation (7) is the efficiency model when φxi and φyr 

are equal to π/2 for all i and r. Equation (7) is the 

inefficiency model when φxi and φyr is equal to π/2 for 

all i and r. Moreover, Equation (7) is regarded as the 

mixture of efficiency and inefficiency models when 

given φxi are distinct primes for each input elements. In 

addition, when φxi is less than π/2 and φxi is greater than 

0, the value of 
−

ixd  is not likely to increase compared 

to the case when φxi is π/2. Then, input element of i-th 

number is unlikely to search for an advantage as 

compared with other input elements. Therefore, the 

proposed method is able to calculate difference of value 

for each element. 

From the above discussion, we can see that the 

proposed method is able to show the various models 

such as the mixture of the efficiency and the 

inefficiency models. Moreover, it is able to incorporate 

a priori knowledge by VDEC. 

 

IV. NUMERICAL EXPERIMENTS 

1. Experimental conditions and data 

In order to show the effectiveness of proposed 

method (Equation (7)) visually, we apply it to an 

artificial data set. The data set consists of 16 input-

output DMUs that are characterized by one input and 

two output elements (Table 1). We conducted four 

experiments using VDEC as follows: 

(1) φ are π/2 for all elements 

(2) φ are -π/2 for all elements 

(3) φx1 is -π/2 for input1, φx2 is π/2 for input2. 

(4) φx1 is π/2 for input1, φx2 is -π/2 for input2. 

In the numerical experiments in this section, 

characteristics of the method clarify to look at 

differences of efficiency value. Experiments using data 

of RoboCup will be shown in the presentation at the 

symposium. 

 

Table 1. Artificial data set 
DMU input1 input2 output

1 1 1 1

2 1 2 1

3 1 3 1

4 1 4 1

5 2 1 1

6 2 2 1

7 2 3 1

8 2 4 1

9 3 1 1

10 3 2 1

11 3 3 1

12 3 4 1

13 4 1 1

14 4 2 1

15 4 3 1

16 4 4 1  
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2. Experimental Results 

The results are shown in Table 2. For instance, the 

value of the DMU2 is evaluated value as zero in the case 

(1), and as six in the case (2). 

 

Table 2. Distance from optimal DMU 
DMU (1) (2) (3) (4)

1 0 6 3 3

2 1 5 4 2

3 2 4 5 1

4 3 3 6 0

5 1 5 2 4

6 2 4 3 3

7 3 3 4 2

8 4 2 5 1

9 2 4 1 5

10 3 3 2 4

11 4 2 3 3

12 5 1 4 2

13 3 3 0 6

14 4 2 1 5

15 5 1 2 4

16 6 0 3 3  

3. Discussion 

The numerical experiments of case (1), (2), and (3) 

are shown in the Fig, 1, Fig 2, and Fig. 3 in order to 

examine the effectiveness of the proposed method 

viscerally. All X-axes are input1 over output and all Y-

axes are input2 over output. The grid points show 

DMUs and the lines connecting them show DMUs 

which have the same evaluated value.  

 

A. Case (1) 

DMU1 is the optimal DMU in this case, and its 

evaluated value is “0”. The DMUs which are 

equidistance form DMU1 have the same evaluated value. 

Moreover, as the distance from DMU1 becomes farther, 

the evaluated value also become large. This shows that 

DMU with smaller input and larger output is able to 

become optimal. Thus, given that φ is π/2 for all 

elements, the proposed method is able to be regarded as 

efficiency model. 

B. Case (2) 

DMU16 is the optimal DMU in this case, and its 

evaluated value is “0”. All evaluated values are inverted 

in comparison with case (1). Thus, given that φ is -π/2 

for all elements, the proposed method is able to be 

regarded as inefficiency model. 

C. Case (3) 

DMU4 is the optimal DMU in this case, and its 

evaluated value is “0”. DMU4 is efficient when DEA 

calculates it for input1 and output. On the other hand, 

DMU4 is inefficient for input2/output. Thus, the 

proposed method is able to evaluate DMUs by mixing 

the of efficiency and inefficiency. 
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Fig. 1. Visualization of case (1) 
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Fig. 2. Visualization of case (2) 
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Fig. 3. Visualization of case (3) 

V. CONCLUSION 

This study proposed a DEA model which unifies the 

efficiency model and the inefficiency model. The 

proposed model is able to evaluate various criteria 

which the traditional model can not evaluate. Moreover, 

VDEC helps incorporating a priori knowledge. The 

effectiveness of the proposed method was illustrated in 

the numerical experiments.  
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Abstract: In this paper, we propose an efficient and scalable surveillance network providing better context inference 
based on distributed ontology framework. Upon our distributed ontology management system, each agent can build and 
process ontology cooperatively. They share context ontology for cooperative combined inference. Data source servers 
not only can get services from a region server, but also they can form and generate a P2P(peer-to-peer) network to 
provide services to each other. For an efficient and scalable cooperation we adopt a P2P communication through 
common API and adaptive caching. 
 
Keywords: Surveillance network, Agent, Context ontology, Peer to peer network. 

 

 

I. INTRODUCTION 

In our network surveillance environment, each 

surveillance devices is equipped with a customized 

agent. The distribution of demands for multimedia data 

items is often skewed, and the surveillance devices have 

different capabilities and data formats. These can lead to 

poor data communication and dropped messages 

resulting in narrow reasoning and decision. Therefore 

for more easy and efficient cooperation between the 

agents, we propose a more efficient and scalable 

communication framework utilizing P2P computing and 

an adaptive cache scheme based on heterogeneous 

devices and data network.  

Context is any information that can be used to 

characterize the situation of environment entities. To 

overcome the variety of data source servers, we build 

agent for each and interface through common APIs. Our 

network surveillance application can be thought of 

semantic web. Each agent tries to be context-aware 

through integration, analysis and inference of data and 

information. For better inference, they need not only 

data of their own but also data of other neighbor agents. 

P2P computing utilizing common API provides flexible, 

scalable and efficient ontology sharing method. 

In this paper, we also propose a distributed adaptive 

cache scheme based on heterogeneous device and data 

network. Our scheme uses caching and conformity to 

update and share data in a cooperative way. 

Experiments and implementation are conducted to 

evaluate the effectiveness of our flexible cache scheme. 

The rest of the paper is organized as follows, Section 

2 we suggest a distributed inference framework for 

surveillance networks. Experiments and implementation 

is explained in Section 3. Section 4 reviews the related 

work on distributed inference based on ontology, 

particularly focusing on the user interface and the 

adaptive caching technique. Section 5 concludes this 

paper with a short summary. 

 

II. DISTRIBUTED INFERENCE 
FRAMEWORK 

Our surveillance network constructs a web of 

inference systems. Each data source server is equipped 

with an independent agent having local context 

ontology and inference engine. Cooperative inference 

such as object tracking requires the cooperation among 

local data source servers. Data associations between 

data sources are required to cover larger areas and solve 

occlusion problems. Our distributed inference 

framework manages ontology processing, ontology 

location and ontology connection on behalf of each 

agent.  

Data source servers form a graph structure. For the 

high level inference, regional hierarchies are included in 

it. Each data source server can communicate each other 

freely within access control permission forming P2P 

computing networks. Equipped with agents, they 

perform their own intelligent distributed inference based 

on their own ontology knowledge base. In the case of 

multi-agent systems, association of data across the data 
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source servers is indispensable for context awareness 

and decision making for the integration of ontologies 

and prevention of the narrow decision. 

For each data request, data source server ni first tries 

to find the required data item from its local cache. If it 

encounters a local cache miss, it broadcasts a request 

message to its neighbor peers via P2P broadcast 

communication. Our ontology framework includes 

common APIs for the operations. If a neighbor peer 

does not have the needed data item, the agent will send 

the request to the higher region server instead to obtain 

the needed data. The representative common APIs are 

getVideoSource(),  getVideoSourceConfiguration(), 

getVideo(), setVideo(), getVideoStatistics(), 

getVideoCaptureSize(), getUsers(), 

getVideoResolution(), requestSignal(), sendSignal(), 

getBitrateControlMode(), etc. 

For the broadcasting, the latency is defined as the 

sum of the request and reply packets divided by network 

bandwidth through the hops the data gets transmitted. 

As peers can exchange such information as the cache 

sizes of their neighbors and the transmission ranges, 

they can negotiate and come up with a cache strategy 

based on the messages exchanged. As a result, better 

usage of their limited cache space and higher system 

performance can be obtained 

The multimedia data and biometric feature 

information caching will be distributed over the region 

servers and data source servers. The data source servers  

need to carry out the indexing and retrieval of the 

information distributed across the servers in an efficient 

manner. To maintain the freshness and effectiveness of 

the data, we should cache data adaptively. We measure 

the weight of cached data to describe its relative 

importance as compared to the other data as proposed in 

[4]. The higher the weight, the lower is the probability 

of the data being replaced. We also use a policy based 

on the size of the objects, in which the weight is 

proportional to the size of the data. Therefore the weight 

is computed as the product of the access frequency, size 

of the data and the data recency: 

 
rsf cencyDataSizeFrequencyWeight Re=  

 

The exponents are weighting factors. As a result, we 

can expect the packet traffic would be proportional to 

the probability of cache miss, latency, the probability of 

packet loss, the weight of data and the inverse of the 

number of hops. 

  

III. EXPERIMENTS AND 
IMPLEMENTATION 

In a distributed surveillance environment, 

multimedia data and biometric feature information are 

produced continuously. Furthermore the multimedia 

data transmission consumes large network bandwidth. 

When the adaptive caching technique is applied, 

experiments show better performance as shown in 

Figure 1. The data source servers might be grouped by 

region. The caching skewed by region could be 

reflected through the variance in caching ratio.  

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.1. The expected packet transmission comparison 

 

For the integration of ontologies between data 

source servers, we developed common APIs according 

to the standard [7]. The pseudo code for the 

representative common APIs is as the following: 

 
function grrc(key){ 

this.name = 'grrc'; 
this.key = key; 
this.XmlHttpObject = function(){ //abridged 
} 
this.validChk = function(){ 

var add; 
add = location.href; 
add = add.split("//"); 
add = "http://" +  
add[1].substr(0,add[1].indexOf("/")) + "/"; 
host = 'http://localhost/grrc/'; 
URL = host + 'validChk.php?key=' + this.key  
+ '&add=' + add; 
xmlhttpr =  new XMLHttpRequest(); 
xmlhttpr.open('GET', URL, true); 
xmlhttpr.send(null); 
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xmlhttpr.onreadystatechange ();//abridged 
} 
this.GetUsers = function(){ 

this.validChk(); 
host = 'http://localhost/grrc/'; 
URL = host + 'getUsers.php'; 
location.href = URL; 

} 
this.GetVideoSource = function(){ 

this.validChk(); 
host = 'http://localhost/grrc/'; 
URL = host + 'getVideoList.php'; 
location.href = URL; 

} 
this.GetVideoSourceConfiguration =  

function(){ 
this.validChk(); 
host = 'http://localhost/grrc/'; 
URL = host + 'getAllVideoList.php'; 
location.href = URL; 

} 
this.GetVideoCaptureSize = function(){ 

CaptureSize = new Array(1); 
CaptureSize[0] = new Array(2); 
this.validChk(); 
host = 'http://localhost/grrc/'; 
URL = host + 'VideoInfo.php'; 
xmlhttp = this.XmlHttpObject(); 
xmlhttp.open('GET', URL, true); 
xmlhttp.send(null); 
xmlhttp.onreadystatechange = function();  
//abridged 
return CaptureSize[arrWidth][arrHeight]; 

} 
this.GetVideoResolution = function(){ 

Resolution = new Array(1); 
Resolution[0] = new Array(2); 
this.validChk(); 
host = 'http://localhost/grrc/'; 
URL = host + 'VideoInfoResolution.php'; 

xmlhttp = this.XmlHttpObject(); 
xmlhttp.open('GET', URL, true); 
xmlhttp.send(null); 
xmlhttp.onreadystatechange =  
function();//abridged  
return Resolution[arrResolutionWidth]  
[arrResolutionHeight]; 

} 
this.getVideo = function(num){ 

this.validChk(); 
host = 'http://localhost/grrc/'; 
URL = host + 'getVideo.php'; 
xmlhttp = this.XmlHttpObject(); 
xmlhttp.open('GET', URL, true); 
xmlhttp.send(null); 
xmlhttp.onreadystatechange =  
function();//abridged  

} 
} 

 

Our work is aimed at designing and deploying a 

system for the surveillance and monitoring of province 

area containing about 15 cities. Final product is to be 

included in the construction of the ubiquitous city. The 

agent platform should be distributed across various data 

acquisition systems such as CCTV, RFID sensors, sound 

monitors, etc. We show the live video and the stored 

video to monitoring clients and devices are controlled 

via a remote GUI even from a smart phone. Figure 2 

shows screenshot of map interface. It shows the stored 

event data. On the left frame we can see the google map. 

On the right frame, alarming events are listed first with 

features. When we select the CCTV, we can see the 

specific videos on the bottom side. 

 

Fig.2. The sample user interface with google map 
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IV. RELATED WORK 

 Several ontology reasoning systems have been 

developed for reasoning and querying the semantic web 

and they show good performance as seen in [1,2,3]. We 

want to adopt, customize and improve them adequate 

for our surveillance system. Especially all of them do 

not use common API for communication. In [4], a 

cooperative caching framework is introduced and 

claimed to be effective to data availability. In [5], a 

replica allocation method and clustering in distributed 

networks are introduced to improve data accessibility in 

a mobile communication environment. Another 

cooperative cache scheme for similar peers is described 

in [6], which combines the P2P communication 

technology with a conventional mobile system. 

However they do not apply their technique to the 

distributed surveillance system. 

 

V. CONCLUSION 

We describe an efficient ontology management 

scheme for better context inference based on distributed 

ontology framework. Data acquisition servers 

communicate each other freely within access control 

permission to perform their own intelligent distributed 

inference based on integrated ontology knowledge base 

utilizing common APIs. Our scheme uses P2P 

computing using common APIs and data conformity to 

update and share data in a cooperative way. For such a 

P2P network, an effective cache framework that can 

handle heterogeneous devices is required. We also 

present a flexible cache scheme which is adaptive to the 

actual device demands and that of its neighbors. We 

analyzed our distributed ontology management scheme 

through experiments and implementation. 
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Abstract: Dexterous manipulation is an important function for working maintenance robots. Manipulator tasks such as 
disassembly and reassembly can generally be divided into several motion primitives. The authors call such motion 
primitives “skills” and explain how most manipulator tasks can be composed of sequences of these skills. In their 
planning to construct a maintenance robot for domestic appliances, the authors considered hierarchizing the 
manipulation tasks since the maintenance of such appliances has become increasingly complex. Additionally, they 
considered grouping errors into several classes according to their possible causes. The reliability of the task 
achievement was found to increase with the classification of errors. There are various kinds of tasks for maintenance 
robots besides disassembly and reassembly, and adjustment tasks, which are often executed in the final stage of 
maintenance, are also important. This paper presents a proposal for error recovery during adjustment tasks performed 
by a robot in the maintenance of domestic appliances. 
 
Keywords: manipulation skill, maintenance task, error recovery. 

 

1. Introduction 
Manipulation robots need to achieve various tasks 

using special techniques to be useful in wide-ranging 
fields. By analyzing the motions of human hands in tasks 
such as disassembly and reassembly, we found that the 
movements consisted of several significant motion 
primitives. We call these motion primitives "skills" and 
have shown that most of the tasks of a manipulator can 
be composed of sequences of such skills [1]–[3]. 

We have already researched maintenance robots 
working in various factories and power plants. In our 
future research, we will consider manipulation robots 
working closer to people and used for the maintenance of 
household appliances and consumer electronics. At 
present, we are working toward producing a prototype of 
a maintenance robot for home audio-visual system 
components and personal computers (Fig. 1). The 
principle tasks of such maintenance robots will be not 
only disassembly and reassembly as considered in [3]–
[5] but also adjustment tasks. Such adjustment tasks 
might involve rotating thumbscrews to tune various 
settings such as frequency, amplitude and brightness. 
Maintenance requires the use of many manipulation 
skills, and the nature and range of the tasks may be 
complex. However, stratification of the tasks makes 
development more manageable. 

Manipulation tasks using skills are performed in 
theory by sequences of visual sensing, geometric 
modeling, planning and execution. In an ideal 
environment, the tasks are achieved without any errors 

occurring. During actual 
manipulation, however, 
errors often occur for 
various reasons. Various 
approaches for error 
recovery have been 
reported [6]–[9]. However, 
few methods for realistic 
error recovery have been 
proposed for the various 
errors that could actually 
occur during maintenance 
tasks. We have previously 
described our concept of 
error classification and process flow using error recovery 
in the task hierarchy [4], [5]. Errors are grouped into 
several classes according to their possible causes. In this 
present paper, we describe a method of error recovery 
during adjustment tasks such as rotating knobs when 
maintaining domestic appliances. The reliability of the 
task achievement increased with the stratification of 
tasks and classification of errors. 

The next section explains manipulation skills and 
skills used in adjustment tasks. The stratification of 
manipulation tasks is shown in section 3. Our 
classification of errors and error recovery in the task 
hierarchy intended for adjustment tasks are shown in 
section 4. 

 
 
 

Fig. 1 Maintenance robot
for audio-visual
system components

Hand-eye vision system

Manipulator

A-V System
components

Manipulator
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2. Manipulation Skills 
This section explains our concept of skills and 

examples of the skills used in adjustment tasks. See 
References [1], [2] for more details. 
 
2.1. Concept of Skills 

We analyzed human motions in such tasks as 
disassembly and reassembly and found that the 
movements consisted of several significant motion 
primitives. We call such motion primitives “skills” [1], 
[2]. We considered three fundamental skills: move-to-
touch, rotate-to-level and rotate-to-insert, all of which 
play an important part in such tasks. A specific task is 
composed of sequences of skill primitives such as these 
three skills. Moreover, many related skills such as the 
rotate-to-bite and rotate-to-loosen skills in tasks using 
screwdrivers can be defined based on slightly modified 
versions of these three fundamental skills. These skills 
are frequently used for component replacement during 
the repair of household appliances [3]-[5]. 
 
2.2. Skills in Adjustment Tasks 

In the maintenance of household electrical appliances 
and home audio-visual equipment, a parts adjustment 
step is often needed in addition to the main tasks of 
disassembly and reassembly such as component 
replacement [3]–[5]. 

 

 

 

 

 
 
 
The knobs of adjustment screws used in maintenance 

tasks come in various head shapes. Figures 2(a), 2(b) and 
2(c) show various types of thumbscrews including 
cylindrical type, “P” (plain) type, and “S” (shoulder) type. 
There are also wing bolts (Fig. 2(d)) and tuning pegs on 
string instruments (Fig. 2(e)). For simplicity, in this 
paper we focus on screws with flat head projections (Fig. 
2(b), 2(c), 2(d), 2(e)) that can be nipped by parallel 
grippers. 

Figure 3 shows the process flow for an adjustment 
task using a thumbscrew. First, a fitting task using a 
parallel gripper on a plain knob is performed (Fig. 4). 
Rotation tasks of the same angle θrepeat such as π, 2π
(rad) are iterated (Fig. 6), while the re-fitting tasks of the 
gripper are performed between successive rotation tasks 
(Fig. 5). Finally an adjustment task comprising rotation 
at a small angle θ ( ≤ θrepeat) is performed (Fig. 7). 
However, the value of angle θ is hardly a suitable 
reference value. In most cases, the values of angles θ are 
adjusted so that settings such as frequency, amplitude 

(a) Thumb-
screw

(b) Thumb-
screw
(Type P)

(c) Thumb-
screw
(Type S)

(d) Wing
bolt

(e) Tuning
peg

Fig. 2 Thumbscrews and similar fasteners

Fig. 3 Process flow of adjustment task
using a thumbscrew 

YES

θ > θrepeat

θrepeat rotation task

θ ←  θ – θrepeat

Re-fitting task

Fitting task

Start

θ rotation task

NO

End

Fig. 6 Task of θrepeat rotation

θrepeat

(a) Rotate-to-decrease-room skill

Fig. 7 Task of θ rotation

θ

(a) Rotate-to-adjust skill

Fig. 5 Task of re-fitting a gripper on a thumbscrew 

(a) Open-to-
detach
skill

(b) Move-to-
release
skill

(e) Close-to-
nip skill

(c) Turn-back-
to-repeat
skill

(d) Move-to-
approach
skill

- θrepeat

Fig. 4 Task of fitting a gripper on a thumbscrew 

(a) Move-to-
initialize
skill

(b) Move-to-
approach
skill

(c) Close-to-nip skill
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and brightness become the most suitable values. 
Therefore, excess rotations may often occur, and will 
require rotation in the opposite direction to be performed. 
In this paper, this process will be treated as a pattern 
using error recovery as shown in section 4. 
 

3. Stratification of Tasks 
Figure 8 shows a hierarchy of manipulation tasks 

during maintenance [4]. If we ignore the servo layer, the 
skill layer, which consists of elements such as the move-
to-approach and close-to-nip skills, is located in the 
lowest layer called the task(0) layer. Each skill is 
performed by the processes of visual sensing, geometric 
modeling, planning and execution. One tier above the 
task(0) layer is the task(1) layer. Similarly, task(i+1) is 
composed of sequences of task(i) elements. The top layer, 
where the error recovery loop is closed, is called task(max) 
and one tier above task(max) is called the project layer. The 
project layer might also be hierarchized, but we will not 
discuss it in this paper. 
 

4. Error Recovery in Stratified Tasks 
In an ideal environment, tasks are achieved without 

any errors occurring. In actual manipulation, however, 
errors often do occur from various causes. Our concept 
of error classification and process flow with error 
recovery in the task hierarchy are described in this 
section. See References [4] for more details with respect 
to component replacement tasks. In this present paper, 
errors occurring in adjustment tasks during maintenance 
of domestic appliances and electronic equipment are 
explained and error recovery techniques in the 
adjustment tasks are shown. 
 
4.1. Classification of Errors 

The causes of failures can be attributable to several 
kinds of errors. We group error states into several classes 
according to their possible causes as follows. The classes 
of errors are described in detail in Reference [4]. 

･Execution error: a mechanical error caused in the 
manipulator mechanism such as a gear backlash. 
･ Planning error: an error caused by inaccurate 

parameter values in planning. For example, a rotation 
task fails because of an incorrect torque setting. 
･Modeling error: an error caused by differences in 

the real object and the geometric model in the software. 
For example, failure occurs because of the incorrect 
head shape of the thumbscrew. 
･Sensing error: an error occurring during visual 

sensing. For example, the environment model around 
the thumbscrew cannot be derived correctly due to a 
sensing error in calibration and luminous intensity. 
 

 

 
 

 
Merely remedying the causes of these errors does not 

always solve the problem. It may be necessary to return 
to a previous step when the working environment is 
greatly changed by the error. 
 
4.2. Error Recovery based on Classification 

in Adjustment Tasks 
A generalized process flow of stratified tasks that 

takes error recovery into account has been shown in [4]. 
Figure 9 is an illustration of the central portion of Fig. 10 
in [4]. At the confirmation step in each skill primitive 
task(0)

(i0), an automatic process or a human operator 
judges whether the result is correct or a failure. Error 
recovery is performed using the following error 
classification. 

Fig. 8 Manipulation Hierarchy
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Class 1: When the error is judged to be an execution 
error, task(1)

(i1) is executed again without a correction 
in the parameters. 
Class 2: When the error is judged to be a planning 

error, task(1)
(i1) is executed again with a change in the 

planning parameters. 
Class 3: When the error is judged to be a modeling 

error, task(1)
(i1) is executed again with a change in the 

modeling parameters. 
Class 4 ( = Class T(1) ) : When the error is judged to 

be a sensing error, task(1)
(i1) is executed again with a 

change in the sensing parameters. 
Class T(2): task(2)

(i2) is executed again after the 
execution of the necessary changes and returns to the 
start of one tier above the layer task(1)

(i1). 
: 
: 

Class T(max): task(max)
(imax) is executed again after the 

execution of the necessary changes and returns to the 
start of (max - 1) tier above the layer task(1)

(i1). 
Class T(max+1): When it is judged that too many 

changes will be required, the process being executed is 
interrupted and the process returns to the start of the 
overall task. 
Parameters judged in any given Class are revised and 

error recovery is performed according to a flowchart. In 
most adjustment tasks, the target angle θ is decided so 
that another setting value such as frequency or brightness 
becomes the most suitable value as shown in section 2.2. 
Therefore, it is often necessary to rotate the thumbscrew 
in the opposite direction because of excess rotation. In 
such cases, the required change in skill sequence is 
performed through Class T(2). This means re-planning in 
one tier above the lowest task layer. In general, the 
adjustment task converges while the required rotation 
and the opposite rotation are being repeated. On the other 
hand, it may be necessary to return to a smaller angle due 
to excess rotation, for instance when adjustment is 
possible only in processes in which the frequency varies 
from low to high as in the adjustment of a musical 
instrument. 
 

5. Conclusions 
In recent years, dependability has been a frequent 

topic in robotics research. It is necessary to increase the 
reliability of the maintenance tasks performed by robots 
working on household appliances. Since error recovery is 
important, we considered a method that uses the concepts 
of both task stratification and error classification. In this 
paper, we have described our error recovery technique 
for adjustment tasks performed by maintenance robots. 
The capability to recover from errors during such tasks is 
improved by stratification of tasks and classification of 
errors. 

In the future, we will further research the optimum 
adjustment methods for the various parameters used in 
error recovery and a fully automatic method to confirm 
task achievement composed of skills. We will attempt to 
apply our technique to actual maintenance robots. 
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Abstract: In this paper, we introduce a visual debugger that helps us develop soccer agents for RoboCup Soccer 3D
Simulation. The visual debugger enables us to graphically monitor the internal state of a soccer agent and the soccer
field such as joint angles, the position of objects, and text messages. We employ a server/client framework where the
debugger acts as a server while the agent acts as a client. A soccer agent connects to the debugger using TCP/IP and sends
the information about the field and the internal status. The information that is sent from the soccer agent to the visual
debugger consists of three parts: visible objects of the soccer field, the joint angles of the soccer agents, and text messages
from the agents. These are shown in separate components on the screen of the debugger. The debugger draws the current
pose of the soccer agent from the information on the joint angles that is sent from the soccer server. Text messages are
used as a debugging message. The developer of soccer agents are allowed to check if the developed agent works properly
through the screen of the visual debugger. A soccer agent that is manually controlled using a game-pad is also included
as a part of the debugger. Each of the above features is explained in detail.

Keywords: RoboCup, soccer robot, multi-agent system

I. INTRODUCTION

Soccer simulation league is one of the oldest leagues
in the RoboCup competitions. The main aim of the soc-
cer simulation league is to develop decision making sys-
tems that achieve intelligent behavior in both high and
low levels. It is expected that successful decision mak-
ing systems are translated to that of real robots. The de-
velopers of soccer agents in the simulation league have
proposed various techniques from both top-down and
bottom-up manners. For example, Stone[1] proposed
a layered approach to achieve a complex decision sys-
tem. FC Portugal proposed a flexible formation model
that is based on the ball position[2]. These are catego-
rized as top-down approaches. On the other hand, Stone
et al.[3] proposed a neural network-based approach for
learning low-level skills. Sean et al.[4] also showed that
the team formation is successfully evolved by a genetic
programming. A fuzzy reinforcement learning method
is proposed for a ball intercept task by Nakashima et
al.[5].

In the early years of the RoboCup soccer simulation
league, soccer matches were played on a virtual two-
dimensional field. The first prototype of 3D simulation
was proposed by Oliver[6] in 2003. The community of
the 3D simulation has rapidly grown up since then. In
2005 the first competition of 3D simulation was held
in Osaka, Japan. The soccer agents were modeled as
a sphere object with a kick device. In 2007 bipedal hu-
manoid robot model was employed for soccer agents.
This made the development of soccer agents very chal-
lenging because not only intelligent decision making but
also the movement of joints have to be considered when
implementing even lower level skills. The standard way
to check the behavior of developed agents is to use the

soccer monitor, which is included in the package of the
soccer server[7]. Although the soccer monitor is use-
ful to check the movement of joints of soccer agents, it
is not possible to check the internal status of the soccer
agents such as vision, ground force, body rotation, and
their decision making process. Furthermore the soccer
monitor does not record the movement of soccer agents
during the course of the game. Thus it is not possible to
play back the match even if we want to retrospectively
watch the behavior of the soccer agents. These things
make the development of 3D soccer agent very difficult.
Even if we use files to replay a match, the internal status
of agents such as sensory information and the intention
of agents cannot be shown and we only have to guess
them from the behavior of the agents.

In the 2D simulation league, several high func-
tional debuggers have been proposed. For example,
soccerwindow2[8] has useful features such as monitor-
ing internal status, modeling team formation based on
the ball position. The developer of soccer agents can
also check the decision making process inside the soc-
cer agents through the messages that are sent from the
soccer agents to soccerwindow2. Furthermore, soccer-
window2 has a play-back function where the developer
can check the behavior of the soccer agents at the past
time steps. SoccerScope[9] has similar useful features
as soccerwindow2, though SoccerScope can analyze the
game logs and give statistics of the game such as the
number of successful pass, ball possession rate, and the
total number of pass, dribble or shoot. In contrast, in
3D simulation league,there are no such tools available in
public. Therefore, we have developed a visual debugger
as a development support tool that connects to an agent,
displays sensor information and checks the agent’s be-
havior.
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II. ROBOCUP SOCCER 3D SIMULATION
LEAGUE

RoboCup Soccer 3D simulation league is the project
where autonomous agents play soccer in a virtual 3D
soccer field. The first prototype of 3D simulation was
proposed in 2003. In 2005 the first competition of 3D
simulation was held in Osaka, Japan. In this competi-
tion, the soccer agents were modeled as a sphere object
with a kick device. In 2007, a bipedal humanoid robot
model was employed for soccer agents. This made the
development of soccer agents very challenging because
not only intelligent decision making but also the move-
ment of joints has to be considered when implementing
even lower-level skills. The humanoid robot which was
used in the RoboCup world competition 2008 is given in
Fig. 1. This robot model is based on the Nao[10] which
is used in the standard platform league. In the RoboCup
world competition 2009, one team consisted of three
robots. Six-vs-six games were played in RoboCup 2010.

Fig. 1. Humanoid robot

Each soccer agent is autonomously controlled in the
3D simulation league. A game is divided into two halves
and each half has 300 seconds according to the official
rule. Since one time step is 20 ms, a half consists of
15000 steps. During the simulation, the soccer server
sends a message to agents every time step. The message
includes joint angles, the value of gyro sensor, the value
of foot force resistance sensor, the position of visible
objects, and say-messages from other agents. The gyro
sensor is equipped in torso. It senses the orientation of
the torso in the global coordinates. The foot force resis-
tance sensor informs about the force that acts on a foot.
This sensor is equipped in the bottom of feet. A soc-
cer agent can also receive the position of visible objects
(the ball, other agents, goal posts, and landmark flags)
from the soccer server. An agent is equipped with the
camera on its head and the server sends the position of
objects which are in the sight of the camera. The angle
of sight had been 360 degrees until the world competi-
tion 2008 and agents could see all objects from every-
where. However, in the 2009 competition, the angle of
the sight was changed to limit to 120 degrees and thus
agents have to turn neck and search for objects to receive

the position of objects from as broader area as possible.
An aural sensor gets one message from both teams ev-
ery 3 time steps. Agents make a decision based on the
above information. Furthermore, the decision made by
an agent must be converted to the necessary changes to
the joint angles by the agents themselves. Agents send
joint change rates to the server. There are 22 joints in
a Nao robot. To control this robot perfectly, an agent
program is required to control 22 joint angles every time
step.

The RoboCup Soccer 3D Simulation Server is avail-
able in a Sourceforge project[7]. The package includes
the soccer server, the sample agent, and the soccer mon-
itor. The soccer monitor is the standard way to check
a behavior of agents. But the monitor shows the soccer
field in the third person viewpoint and we can only check
the state of joints from their pose. Therefore, a software
tool that shows the internal state of agent is required. In
this paper, we develop a visual debugger as a develop-
ment support tool that connects with an agent, displays
the value of sensors and checks the agent’s behavior. We
also develop a soccer agent that can be controlled by a
game-pad as a part of the debugger. In the next section,
we introduce the visual debugger in detail.

III. VISUAL DEBUGGER

1. Overview

The visual debugger is connected to a soccer agent
via TCP/IP and receives information on the field and the
agent’s internal status every cycle. The functions that the
visual debugger provides make it easier for us to develop
agents. A screen shot of the visual debugger is shown in
Fig. 2. The soccer agent can send a one-line message to
the debugger at each time step. The message contains
the information on the state of the field and the agent
graphically. The visual debugger graphically shows the
information on the display.

Fig. 2. The visual debugger

The Sixteenth International Symposium on Artificial Life and Robotics 2011 (AROB 16th ’11), 
B-Con Plaza, Beppu,Oita, Japan, January 27-29, 2011

©ISAROB 2011 935



2. Debug Message

The one-line message from the soccer agent includes
four pieces of information, that is, game state, visual in-
formation, joint angles, and gyro information. We ex-
plain each of the above information in detail.

• Game State
The game state information consists of the game
time, the playmode, each team’s name, and each
team’s score.

• Visual Information
The agent receives the visual information from the
soccer server in three dimensional polar coordi-
nates. The visual information is then sent to the
visual debugger as a three dimensional vector in
Cartesian coordinates. This information provides
the position of visible objects.

• Joint Angles
Joint angle includes the joint angles of the agent at
the current time step. One message format corre-
sponds to one joint angle.

• Gyro Information
Gyro information includes the value of the gyro
sensor. The gyro sensor shows the angular velocity
of agent’s torso.

3. Visible Objects in the Soccer Field

The debugger shows visible objects in the soccer field
within the agent’s view cone as explained in subsection
3.2. The agent sends the debugger a message that con-
tains field information about whether each object is in
the eyesight of the agent or not and if it is visible, its
position is also included in the message. The position
of visible objects is given in the local coordinates of the
agent. The debugger converts it into the absolute coor-
dinates (i.e., the origin is set to the center of the field)
and draws it in the overhead view of the soccer field.
Figure 3 shows an example of the overhead view of the
soccer field. In Fig. 3, the arrow in the rightside of the
field indicates the position and direction of the agent’s
torso, two lines from an arrow to rightside and to top
of the figure shows the eyesight of the agent, the white
circle indicates the ball, the light gray square indicates a
teammate player, and the dark gray square indicates an
opponent player. The debugger draws each of the above
objects when it is in the agent’s eyesight. The position
of landmarks such as flags and goal posts are described
by gray circles or black circles. The positional relation
among landmarks are pre-specified by the soccer server
according to the official rule of the league. Therefore, if
at least two landmarks are visible to the agent, the po-
sition of landmarks which are out of sight can be iden-
tified. Lighter circles in Fig. 3 are visible, while black
circles are out of sight.

Fig. 3. Visible object in the soccer field

4. Pose of the Agent

The debugger can also draw the pose of the agent and
the positional relation between agent’s feet and the ball
as shown in Figs. 4 and 5. In Fig. 4, the left image
shows each joint position from the frontal view and the
right sagittal view. In both images the pose of the agent
is shown by nodes and edges. The top circle indicates
the head, the under circles indicate neck joint and torso.
Square nodes indicate leg, heel, and toe joints. In the
left images, the right and left circles means arm joints.
These figures are drawn based on the message from the
agent that contains the joint angles of each time step.
Shaded area is the eyesight of the agent. In the left im-
age of Fig. 4, the horizontal axis and the soccer field are
assumed parallel, and in the right image of Fig. 4, the
vertical axis and the soccer field are orthogonal. The de-
veloper of the agent checks the pose of the agent from
the two images in Fig. 4.

The positional relation between agent’s feet and the
ball is shown in Fig. 5. Figure 5 is the mapping of each
joint position to the horizontal plane. The white circle
indicates the ball, the black circles indicate the nodes of
the agent; in this figure they represent the upper body
of the agent, and the black squares indicate the lower
body of the agent. When the ball is in the eyesight of
the agent but is too far to draw in the display, a white
triangle locator appears to indicate the direction toward
the ball.

Fig. 4. Pose of the agent
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Fig. 5. Position of feet and ball

5. Replay Function

The debugger can replay the game without running
the soccer server by loading a text file which includes
all debug messages sent by the agent during a game.
We call this text file “debug message file” in this paper.
The main difference between a debug message file and
a log file is that the debug message file contains the in-
ternal information from the viewpoint of an agent while
a log file just records the joint angles each time step.
While replaying a game from a debug message file, ex-
tra operations such as pause, go-to-next-step, or go-to-
previous-step are available. By using these functions,
we can examine an agent’s behavior in detail during a
game. These functions are also available while a soccer
match is played.

6. Manually-Operable Agent

The behavior of an agent sometimes requires the in-
teraction with other agents. Passing the ball to a team-
mate and avoiding opponent agents that are approaching
the agent are examples of such behaviors. Even though
there are released binaries of those teams who partic-
ipated in previous competitions, it is hard to examine
those behavior using the released binaries because soc-
cer agents are autonomously moving and never manu-
ally controlled. To overcome this problem, it is helpful
to prepare an agent that can be manually controlled. For
this purpose, we have developed a manually-operable
soccer agent. To control the agent, we use a USB Game-
pad with 12 buttons and 2 sticks. Figure 6 shows the
game-pad for manually operating the agent.

Fig. 6. Game-pad

IV. CONCLUSION

In this paper, we introduced a visual debugger that
helps develop a soccer agent of the RoboCup soccer 3D
simulation league. We also showed a manually-operable
agent by game-pad for debugging. Using the debugger,
the visible object on the soccer field and agent’s inter-
nal state are graphically shown. The debugger can also
replay the game on itself by loading a debug message
file so that we can check agent’s behavior in detail. The
source code of the visual debugger will be available in
the near future. We hope the debugger makes the agent
development more efficient for all teams of soccer sim-
ulation 3D league.
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Abstract: This paper presents the MEMS (Micro Electro Mechanical Systems) micro robot which demonstrates the 

locomotion, controlled by the HNN (Hardware Neural Network). The size of the micro robot fabricated by the MEMS 

technology was 4×4×3.5 mm. The frame of the robot was made of silicon wafer, equipped with the rotary type actuator, 

the link mechanism and 6 legs. The rotary type actuator generated the rotational movement by applying the electrical 

current to artificial muscle wires. The locomotion of the micro robot was obtained by the rotation of the rotary type 

actuator. Same as the living organisms HNN realized the robot control without using any software programs, A/D 

converters, nor additional driving circuits. CPG (Central Pattern Generator) model was implemented as a HNN system 

in this micro robot to emulate the locomotion pattern. The MEMS micro robot emulated the locomotion method and 

the neural network of the insect by the rotary type actuator, link mechanism and HNN. The micro robot performed 

forward and backward locomotion, and also switched the direction by inputting the external trigger pulse. The 

locomotion speed was 19.5 mm/min and the step width was 1.3 mm. 

 

Keywords: Micro Robot, MEMS, Hardware Neural Network, Pulse-Type Hardware Neuron Pair Model, CPG 

model 

 

 

I. INTRODUCTION 

Many studies have intensively been done on micro 

robots for several applications such as medical field, 

precise manipulations, and so on. Although the 

miniaturization of the robot has conventionally been 

progressed by mechanical machining and assembles, 

some difficulty has appeared in order to achieve further 

miniaturizations. Instead of the conventional 

mechanical machining, MEMS technology based on the 

IC production lines has been studied for making the 

components of the micro robot [1],[2]. 

Programmed control by a microprocessor has been 

the dominant system among the robot control. However, 

some advanced studies of artificial neural network have 

been paid attention for applying to robots. A lot of 

studies have reported both on software models and 

hardware models [3]-[6]. It is difficult to implement the 

complicate neural network such as higher animal to 

artificial neural network systems. In contrast, the neural 

networks of lower organisms realize the excellent 

sensory information processing and locomotion control 

by simple neural networks. Therefore, we are studying 

about implement the neural networks of lower 

organisms to HNN for the purpose to construct the 

flexible micro robot system. 

In this paper, the millimeter size micro robot is 

proposed. The fabrication process is based on MEMS 

technology. Also, the locomotion system is controlled 

by HNN which is composed of CPG model. We will 

explain about the micro robot system from the view 

point of the mechanical system, the fabrication process 

by MEMS technology, the HNN system, and the 

evaluation of the action of the robot. 

 

II. MECHANISM OF MEMS MICRO ROBOT 

The design of the fabricated MEMS micro robot is 

shown in Fig.1. The number of the legs of the micro 

robot is 6. The structure and the step pattern of the robot 

is emulated those of the insect. The micro robot consists 

of frame parts, rotary type actuators and link 

mechanisms. The rotary type actuator generates the 

locomotion of the robot by applying the electrical 

current to the artificial muscle wires [4]. The size of the 
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robot fabricated by the MEMS technology is designed 

as 4×4×3.5 mm. 

The rotary type actuator is shown in Fig.2. The 

rotary type actuator is composed of the rotor and 4 piece 

of artificial muscle wire. The frame is assembled from 

the front frame, rear frame, center frame, and top frame. 

The both ends of artificial muscle wires are fixed to the 

frame. The wire shrinks at high temperature and extends 

at low temperature. In this study, the wire is heated by 

electrical current flowing, and cooled by stopping the 

flowing. The rotational movement of the each actuator 

is obtained by changing the flowing sequence.  

The link mechanism is shown in Fig.3. The front leg 

and the rear leg are connected to the center leg by link 

bars, respectively. The center leg is connected to the 

rotor by the shaft. Therefore, the rotational phase is 

same as the rotor. On the contrary, the other two legs are 

connected by the link bar that generates 180 degree 

phase sift. Also, backward step is obtained by the 

counter rotation of the actuator. 

Figure 4 shows the schematic diagram of 

locomotion method. In the case of heating the artificial 

muscle wire from EI1 to EI4, the micro robot moves 

forward. In contrast, heating the artificial muscle wire 

from EI4 to EI1, the robot moves backward. The 

locomotion pattern is 180 degree phase sift on each side 

to represent the locomotion of insect. 

 

III. COMPONENT FABRICATION BY                 

MEMS TECHNOLOGY 

The fabrication process of the component of micro 

robot was based on MEMS technology. The designed 

shape was formed by the photolithographic process. ICP 

dry etching process realized high aspect ratio machining.  

The components of the MEMS micro robot are 

shown in Fig.5. The starting material was silicon wafer 

with various thickness (100, 200, 385, 500 µm) which 

was used depending on the shape. 

The size of the fabricated component is shown in 

Fig.6. The designed diameter of the joint was 450 µm. 

The designed diameter of the receptacle was 460 µm. 

The error of the joint was 0.23 %, and the error of 

receptacle was 1.38 %. Therefore, the link mechanism 

was made within the error of ± 2%. The link bars and 

Fig.1 Design of the fabricated MEMS micro robot. 
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Fig.2 Design of the rotary type actuator. 
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Fig.4 Schematic diagram of locomotion method. 
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Fig.5 Components of the MEMS micro robot. 

 (a)Frame   (b)Rotor (c)Legs  (d)Links (e)Spacers 

the legs were assembled in the gap between 15.6 µm. 

Figure 7 shows the fabricated MEMS micro robot. 

The size of our MEMS micro robot was 4×4×3.5 mm, 

same as designed size as shown in Fig.1. The wire from 

the micro robot was connected to the HNN. 

 

IV. HARDWARE NEURAL NETWORK FOR

 MOTION CONTROL 

The HNN generates driving pulse of the rotary type 

actuator without using software programs, A/D 

converters, nor additional driving circuits. The pulse-

type hardware neuron pair model compose of the 

neuron pair of excitatory and inhibitory and each neuron 

compose of the synaptic circuit and the cell body circuit. 

Figure 8 shows the circuit diagram of the pulse-type 

hardware neuron pair model. The synaptic circuit has 

the spatio-temporal summation characteristics similar to 

those of living organisms. The spatial summation 

characteristics are realized by the adder. Moreover, the 

adder includes an inverting amplifier using an 

operational amplifier (Op-amp), the amplification factor 

of the inverting amplifier varies according to synaptic 

weight. The temporal summation characteristics are 

realized by the Op-amp RC integrator. The circuit 

parameters of the excitatory synaptic circuit were as 

follows: RSE1=RSE2=RSE3=RSE4=1 MΩ, CSE=1 pF. The 

inhibitory synaptic circuit is obtained by reversing the 

output of the excitatory synaptic circuit. The excitatory 

synaptic circuit and the inhibitory synaptic circuit are 

single input but in the CPG model we use multi-inputs 

including excitatory inputs and the inhibitory inputs. 

The circuit parameters of the inhibitory synaptic circuit 

were as follows: RSI1=RSI2=RSI3=RSI4= RSI5=RSI6=1 MΩ, 

CSI=1pF. The cell body circuit consists of a voltage 

control type negative resistance and an equivalent 

inductance, a membrane capacitor CM. The voltage 

control type negative resistance circuit with the 

equivalent inductance consists of a n-channel 

enchantment-mode MOSFET, a p-channel 

enchantment-mode MOSFET, a voltage source VA, 

resistors RM, RG, and a capacitor CG. The cell body 

circuit has the negative resistance property which 

changes with time like a biological neuron, and enables 

the generation of a continuous action potential by a self-

excited oscillation and a separately-excited oscillation. 

Moreover, the cell body circuit can switch between both 

oscillations by changing VA. The separately-excited 

oscillation occurs by the direct-current voltage stimulus 

or the pulse train stimulus. The circuit parameters of the 

cell body circuit were as follows: CM=470 nF, CG=4.7 
Fig.7 Fabricated MEMS micro robot. 
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Fig.8 Circuit diagram of pulse-type hardware 

neuron pair model. 
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µF, RM=10 kΩ, RG=680 kΩ, Ra=20 kΩ, Rb=15 kΩ. The 

voltage source VA=3.5 V. 

Figure 9 shows the schematic diagram of CPG 

model. In this study, four sets of the neuron pair were 

connected inhibitory then the four output ports were 

extracted. The CPG model consists of four pulse-type 

hardware neuron pair models (EI1, EI2, EI3, and EI4). E 

and I represent an excitatory neuron circuit and an 

inhibitory neuron circuit, respectively. The solid circle 

indicates an inhibitory connection. We denote the pulse-

type hardware neuron pair model by EI. The hardware 

neuron pair model was mounted on a print circuit board 

and source power was supplied externally. 

Figure 10 shows the output waveform of the 

generated locomotion pattern. It is shown that our 

constructed CPG model can output the waveform of the 

forward locomotion and the backward locomotion 

corresponding to Fig.4. Thus, the constructed CPG 

model is effective to generate the locomotion of the 

MEMS micro robot. As a result, our fabricated robot 

performed forward and backward locomotion, and also 

the locomotion switched by inputting the external 

trigger pulse. The locomotion speed was 19.5 mm/min 

and the step width was 1.3 mm.  

 

V. CONCLUSIONS 

In this paper, we fabricated the 4×4×3.5 mm size 

micro robot by MEMS technology. The locomotion of 

micro robot was controlled by the HNN. The CPG 

model was implemented as a HNN system in this micro 

robot to emulate the locomotion pattern. The MEMS 

micro robot emulated the locomotion method and the 

neural network of the insect by the rotary type actuator, 

link mechanism and CPG model. As a result, the output 

waveform of the locomotion pattern was generated by 

the CPG model without using any software programs. 

The fabricated micro robot was performed forward and 

backward locomotion, and also the locomotion switched 

by inputting the external trigger pulse. The locomotion 

speed was 19.5 mm/min and the step width was 1.3 mm. 

 

ACKNOWLEDGMENTS 

The fabrication of the MEMS micro robot was 

supported by Research Center for Micro Functional 

Devices, Nihon University. We appreciate the support. 

 

REFERENCES 

[1] E. Edqvist, N Snis, R C. Mohr et al(2009), 

Evaluation of building technology for mass producible 

millimeter-sized robots using flexible rinted circuit 

boards. J. Micromech. Microeng 19:11 

[2] H. Suematsu, K. Kobayashi, R. Ishii et al (2009), 

MEMS Type Micro Robot with Artificial Inteligence 

System. Proceedings of International Conference on 

Electronics Packaging:975-978 

[3] Ken Saito, Kazuto Okazaki, Tomonari Kawakami et 

al (2010), Pulse-Type Hardware CPG Model for MEMS 

Type Micro Robot. AVLSIWS 2010:201 

[4] K. Matsuoka(1987), Mechanism of Frequency and 

Pattern Control in the Neural Rhythm Generators. 

Biological Cybernetics 56:345-353 

[5] T. Ikemoto, H. Nagashino, Y. kinouchi, T. 

Yoshinaga(1997), Oscillatory Mode Transitions in a 

Four Coupled Neural Oscillator Model(in Japanese). 

International Symposium on Nonlinear Theory and its 

Applications:561-564 

[6] K. Nakada, T. Asai, Y. Amemiya(2003), An Analog 

CMOS Central Pattern Generator for Interlimb 

Coordination in Quadruped Locomotion. IEEE 

Transaction on Neural Networks 14:1356-1365 

[7] Dai Homma (2003), “Metal Artificial Muscle 

'BioMetal Fiber' (in Japanese).  RSJ Vol. 21:22-24 

 

Fig.9 Schematic diagram of the CPG model. 
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Abstract: It is possible for the motors to realize some range of speed or torque but the range is limited to some degree 
considering the size, weight and cost of the motors. Moving robots used in the industrial fields are required to realize 

outputting a large force in some cases, and moving with high velocity in other cases. Therefore a velocity variation 

system is an ideal method in which the velocity ratio between input and output shafts is changed. However, the motion 

transmission from the input shaft to the output shaft is interrupted during the velocity ratio variation process in the 

conventional velocity variation system. In order to solve this problem, velocity variation method that can transmit 

motion precisely is proposed. The principle of this velocity ratio variation method is explained and its components are 

considered. The required conditions to the design of the transmitting element of this variation device are clarified in 

order to realize transmitting motion precisely. By this analysis, it is confirmed that the proposed ratio variation method 

can change the velocity ratio while transmitting the motion precisely between the input shaft and the output shaft. 

 

Keywords: ratio variation 

 

I. INTRODUCTION 

It is possible for the motors to realize some range of 

speed or torque but the range is limited to some degree 

considering the size, weight and cost of the motors. 

Moving robots used in the industrial fields are required 

to realize both outputting a large force when they carry 

loads and moving with high velocity when they move to 

the destination in order to shorten the moving period. 

Therefore a velocity variation system is an ideal method 

in this point. Velocity variation devises using gears are 

widely used in the industrial fields. Cylindrical gears 

such as spur gear have advantages in high torque 

capacity, precise rotation transmission and high 

efficiency and that is the reason why cylindrical gears 

such as spur gears are used in a variety of devices. In a 

geared transmission, it is needed to change the working 

gear pairs to vary the velocity of the transmission. 

However, the motion transmission from the input shaft 

to the output shaft is interrupted during this process. 

This leads to an important problem in the field of robots. 

In order to solve this problem, velocity variation method 

that can transmit motion precisely is proposed in our 

research. In this method, each transmitting element must 

satisfy each condition, which is different among each 

element. The required conditions to the design of the 

transmitting element are clarified in order to realize 

transmitting motion precisely. By this analysis, it is 

confirmed that the proposed ratio variation method can 

change the velocity ratio while transmitting the motion 

precisely between the input shaft and the output shaft. 

 

II. VELOCITY VARIATION METHOD 

In the proposed velocity ratio variation method, 

there are two shafts, i.e. input shaft and output shaft, 

three gear pairs A, B and C, and three tooth clutches TA, 

TB and TC as shown in Fig.1. The gear pairs A and B are 

composed of typical circular gears, and gear pair C is 

composed of noncircular gears. Gears Ao, Bo and Co can 

be connected to the output shaft by engaging the 

clutches TA, TB and TC. In contrast, gears Ai, Bi and Ci 

are fixed to the input shaft. Suppose that the velocity 

ratio of the gear pair A is rA, and that of the gear pair B 

is rB. In the pitch curve of noncircular gear pair C, there 

are four sections. The pitch curve of the noncircular 

gear pair C is partly same as that of gear pair A, and 

partly same as that of gear pair B. Those parts of pitch 

curve are smoothly connected. In the four sections, the 

velocity ratio is constant at rA, it changes to rB, it is 

constant at rB, and it changes to rA respectively. 

The proposed velocity ratio variation process from 

rA to rB is explained. Under the condition that the clutch 

TA is engaged, and the other clutches are disengaged, 

the velocity ratio is rA. When the meshing of gear pair C 

comes into the section corresponding to rA, the clutch TC 

is engaged, and, after the engagement of clutch TC, the 

clutch TA is disengaged. Then the meshing of gear pair 

C transits to the section corresponding to rB. In the 

section corresponding to rB, the clutch TB is engaged, 

and, after the engagement of clutch TB, the clutch TC is 

disengaged. Through this process, the transition from rA 
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to rB is completed. At all steps in this process, at least 

one of the clutches is engaged. Therefore, the rotational 

motion is precisely transmitted from the input shaft to 

the output shaft.  

 

 

Fig.1. Structure of the Velocity Ratio Variation Device 

 

III. CONDITIONS OF TRANSMITTING 

ELEMENTS 

In the proposed velocity ratio variation method, 

tooth clutch is used to transmit the motion precisely. 

However, to use the tooth clutch, it is required that the 

dog teeth on the output shaft side and that on the gear 

side are in appropriate condition so that they can be 

meshed. Suppose the numbers of the dog teeth of tooth 

clutches TA, TB and TC are nd. The case that the velocity 

ratio is changed from rA to rB, and returned form rB to rA 

is considered. At the initial state, all of tooth clutches TA, 

TB and TC can be engaged. In addition, gear pair C 

meshes in the middle of the section corresponding to 

velocity ratio of gear pair A. 

First, suppose that the input shaft is rotated NA times, 

and then the velocity ratio variation process starts, in 

other words, clutch TC is engaged, where NA is natural 

number. After the rotation of NA, the difference between 

the rotational angle of the output shaft and that of gear 

Co is )1(2 −
AA
rNπ . To engage clutch TC, this value must 

be integral multiple of pitch between the teeth of the 

clutch. This condition is expressed as follows, where J1 

is arbitrary integer.   

d

AA
n

J
rN 1

2
)1(2

π
π =−    (1) 

Secondary, the output shaft is rotated by π, and then 

clutch TB is engaged. To engage clutch TB, considering 

the difference between the rotational angle of the output 

shaft and that of gear Bo, following condition must be 

satisfied, where J2 is arbitrary integer. 

d

BBAA
n

J
rrrN 2

2
)1()(2

π
ππ =−+−   (2) 

Thirdly, the output shaft is rotated NB times, and then 

clutch TC is engaged. To engage clutch TC, considering 

the difference between the rotational angle of the output 

shaft and that of gear Co, following condition must be 

satisfied, where J3 is arbitrary integer. 

d

BB
n

J
rN 3

2
)1(2

π
π =−    (3) 

Finally, the output shaft is rotated by π, and then clutch 

TA is engaged. To engage clutch TA, considering the 

difference between the rotational angle of the output 

shaft and that of gear Ao, following condition must be 

satisfied, where J4 is arbitrary integer. 

d

AABB
n

J
rrrN 4

2
)1()(2

π
ππ =−+−   (4) 

These equations are organized, and the following 

conditions to the design of the transmitting element are 

clarified, where Z is set of integer. 

Z
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VI. CONCLUSION 

In the system proposed in our research, precise 

transmission of the rotation from the input shaft to 

output shaft is realized. The required conditions to the 

design of the transmitting element are clarified. It is 

confirmed that the proposed ratio variation method can 

change the velocity ratio while transmitting the motion 

precisely between the input shaft and the output shaft. 
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Abstract:  

With the rapid development of economy, environmental pollution has become one of the major problems in 
coastal areas and cities along the river. Real-time observation of the water quality along the river has been 
considered as an efficient way to control wastewater emission and manage environment of water quality. 
Traditional ways to observe ocean environment, including satellite telemetry, radar, investigation ship, ocean 
observation station and etc, are not applicable for water quality observation along river because of their high cost, 
Poor real-time, low accuracy and so on. Based on Wireless Sensor Networks, the study discussed in this paper 
proposes a new observation system using under-water multisensory information. After processing multisensory 
data of each sensor the system transmits it to hub node through wireless sensor networks, and then transmits it 
to land data center through GPRS wireless network. In order to check the basic performance of this system, the 
authors have completed the node positioning experiment based on GPS module and the communication 
experiment based on ZigBee. This paper reports the hardware design and the experimental results.  
 
Keywords: Wireless Sensor Networks(WSN), Underwater, ZigBee, Communication 
 

1. Introduction 
With the rapid development of economy in these 
years, environmental pollution has become a major 
fact of invading people’s life and influencing global 
climate change. Especially, wastewater emission and 
leakage from the cities along the river and ocean lead 
to pollution of water quality, and it could bring global 
environmental deterioration impact. Nowadays, the 
major ways to observe ocean environment, mainly 
depends on satellite telemetry, radar, investigation 
ship, stationery ocean observation station and etc, 
which are not applicable for water quality observation 
along river because of their high cost, poor real 
timeness, low accuracy and so on. The study 
introduces WSN technology of land field to 
observation system of water quality. By setting 
continuous underwater sensor nodes, the water 
quality environment in a large area can be real-time 
observed. By setting up wireless communication 
network among multinodes networks, physical 
information, including water temperature, PH value, 
oil leakage, noise and etc, can be converted to 
electrical signal, and then transmitted to surface unit. 
In this system, each unit is not only a node, but also a 
data transmission relay of other nodes. Node’s 
information can be exchanged and transmitted to land 
data management center through wireless 
communication in order to assure that observed data 
is real-time, actual, universal and continuous. 
However, the biggest technology difficulty of gathering 
and sending underwater information is to overcome 

the influence of antenna swaying on communication 
performance and organize a network in a 
hundred-meter range area between several hundred 
meters. In addition, the properties of network 
organization mode, communication protocol, 
optimum topology structure and etc, are not clear yet 
when the height between antenna and water surface 
is low. Therefore, based on theoretical calculation and 
analysis on extreme conditions mentioned above, the 
paper proposes a design scheme of system network 
organization, and reports the test of basic 
performances of the system by installing it in the 
water area of Shanghai, China.  
 

2. wireless sensor network design 
2.1 system summary 

As shown in figure 1, the system is composed of some 
surface nodes, hub nodes, and land data terminal. The 
carrier of each sensor node is buoy. The buoy carries 
surface wireless communication unit, data processing 
unit and many underwater sensors. The nodes 
communicate with each other by wireless 
communication, and they are composed of wireless 
sensor network with node topology structure. The 
network converges information at hub node. The hub 
node is located along river shore. First, it transmits 

information by GPRS network of cell phone， and then 
transmits the information to land data terminal 
through remote wireless communication.  
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Fig. 1 System Composition 

 

 

Fig. 2 Schematic Diagram of Surface node  
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wireless communication unit which communicates 
with land data terminal. Micro embedded GPS module 
with Patch Antenna is used in Node positioning in the 
study; Zigbee is used in wireless communication 
among nodes because it is highly reliable, free and 
network organizable; Because GPRS mode is low cost 
and has a wide coverage of network, it is used in a 
long-distance wireless communication between nodes 
and land data terminal. Power supply of nodes takes 
form of combination of solar energy and storage 
battery; in order to assure the integrity of collected 
data, each node is self containing. Which in other 
words, the collected data is saved before it is 
retransmitted. In order to collect data from different 
underwater sensors, observing and controlling unit 
contains modulation function of analog signals and 
serial port communication function; the collected data 
need to be preliminarily processed to reduce 
redundancy node.  

2.3 Deign of data transmission rule  
ZigBee module itself doesn’t support error correction 
and automatic repetition mechanism, so in order to 
increase success rate of data transmission, the system 
need the following functions: 
a) short frame transmission rule 
b) automatic error correction and repetition function 
For example, transmitting end transmits data to 
designated node, and then receiving end responds 
after receiving data; if latency is overtime, 
transmitting end will retransmit the data. If it doesn’t 
receive any response from receiving end after 3-time 
retransmitting, the system will consider it a data-link 
failure between the transmitting end and receiving 
end and abort current data transmission; at the same 
time, the system saves all data for the subsequent 
data analysis and processing.  
Data of each node are composed of node position 
information and sensor information. Each node is 
equipped with GPS positioning module, and can 
position each node itself. Positioning information is 
transmitted in a format as shown in figure 3(a), and 
the transmission time interval of this format is longer 
than the format shown in figure 3(b). If position of the 
node changes a lot, the position information will be 
transmitted to control center where staff can timely 
process it. Comparatively, data information of each 
sensor is transmitted in a data format as shown in 
format 3(b.)  

 

①Address; ②Flag of GPS data; ③Latitude;  

④N:North latitude, S:South Latitude; ⑤Longitude; 

⑥E: East Longitude, W: West Longitude;  

⑦CRC16 Verification; ⑧End of Frame. 

(a) Format of Position Information 

 

①Address; ②Sensor Data Flag; ③Frame Info.； 

④ Sensor data; ⑤ CRC16 Verification; ⑥ End of 

Frame. 

(b) Data Information of Sensor Information 

Fig.3 Data Format 

 
3. Performance Experiment 

3.1 Objective 
Node positioning, efficient working distance and 
communication between nodes are key technologies 
in this system. The following questions remain to be 
validated in this experiment: 
a) Communication performance of wireless sensor net 
work in a open water area. 
b) Positioning accuracy  of the node drifting within a 
small area 

3.2 Contents 
a) The neighboring water area in shanghai is taken to 
be the subject in this experiment. An experiment point 
is respectively chosen from Huangpu River, East China 
Sea and Qiantang River to test positioning accuracy of 
sensor node.  
b) Take offshore area of East China Sea for an example, 
actual efficient communication distance of ZigBee is 
measured and compared with theoretical distance 
value. Also, the effect of antenna’s oscillation angle 
change on communication distance is tested.  
c) The relation between transmission bit error rate 
and transmission distance of ZigBee mode is tested. 
Short-frame and long-frame transmission error rate 
are also reported. 

3.3 Results 
a) Positioning Accuracy of Node 
The theoretical positioning accuracy of GPS module 
used in this experiment is 3[m], and actual positioning 
accuracy of the 3 tested point are respectively 9.47[m], 
4.77[m], and 3.86[m]. The positioning accuracy of 
horizontal direction is shown as figure 4. The node 

positioning error is within 10[m]，which is good 
enough to meet the need of the system. 
b) Error Rate 
Table 1 shows comparison of error rate between 
long-frame and short-frame communication when 10K 
-byte date is transmitted. The data length of long 
frame is more than 30 bytes, while the data length of 
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short frame is no more than 10 bytes. Apparently, 
error rate of short frame communication is much 
lower than that of long frame’s communication. 
Efficient communication distance is about 600[m] 

when error rate is less than 4‰. 

 
(a) Qiantang River (2DRM=9.47[m]) 

 
(b) Huangpu River (2DRM=4.77[m]) 

 
(c) East China SEA (2DRM=3.86[m]) 

Fig.4 Positioning accuracy of sensor node 
Table 1 Comparison on bit error rate between long 

frame and short frame communication 

Distance Long frame Short frame 

300 0 0 

400 2.4e-4 1.8e-4 

500 1.3e-3 8.4e-4 

600 2.4e-2 3.6e-3 

700 6.3e-2 4.3e-3 

800 2.4e-1 6.2e-3 

 

c) Efficient Communication Distance 

Theoretically, , the free-space power received by 

receiving unit is determined by equation(1)[1,2] 






        

….(1) 

Where， [dB] is transmitting power, [dB] is 

receiving power, [dB] and  [dB]are respectively 

antenna gain of transmitting and receiving,

 

[m] is 

the transmission distance,

 

  [m] is wavelength. 

Then transmission loss [dB] can be obtained by 

the following equation[2]. 
 ….(2) 

In this experiment, =10[dBm] ， sensitivity of 

receiver is -94[dBm], =104[dB]. Then theoretical 

value of transmission distance is 1658[m]. Not only an 
certain margin is allowed, coefficient of transmission 
attenuation is bigger due to big air humidity around 
sea. Besides, energy loss is caused by imperfect 
transmitting circuit and receiving circuit. As revealed 
by actual measurement, when bit error rate is less 

than 4‰, efficient communication distance is about 
600[m] which is only 36% of theoretical transmission 
distance. However, we can increase efficient 
communication distance by boosting antenna gain or 
transmitting power. 
In additional, because of the antenna directivity of 
ZigBee module, antenna mounting height have to be 
increased to raise communication efficiency in a rough 
wave environment  
 

4. Summary 
The key technologies, which are used for data 
collecting, data processing, node positioning, 
communication among nodes and etc, are proposed in 
this study and have been validated through 
experiments. And we are trying to go on with a 
long-term observation test about water quality. In 
additional, the technologies mentioned are expected 
to be used in intelligent observation with large 
information transmission such as underwater 
acoustics, video and etc.  
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Soccer Agents
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Abstract: In this paper, we propose a behavior generation approach from human instruction to improve the strategy
of RoboCup soccer 3D simulation team. Many teams implement their strategies based on the programmers’ own
knowledge about soccer. That is, the programmers have to write action rules that cover any situations of the soccer
field. Although it is clear that this is not the best approach, there are only a few research works that tackle this problem.
In this paper, we solve this problem using human instruction to improve the manually implemented behavior of soccer
robots. It is shown that the team performance is improved by the generated rules by this approach.

Keywords: RoboCup, soccer robot, learning, multi-agent system

I. INTRODUCTION

RoboCup is an international project which aims at
building autonomous soccer robots. RoboCup has some
main leagues such as Soccer, Rescue, @Home and Ju-
nior. We focus on the soccer simulation league, which is
a subleagues of the RoboCup Soccer League. The soc-
cer simulation league is one of the oldest leagues in the
RoboCup competitions.

Fig. 1. 2D Simulation

There are two categories in the soccer simulation
league. One is 2D league where all objects such as the
ball, players, flags, and goal posts are modeled as a cir-
cle. The other is 3D league where humanoid robots with
22 degrees of freedom are autonomously controlled in a
three-dimensional field. Figure 1 shows the snapshot of
the 2D simulation game. In the 2D simulation league,
all objects are realized in a two-dimensional space. This
league is valuable as a test bed for high level decision
making systems. There are many famous papers about
2D league. Gabel et al.[1] considered a defense sce-
nario of crucial importance and employed a reinforce-
ment learning methodology to autonomously acquire an
aggressive duel behavior. Kyrylov and Hou [2] treated

optimal defensive positioning as a multi-criteria assign-
ment problem and demonstrated that pareto-optimal col-
laborative positioning yields good results. Kalyanakr-
ishnan and Stone [3] introduced a policy search method
for a keepaway task, which is a popular benchmark for
multiagent reinforcement learning from the simulation
soccer domain.

Fig. 2. 3D Simulation

On the other hand, the 3D simulation league includes
the concept of height and can simulate the real world
better than the 2D league. Figure 2 shows a game of the
3D simulation league. We can watch the game of the
3D soccer simulation league through the soccer moni-
tor, which is included in the package of the soccer server
[4]. The first prototype of the 3D soccer agent was pro-
posed in 2003 [5]. In the early stage of the 3D simula-
tion league, the soccer agents were modeled as a sphere
object with a kick device. In 2007, a bipedal humanoid
robot model was employed for soccer agents for the first
time in the league. This made the development of soc-
cer agents quite challenging because not only intelligent
decision making but also low level skills such as the
movement of joints have to be considered when devel-
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oping the controller of the robot. Shafii et al.[6] em-
ployed a truncated fourier series approach for a stable
biped walking of a humanoid robot and optimized it by
using particle swarm optimization. Warden et al.[7] pro-
posed a framework for spatio-temporal real-time anal-
ysis of dynamic scenes to improve the grounding situ-
ation of autonomous agents in physical domains. Re-
cently low level skills have been significantly improved
by top teams in the world. In addition, the number of
agents in one team is increasing: one team had three
agents in RoboCup 2009, and it was increased to six in
RoboCup 2010. It will finally become 11 in the near
future. Therefore, it is getting more important to imple-
ment team strategy to win a game. In this paper, we pro-
pose a method that generates action rules automatically
from human instruction. A human instructor is expected
to give more appropriate actions to the soccer agents. In
the proposed method, the instructions are recorded and
converted to action rules after selecting any useful in-
structions.

II. BEHAVIOR GENERATION USING
HUMAN INSTRUCTION

1. Overview

Many teams implement their strategies based on the
programmers’ own knowledge about soccer. That is, the
programmers have to write action rules that cover any
situations of the soccer field. Although it is clear that
this is not the best approach, there are only a few re-
search works that tackle this problem. In this paper, we
solve this problem using human instruction to improve
the already implemented behavior of soccer robots. For
this purpose, we developed a human-agent interface. In
this system, a gamepad is used to send human instruc-
tions to agents. The human instructions are then con-
verted to a set of action rules that are used to modify
the behavior of the soccer robots. The process of our
approach is the following:

i. Recording instructions.

ii. Reducing and clustering instructions.

iii. Generating action rules.

In the following subsection, we explain our approach in
detail.

2. Recording instructions

The action of the soccer agent is semi-automatically
determined. That is, the soccer agent has its own deci-
sion based on the sensory information. However, if the
human instructor thinks that the action currently taken
by the soccer agent is not appropriate, the action of the
soccer agent is overruled by the instruction from the hu-
man instructor. Each time a human sends an instruc-
tion to the soccer agent, the instruction is recorded along

Fig. 3. Human instruction

Fig. 4. 3D Monitor for instruction

with sensory information that the soccer agent receives
at that time. A user interface is used to monitor the
sensory information that the soccer agent is currently
receiving. The above process is graphically shown in
Fig. 3. The 3D monitor in Fig. 3 is developed for the
purpose of this paper. The snapshot of the 3D monitor
is shown in Fig. 4. The 3D monitor allows human in-
structors to check the internal status of the soccer agents
since the sensory information sent to the soccer agent is
limited to the front area of its head.

When the human instructor sends an instruction to
the soccer agent, the 3D monitor records it along with
the internal status of the soccer agent. The internal sta-
tus recorded with the action instruction consists of the
positions of the ball and five soccer agents (three op-
ponents, the other mate attacker, and itself). There are
three actions available for the human instructors: kick,
dribble, and wait. For the kick and the dribble actions,
the human instructors also have to send the action di-
rection. Although the human instructor can specify any
direction for the two actions, the 3D monitor quantizes
it into one of the eight directions such as up, down,
right, left, up-right, up-left, down-right, down-left, and
toward-opponent-goal. The nearest direction out of the
nine to the specified one is selected and recorded in the
3D monitor.
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3. Reducing and clustering instructions

Since a huge number of instructions are sent from hu-
mans during a match, it is not practical to use all the
instructions. Also, some instructions are useful while
others are not helpful for better strategies (e.g., scoring
a goal). In this paper, we only use the recorded instruc-
tions that led to a goal while discarding the other in-
structions. Thus only helpful action rules are generated
to improve the behavior of the soccer agent.

Since there are still a large number of instructions
after removing not successful instructions, we apply
a clustering method to compress the information con-
tained in the instructions. We apply an incremental clus-
tering method to the field status for each action. In the
incremental clustering method, a pair of two instructions
with the minimum distance in the field status space is
combined and the average is used as the representative
of the pair. This process is iterated until the number of
clusters becomes a pre-specified number. In the compu-
tational experiments of this paper, we applied the clus-
tering method to obtain 100 clusters (i.e., 100 represen-
tatives of the cluster) for each action. During the paring
process, the distance between two clusters is measured
as the minimum distance among all possible combina-
tions of the elements within the clusters.

4. Generating action rules

The representatives of each cluster obtained in the
previous subsection are converted into a set of action
rules. As described in the previous subsection, only suc-
cessful instructions leading to a score are converted to
action rules after clustering. For each cluster center, an
action rule of the following form is generated:

R: If the current status is P then the action is A,
P : (xself , yself , xball, yball, xopp1, yopp1,

xopp2, yopp2, xopp3, yopp3, xmate, ymate)

A: Instructed action,

(1)

where P is the status of the field. The status of the field
contains the positions of the opponent agents, the other
mate agent, and the ball. The action in the consequent
part of the action rule is the instruction that was specified
by the human instructor.

III. PERFORMANCE EVALUATION

1. Experimental settings

In the computational experiments in this paper, a set
of action rules are generated from human instructions
in 3-on-3 soccer matches. That is, a team consists of
three soccer agents (two attackers and a goal keeper).
The strategy of the team is manually written beforehand.
While the soccer agents autonomously play according to
the written strategy, a human instructor can overrule the

Fig. 5. Instructing scene

Calculate current field state .
curP

Find a rule     , where the distance                       .

is minimum.

R curPPD  !

If              then perform action    ,

else perform the intelligent decision making.

 !D A

Fig. 6. Decision making process

agent’s action if the action is thought to be not appropri-
ate for the instructor. In this paper, the action taken by
the main attacker (i.e., the player nearest to the ball) is
the focus of the overrule by the human instructor.

Figure 5 shows a snapshot of the interface for the hu-
man instructor. This interface is used to send instruc-
tions that overrule the currently executed actions of the
main attacker. The instructions are then converted to ac-
tion rules as described Section II. The generated action
rules are added to our team, opuCI 3D 2010, which par-
ticipated in RoboCup 2010 Singapore. The agent first
looks at the rules that are manually written. Then the
fittest rule with the current field status is chosen to se-
lect an action. The rule R which has the nearest P to
the current field status is selected and the distance D
between P and the current field status is calculated as
follows:

D = ||P − Pcur|| (2)

= [
∑

i∈Obj

{(xi − xcur
i )2 + (yi − ycuri )2}] 12 (3)

where Pcur is the current state vector and Obj includes
self, ball, opp1, opp2, opp3, and mate. The distance D
is calculated in Euclidean distance. If D is smaller than
a certain threshold value θ, the behavior A is executed.
Otherwise, an agent makes a decision according to man-
ually written action rules. Figure 6 shows the decision
making process of an agent using action rules.
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Fig. 7. Performance comparison between the original
team and the experimental team

Table 1. Mean and variance of the time necessary for
scoring

PPPPPPPP
Original team With rules

Mean 90.20 75.04
Variance 2333.1 946.92

In the performance evaluation, the team with the ac-
tion rules generated by the proposed method played
against team opuCI 3D 2010. A game starts by the ex-
perimental team’s kickoff and the time from kickoff to
the first score by the experimental team is measured. 40
games are played for the performance evaluation.

2. Results

The results of the performance evaluation are shown
in Fig. 7. In Fig. 7, the vertical axis means the frequency
and the horizontal axis means the time necessary to get
a score. Table 1 shows the mean and the variance of
the time necessary for scoring a goal. From Fig. 7 and
Table 1, we can find that the generated rules, that is gen-
erated behaviors, lead to the decrease in the time from
kickoff to a goal. In order to show the statistical signif-
icance of our method, we performed a one sided t-test
in order to show that there is a significant difference be-
tween these two means. The null hypothesis Ho and the
alternative hypothesis Ha are the following:

Ho : ut = ur (4)

Ha : ut > ur (5)

where ut is the mean of the original team’s first score
time and ur is the mean of the rule experimental team’s
first score time. The result of the t-test is shown in Ta-
ble 2. We can find the fact that the p-value P (T ≤ t)
associated with the t-test is smaller than α from Table 2
and there is evidence to reject the null hypothesis Ho in
favor of the alternative hypothesis Ha. Therefore we can

Table 2. The result of t-test

α 0.05
t-value 1.674

P (T ≤ t) 0.0494

say that the proposed method effectively decreased the
time necessary to score a goal.

IV. CONCLUSIONS

In this paper, we introduced the behavior generation
approach from human instruction. The proposed method
enables us to improve the behavior of autonomous soc-
cer agents through human instructions. The results of
computational experiments showed that the agents with
human instructions are superior to the original ones in
terms of time from kickoff to the first score. Now top
level teams which participate in the world competition
have developed highly sophisticated skills, and it be-
comes more important to improve the team strategy. Our
method can be expanded to apply to defender’s behavior
to improve the defense ability.
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Development of an autonomous-drive personal robot 
“An environment recognition system using image processing and an LRS” 
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Abstract: We are developing an autonomous personal robot able to perform practical tasks in a human environment 

based on information derived from camera images and an LRS (a laser range sensor). It is very important that the robot 

be able to move autonomously in a human environment, and to select a specific target object from among many objects. 

For this reason, we developed a system by which these functions would become possible. This environmental 

recognition system is composed of an autonomous driving system and an object recognition system. First, the 

autonomous driving system calculates the driving route from the visual information provided by the CCD camera. The 

robot is driven by this system. The object recognition system proceeds by identifying the specified object using image 

processing and an LRS. The robot can grasp the object using this system. An environment recognition system is 

essential to both of these functions. Here we explain the algorithm by which the robot recognizes the surrounding 
environment. In addition, we apply this system to the robot, evaluate its performance and discuss our experimental 

results. 

 

Keywords: Personal robot, monocular camera, Image processing, LRS, Autonomous driving, Object recognition 

 

1. Introduction 

In the near future, autonomous self-driving robots 

are expected to provide various services in human living 

environments. For this to occur, the robots will need to 

gain a grasp of the human environment. Therefore, 

systems to provide environmental recognition based on 

image information are being widely studied. However, it 

is very difficult to recognize all driving environments 

from image information only; so far, no prospects for 

such a system have emerged. Here, we report on the 

development of an autonomous personal robot able to 

perform practical tasks in a human environment based 

on information derived from camera images and an LRS 

(a laser range sensor), which is used to acquire two-

dimensional distance information. 

The system for this robot is composed of an 

autonomous run system for movement and an object 

recognition system for the recognition and grasping of 

an object. First, the autonomous run system decides 

upon a robot driving command based on information in 

the limited space map. Information such as walls and 

barricades are set to the map, and the data obtained from 

the CCD camera are compared against the map data. 

The route is decided, and the robot drives. The object 

recognition system is composed an object-recognition 

processing part and a location-information acquisition 

processing part, both of which use the monocular 

camera and the LRS. An object is recognized and 

identified using range information obtained from LRS 

in addition to the processed image data provided by the 

camera. The robot performs a grasping operation for the 

object according to this system. 

 

2. System for robot 

Our robot has a drive mechanism consisting of two 

front and two back wheels. The front wheels are 

attached to a motor that operates the wheels on either 

side independently, while the back wheels function as 

castor wheels. This method has the advantage of 

allowing a small turning radius. In addition, to acquire 

image information, both a single CCD camera with 

approximately 2,000,000 pixels and an LRS are 

installed on the head of the robot and can be rotated to 

all sides by two motors. DC servo motors are used for 

the robot’s drive mechanism, and position and speed 

control are achieved by the control system of the drive 

mechanism. The robot also has two arms and hands 

equipped with sensors, which enable it to respond to the 

various demands of humans. Finally, an installed 

wireless LAN can provide remote control for humans. 

All devices are controlled by a PC, and lead batteries 

supply the robot’s electric power. 

 

 

 

 

 

 

Fig. 1 Our developed robot 
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3. Specification of the LRS 

LRS is a noncontact laser measurement system; our 

LRS is made by HOKUYO AUTOMATIC CO., Ltd.,. 

The maximum detection distance of this LRS is 4m. 

Moreover, the horizontal plane space is scanned by 270° 

at intervals of about 0.36° (360°/1024) to detect both the 

distance and the direction of the target body. This LRS 

requires a time of only 100 msec for a single scan. 

Therefore, a reduction in the distance acquisition time 

was enabled by using LRS to gain details about the 

target object recognized with the monocular camera. Fig. 

2 shows the externals of the LRS. 

 

 

 

 

Fig. 2 Scanning laser range sensor 

 

4. Autonomous driving system 

4.1 Outline of the system 

 We developed an autonomous driving system for 

robots that can move with image information captured 

by monocular CCD camera. It has two subsystems: a 

route searching system, which decides the course of the 

robot, and a course correction system, which traces a 

safe course during the actual run. 

 

4.2 Method for autonomous driving 

In this section, we explain the method for 

autonomous driving. The flow for the autonomous 

driving is shown in Fig. 3. 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3 Autonomous driving system flow 

 

I. Route searching system 

In this system, the robot searches for routes based on 

a limited space map. This map includes information 

such as the start position of the robot, the goal, walls, 

and danger zones. When there is a wall and an obstacle 

on the course to a goal, the robot travels along the 

middle point between them. The robot always takes the 

shortest route and removes other routes. The system is 

shown in Figs. 4 and 5. 

 

 

 

 

Fig. 4 Removed route     Fig. 5 Correct route 

 

II. Course correction system 

Using this system the robot corrects its path by 

measuring and equalizing the distance on the right and 

left to prevent it from crashing into a wall. 

(i) The data are stored in a database. 

The data are the pattern of the slope of the line on 

the image, and they are made and stored in database. 

The data are calculated from the width of the course and 

the CCD camera angle. The width of the course, 

direction of the robot, slope of the line and the distance 

from the center of the course are stored in the database. 

(ii) Image processing 

The robot acquires the image, and it is processed by 

edge-based binarization and noise removal. After that, 

straight lines are extracted, and the image is processed 

by the Hough transform into straight lines. This process 

is shown in Fig. 6.  

(iii) Correcting self-position 

The robot estimates its position and direction and 

corrects the latter by a straight line matched with the 

data from the database. 

 

 

 

Original image     Noise remove   Hough transform 

Fig. 6 Image processing 

 

4.3 Experiment of system evaluation 

I. Method of experiment 

In order to evaluate this system, we experimented at 

Research building 3F of Kyushu Institute of Technology. 

The total distance that the robot ran was about 35m, and 

we verified that its systems worked successfully. 

The images used in the experiment were acquired 

from a camera mounted on the robot. This camera was 

at a height of 875mm from the floor and its depression 

angle was 20 degrees. 
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II. Results of the experiment 

The robot could reach the goal thanks to the 

successful operation of the systems. The course 

correction system was at work during the run. A picture 

of the course that the robot followed is shown in Fig. 7. 

This shown that robot ran in a crooked diagonal line, 

but the course correction system worked, so that the 

robot corrected the gap. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 7 Results of experiment 

 

5. Object recognition system 

5.1 Outline of the system 

We developed an object recognition system for 

robots that can acquire the target object position with 

image information captured by monocular CCD camera 

and range information obtained by LRS. This system 

can acquire the object position on the assumption, for 

example, that the object is placed on a desk. The system 

then acquires the location information of the object by 

using LRS with the recognized object. Afterwards, the 

arm is driven based on the location information, and the 

object can be grasped and held. 

 

5.2 Method for object recognition 

In this section, we explain the method for object 

recognition. The flow for the object recognition is 

shown in Fig. 8. 

 

I. Object recognition processing part 

This processing part can search for objects with 

image information captured by a monocular CCD 

camera. The system then searches for the object with the 

shape and color of the object registered in the database. 

This processing part notes the shape and color of the 

object and then step by step narrows down the objects it 

“sees”. Fig. 9 shows an example of the results of the 

object recognition processing. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 8 Object recognition system flow 

 

 

 

 

 

Fig. 9 Object recognition processing 

 

II. Measurement of distance using an LRS 

The LRS then acquires range information on the 

object recognized in the object recognition processing. 

The LRS is fixed to the robot head, and moves with the 

camera. Fig. 10 shows the situation in which the range 

information is acquired. 

 

 

 

 

Fig. 10 Position information acquisition situation 

 

III. Three-dimensional coordinate transformation 

The range data of LRS is range information from the 

irradiation point to the measurement point of the LRS. 

Therefore, this range data is converted into three-

dimensional coordinates. This conversion is derived in 

the provided data based on the distance data and the 

horizontal and perpendicular angles. 
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IV. Matching the camera image 

The system successfully matched the LRS data to 

the camera image by integrating the camera image with 

the LRS data. 

 

V. Position detection of recognized object 

Whether the LRS data accurately describes the 

location information of the object was judged. This 

involved determining which position of the camera 

image provides the best measurement point for LRS to 

detect the object. If the object area recognized in the 

object recognition processing corresponds to the image 

coordinates of the LRS measurement point, the 

measurement can be considered successful. This system 

acquires three-dimensional coordinates in the vicinity of 

the center of the object as the location information, 

provided that the LRS measurement point is at the 60% 

height level, from the bottom of the object. In addition, 

to prevent false detection and to provide good, accurate 

detection, data acquisition is done in a second place in 

the area (below the 60% mark).  

 

VI. Angle of depression calculation method 

The system acquires location information on the 

object at two places (an upper part and a lower part). 

After the first location information is acquired in the 

upper part, the angle of depression of LRS is calculated 

according to this information. If the distance of the 

object and the robot can be found, the angle of 

depression can be calculated from the image 

information by a geometrical calculation. 

 

VII. Display of location information 

When the location information of the recognition 

object in two places can be acquired, final location 

information on the object is displayed in two places. 

Because it is preferable that the acquired positional data 

reflect the exact position of the object, a part in the 

center of the two examined places is acquired as the 

object location information. 

 

VIII. Grasping operation of object 

The target object is located within a certain distance 

(2 feet) of the robot. Target coordinates are first set in 

front of the object, based on the acquired object position, 

and the arm is driven to the coordinates. An image is 

acquired after the arm arrives, and the remaining drive 

distance of the arm is calculated from the position of the 

object and the distance of the hand to the object. The 

arm is driven again based on the calculated driving 

amount, and the grasping operation of the object is 

performed. 

 

5.3 Experiment of system evaluation 

I. Method of experiment  

We performed the following experiment to evaluate 

the performance of this system in the grasping operation 

of an object, in which it searches by object recognition 

processing. The angle of depression of the camera was 

set at 10°. Fig. 11 shows the experimental environment 

when the object is a PET bottle. Its location was on a 

single-color desk in the laboratory. 

 

 

 

Fig. 11 Experiment environment of the target PET bottle 

 

II. Results of experiment  

Fig. 12 shows the result of the robot’s actually 

performing the grasping operation of the target object. 

The target object was a PET bottle. 

 

 

 

 

Fig. 12 Result of arm drive experiment 

The arm was able to be driven to the location 

coordinates of the object, and the grasping operation by 

the hand was able to be performed. However, the 

location of the hand varied a little in relation to the 

location of the object. Therefore, it is necessary to 

improve the accuracy by which the arm is driven. 

 

6. Conclusions 

We propose a system that recognizes the driving 

environment of a robot using image processing and an 

LRS. This environmental recognition system is 

composed of an autonomous driving system and an 

object recognition system. The driving environment of 

the robot can be processed by these systems, and the 

behavior pattern of the robot can expand. At present, it 

is possible to move in a preselected area, and to locate 

and grasp a target object. Expansion of the action area 

and the transportation operation of the robot with the 

object are in our sights and will be developed in the 

future. 
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Abstract: In this research, with the aim of “user affinity”, a trial which gives a robot “consciousness” like people 

or an animal is performed. Here, the goal of user affinity suggests the capability for a robot to inspire a sense of 

closeness in the user, such that the user is not bored with its use. Our laboratory previously conceived a model of 

the mechanism of consciousness and action and a software architecture by which this model can be used to 

control the action of an artificial animal based, called the Consciousness-based Architecture (CBA). Here, we 

newly built a “motivation model” which assumes that certain motives inhere in the actions of an animal, and 

therefore ascribes to the robot the motive of action. In this motivation model, the dopamine-generating 

mechanism of an animal is modeled. Moreover, an eye display for the robot to simulate the expression of feelings 

was developed. As a first step to coherent, “conscious” expression, the speed of the blink was changed according 

to the motivation model. 
 

Keywords: CBA, consciousness of the robot, Motivation of the robot 

 

I.    INTRODUCTION 
In recent years, the development of non-industrial 

robots in such fields as medical care and welfare and for 

life in general has flourished. The operation of these 

robots requires not only the basic functions of robots, 

such as a high level of intellectual activity, but also the 

function of user compatibility or affinity so that a user 

can feel close to the robot as a result of its appearance 

and behavior. User compatibility implies that the user is 

easily able to operate the given robot, without getting 

bored with its use, and can easily develop a sense of 

closeness with it; ultimately, the user can receive the 

healing benefits experienced in relationships with other 

conscious beings.  

Although a robot may gain in user compatibility by 

being genuinely modeled after a face, it is far more 

difficult to achieve user compatibility through its 

behavior and actions, including human-like “capricious 

behavior”. The attempt to give robots “consciousness” 

such as that identified in humans and animals is a part 

of these requirements.  

Our laboratory has studied animals’ adjustments to 

their environments in an attempt to emulate animal 

behavior. We constructed a hierarchic structural model 

in which consciousness and behavior were 

hierarchically related. In regard to this, we developed a 

software architecture we call Consciousness-based 

Architecture (CBA). CBA introduces an evaluation 

function for behavior selection, and controls the robot’s 

behavior. 

In the present study, we developed a robotic arm that 

has six degrees of freedom, with the aim of providing 

the robot with the ability to autonomously adjust to a 

target position. Fig. 1 shows an overview of the robotic 

arm. The robotic arm that we used has a hand consisting 

of three fingers in which a small monocular WEB 

camera is installed. The landmark object is detected in 

the image acquired by the WEB camera, enabling it to 

perform grasping and carrying tasks. As an autonomy 

action experiment, CBA was applied to the robot arm 

and the behavior then inspected. 

This research was intended to develop the 

“emotional” display of a robot. Thus, it paid attention to 

eyes, where feelings appear most easily in the 

expressions. 

 

 

 

 

 

 

 

 

 

 

Fig.1. Overview of Robotics arm 
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II. SYSTEM STRUCTURE 

 Fig. 2 shows the appearance of the robot arm, and Fig. 

3 shows its degrees of freedom. The robot arm has 7 

levels of flexibility {shoulder (Joint1, Joint2), elbow 

(Joint3, Joint4), wrist (Joint5, Joint6), and finger 

(Joint7)} at its full length of 450 [mm]. The hand part 

has 3 fingers with one flexibility; the weight of the main 

part is about 0.8 kg. A small Web camera, equipped at 

the tip of a robot arm, can recognize the external 

situation. The web camera and the robot arm’s actuator 

are controlled by USB communication. 

 

 

 

 

 

 

 

 

 

 

 

 

 

    Fig. 2 robot arm      Fig. 3 degree of robot arm 

 

III. AUTONOMOUS BEHAVIOR 
1. The motivation of the robot  

Most robots are pleasing to people because of their 

unique movements. However, the action choices of 

robots are too mechanical. Action choices that resemble 

those of human beings and animals are needed to 

actualize user compatibility. Therefore, we at first 

thought about a human action. 

When an animal, including a human being, takes some a

ction, it can be represented by a flow chart such as "Rec

ognition → Comprehension → Motivation → Action". 

On the other hand, the action of the robot repeats a sim

ple flow such as "Recognition (Comprehension) → Acti

on”. 

The flowchart of this system is shown in Fig. 4, and th

e details of each item are given below.  

 

 

 

 

 

 

 

 

 

 

 

 

 

          Fig. 4 Flowchart of this system 

2. Situation recognition with a Web camera 
 The first step of the “humanized” robot’s system is to 

recognize a situation. For this purpose we devised a 

labeling image which we divided into green, blue, and 

flesh color parts from an image of web camera installed 

on the robot hand. Then we divided the green, blue, and 

flesh color into separate blobs and extracted the shape, 

size, and center of gravity position. From this 

information and the posture of the robot arm, the robot 

could recognize the position and the distance of the 

target colored object. Furthermore, the system 

memorized the central point for three frames. 

 
Fig.5 A Web camera image and a labeling image 

 

 

 

 

       
 

Fig.6 Central point 

 

2-1. The objective move direction prediction 

 A picture is divided into eight domains in order to 

predict the movement direction. The movement 

direction is predicted only when an object is missed at 

the time of situation recognition. The prediction 

direction corresponding to the eight domains and the 

area as a whole is shown in Fig. 9. 

 

 

 

 

 

 

 

 

 

 

 

Fig.7. A division domain and the prediction direction 

 

2-2. Virtual object creation 

 The virtual object corresponding to the predicted 

movement direction of the object is created in the 

visual angle. Since it is possible to pursue the obje

ct within the visual angle, a virtual object is create

d, and the robot runs after a real object by running

 after the virtual object. 

Central point 

Situation recognition with a Web camera 

Moved eyeball as the situation demands 

Choose the action motivation 

Control the motor 

Calculate the motivation 
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3. Calculation of dopamine and motivation based on 

the situation 

  When a man and an animal interact, changes occur in 

the dopamine level in the brain. The dopamine-

generating locus is regarded as the robot's motivation 

model, and the generating locus was copied using the 

control model. A control model is shown below. In the 

graph, sample changes in   ,ζ and T are shown. 

 

 

 

 

 

 

  ：natural angular frequency：earliness of a rising 

   ：braking rate：height of the peak of a rising 

   ：time constant：attenuation performance 

 

 

     (a) change                 (b) change ζ 

 

 

 

 

 

 

 

 

                    (c) change T 

             Fig.8 Motivation model 

 

 

In this study, we captured the trace of this dopamine as 

the motivation of the robots and termed this function the 

“Motivation model”. Fig.9 shows this Motivation model. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.9 Motivation model 

 

 

4. Choice of the action that accepted motivation 

  The action level was set up by dividing a robot's 

motivation by a fixed value. In this way, the action 

which can be chosen according to an action level was 

limited. 

 

 

 

 

 

 

 

 

 

 

Fig. 10 Choice of the action based on motivation 

 

 5. Consciousness architecture (CBA) 
Fig. 11 shows a diagram of a hierarchical structure 

model called CBA (Consciousness-based Architecture) 

which relates consciousness to behavior hierarchically. 

The characteristic of this model is that the 

consciousness field and behavior field are built 

separately. In a dynamic environment, this model 

determines the consciousness level to the environment 

that a robot most strongly consider, and the robot then 

selects the behavior corresponding to that consciousness 

level and performs the behavior. This model is 

characterized in that the consciousness level approaches 

an upper level so robot can select advanced behavior 

when certain behavior corresponding to the 

consciousness level is discouraged by some external 

environmental factor. 

Additionally, an upper-level consciousness can make a 

choice of low-level behavior. The mechanism of this 

model is that it selects the optimum behavior within the 

low-level behaviors , so the robot aims for goals. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.11 Consciousness-based Architecture (CBA) 
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IV. The eyeball system which operate in 
response to external conditions 

Facial expression is an important factor in the role of 

conveying feelings. This study focuses on the eyes, 

which greatly influence emotional expression. A pair of 

eyes was made in 3-D graphics using the Open GL 

(Open Graphics Library). Fig. 12 shows the eye display 

we created. 

 

 

 

 

 

 

 

 

 

 

 

Fig.12 The eyeball created 

 

1. The eyewink system  

The study implemented the eye-blinking system found 

in the human eye. Blinking is among the most important 

expressive human eye movements. In order to imitate 

the actual state of mind, we measured the timing of 

blinks of humans in different psychological states. Fig. 

13 shows the measurement result of blinking in a human. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.13 Measured result of the wink of human 

 

In this figure, the horizontal axis represents one minute 

of time and the three timelines show the timing of blinks 

in different psychological states. The upper graph of 

Fig.13 shows the usual state. The second graph shows a 

state of concentration and the third graph shows a state 

of agitation. This result can be confirmed that eye-

blinking rate is suppressed with concentration and is 

increased with excitation. This provides clues to a 

person’s psychological state. Based on this result, an 

eye-blinking system was developed to synchronize with 

the robot’s assigned “motivation”.. 

 

V. INSPECTION OF AUTONOMOUS 
BEHAVIOR 

1. Validation experiment 

We conducted a validation experiment to synchronize 

the robot arms with the eye system. The experiment 

confirmed whether the eye would follow a green ball 

when someone moved the green ball before the camera 

on the robot arm. Another experiment confirmed 

whether the number of blinks changed in response to the 

robot arm’s motivation. 

Fig. 14 shows validation results. It demonstrates that 

the eye operates in response to external conditions. 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

Fig.14 Validation results of the eye display system 

 

VI. CONCLUSION 
In this paper, we created the eye diaplay of a robot arm 

using Open GL. It became possible to synchronize the 

expression depending on the situation outside. 

In the future, we will try to improve the eye display 

system because the eyeball’s movement was delayed. 

Although we focused on only one color of ball at present, 

we will expand the robot’s repertoire to respond to 

another color in a different way; i.e., a system which 

performs eye movement that refuses to follow a blue 

ball’s motion. 
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Abstract: This paper presents the development progress of a timberjack-like pruning robot. The climbing principal is an 

imitation of the climbing approach of timberjacks in Japan. The robot’s main features include having the center of its 

mass outside of the tree and an innovative climbing strategy fusing straight and spiral climbs. This novel design brings 

both lightweight and high climbing speed features to the pruning robot. We report our progress in developing the robot, 

focusing on straight climbing, the behavior for uneven surface, and pruning. 

 

Keywords: Pruning Robot, Climbing Robot,  

 

I. I�TRODUCTIO� 

The timber industry in Japan has gone into a decline 

because the price of timber is falling and forestry 

workers are rapidly aging. This has caused the 

dilapidation of forests, resulting in landslides following 

heavy rainfall and the dissolution of mountain village 

society. However, a pruned tree in a suitably trimmed 

state is worthwhile because its lumber has a beautiful 

surface with well-formed annual growth rings. The 

development of a pruning robot is important for the 

creation of sustainable forest management. The research 

and development of a pruning robot [1,2,3,4,5] has been 

scarce and only one commercial product was available 

in Japan [6]. The machine climbs a tree spirally and cuts 

brunches using a chainsaw. This machine’s weight (25 

kg) and slow speed hinder it from being an optimal 

solution to resolve the forest crisis. A lightweight 

platform is required, because most of the mountains in 

Japan have high slopes, and transportation of a pruning 

robot is a demanding task. To advance the state of the 

art of pruning robots, we present an innovative pruning 

robot that locates the center of its mass outside of a tree. 

The wheel mechanism is designed for a hybrid climbing 

method, i.e., the robot is able to switch between straight 

and spiral climbs. This method ensures both lightweight 

and high climbing speed features of the robot. 

In earlier paper [7], we introduced the basic design 

concept and described experiments with the prototype 

robots in detail. Moreover, hybrid climbing method 

have proven that the proposed pruning robot can climb 

up and down at high speed [8]. Here, we report our 

progress in developing the robot, focusing on straight 

climbing, the behavior for uneven surface, and pruning. 

II. DEVELOPED PRU�I�G ROBOT 

With the ultimate goal of building a lightweight 

pruning robot, we have developed a novel climbing 

method that uses no pressing or grasping mechanism 

but relies on the weight of the robot itself, like a 

Japanese traditional timberjack does when climbing a 

tree (Fig. 1). The timberjack uses a set of rods and ropes, 

which is called "Burinawa," and does not hold or grasp 

the tree strongly while his center of mass is located 

outside of the tree. That is, the timberjack can stay on 

the tree using own weight.  

 

 
Fig. 1 Tree climbing method using “BURINAWA” 

 

Based on this new design concept and the 

requirements from the forestry industry, the pruning 

robot has been developed. As shown in Fig. 2, the robot 

is equipped with four active wheels. Wheel 1 and wheel 

2 are located on the upper side, and wheel 3 and wheel 4 

are located on the lower side. Each wheel is driven by a 

DC servomotor and a warm wheel reduction mechanism 

which has non-back-drivability. The steering angle of 
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each wheel is also driven by the DC servomotor and 

warm wheel reduction mechanism. Based on the 

analysis[7,8,9], the center of mass was located outside 

of the tree with the help of weight of controller and 

batteries. The center of mass was located with margin, 

because the friction coefficient is unclear and the 

position of center of mass may be moved by disturbance. 

For example, the robot will be tilted when the robot 

climb up on uneven surface. In the Fig. 2 (a), the center 

of mass was located with parameter as follows: H is 

0.3[m], W is 0.22[m]. As shown in Fig. 3, where, H is 

distance between upper side wheel and lower side wheel, 

W is distance between trunk surface and center of mass. 

The robot is robustness from the analysis when D is 

0.25[m], even if the robot is tilted about 0.1[rad]. 

 

 
(a) Photo image 

Wheel 3

Wheel 4

Wheel 2

Controller and batteries

Wheel 1
Chainsaw

angle 2

angle 1

 
(b) CAD image 

Fig. 2 3rd prototype of pruning robot 

 

 
(a) side view           (b) top view 

The controller is constructed using CPU board, 

which is equipped with wireless LAN. The controller is 

able to communicate data/command with personal 

computer via wireless LAN. Each wheel is controlled 

by velocity PI control. Feedback input, velocity through 

high-pass filter, is appended.  

By comparison with 2nd prototype[8], 3rd prototype 

is lightweight expect controller and batteries. Also, 

controller and electrical source were located outside 

when the 2nd prototype. Also, the 3rd prototype is 

equipped with wireless LAN and a chainsaw. Although 

detail of the chainsaw is omitted in this paper, an 

experiment will be performed to show an ability of 

cutting branch using the 3rd prototype. 

 

III. EXPERIME�TS 

   Three experiment were performed to evaluate the 

3rd prototype. The 1st experiment was performed to 

evaluate basic performance of the 3rd prototype. The 

2nd experiment was performed to evaluate the 

robustness for uneven surface. The 3rd experiment was 

performed to show whether the robot can prune a 

branch. All experiment were performed using substitute 

tree in doors. The diameter of substitute tree was 

0.25[m]. The frictional coefficient of the substitute tree 

was about 0.4, which was smaller than natural tree. To 

collect the experimental data, motor current, position of 

the robot, and orientation of the robot were measured. 

The motor current was measured using shunt resistance. 

The position were measured by a 3-D position 

measurement device (OPTOTRAK, Northern Digital 

Co.). The orientation were measured by a 3-D 

orientation sensor (InertiaCube2, InterSense Inc.). 

 

3.1 Basic performance 

   Straight climbing experiment was performed to 

evaluate basic performance. The desired speed of four 

wheels was given by trapezoidal profile. A acceleration 

was 0.2[m/s2], a speed was 0.2[m/s] as 0.075[m] of 

wheel radius.  

   The experiment result is shown in Figs. 4, 5, and 6. 

Fig. 4 shows the speed of the robot. The speed of each 

wheels was calculated from values of rotary encoder. 

The robot was able to be climbed up at 0.2[m/s]. 

Although the delay of start was about 0.5[sec] owing to 

control law, it was not a problem. Fig. 5 shows the 

movement distance. ”3D” is measured value by a 3D 

position measurement device, and movement distance Fig. 3 3D figure of pruning robot on a tree 
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of each wheel was calculated from value of rotary 

encoder. In the Fig. 5, we found three kind of error as 

follows: (E1) errors of movement distance between each 

wheel and 3D position measurement device, (E2) error 

between wheel 1 ( or 3) and wheel 2 (or 4), (E3) error 

between wheel 1 and wheel 3 (and error between wheel 

2 and wheel 4). We considered two reasons. The 1st 

reason is difference of deformation of each wheel. The 

movement distance of each wheel was calculated as 

0.075[m] of wheel radius. The wheel was composed of 

urethane and inner tube, which was deformed by acting 

force. The deformation volume is depend on the force 

magnitude. From the theoretical analysis[7,8,9], the 

force magnitude of 3rd prototype tends toward as 

follows: the normal force at nearer the center of mass 

becomes bigger than it of opposite side. Hence, Fn4 = 

Fn2 > Fn3 = Fn1 was considered, where Fni is 

magnitude of normal force of wheel i. (E1) and (E2) can 

be explained by 1st reason. Also, we considered that 

reason of (E3) was slippage of wheel on the trunk. Fig. 

6 shows the electric current of wheel motors that were 

measured by shunt resistance. The theoretical 

analysis[7,8,9] also has shown that the tangental force at 

lower side become bigger than it of upper side. Fig. 6 

tends toward the theoretical analysis. 

 

3.2 Behavior for uneven surface 

   To use the robot safely, the robot must be robustness 

for uneven trunk. The bump is caused by the growth of 

remnant of pruned branch. Therefore, straight climbing  
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Fig. 4 Climbing speed 
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Fig. 5 Climbing distance 

experiment were performed to evaluate the robustness 

of the developed pruning robot for bump on trunk. This 

experiment was performed substitute bump. The bump 

was made of ABS plastics, which was bigger size than 

natural bump. Also, the desired speed of four wheels 

was given by trapezoidal profile. A acceleration was 

0.2[m/s2], a speed was 0.2[m/s] as 0.075[m] of wheel 

radius. 
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Fig. 6 Electric current of each wheel 
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           (d) Wheel 4 goes over the bump 

Fig. 7 Roll angle and pitch angle each case 
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The experimental results are shown in Figs. 7. Figs. 7 

shows the trajectories of angle 1 and angle 2 (About 

angle 1 and 2, see in Fig. 2(b)). The angle 2 rotated 

toward the plus direction in all cases, that is the 

controller box was uplifted. This means that the center 

of mass moved toward the tree. Equally, the center of 

mass moved toward the tree when angle 1 rotates 

toward the plus direction. It means decreasing of the 

friction force to stay the robot on the tree. However, the 

electric currents of wheel 2 and 4 were bigger than 

continuous current in the experiment. Therefore, there 

were no danger of falling down. On the other hand,   

those angles were returned back to former angles, 

although both angle 1 and angle 2 were changed when 

the each wheel get over the bump . This results shows 

the good robustness. 

 

3.3 Pruning Experiment 

An experiment was performed to show whether the 

3rd prototype can prune a branch. An attached chainsaw 

was driven by DC motor with 24[V] battery. The robot 

climbed up spirally at 0.03[m/s] speed. The diameter of 

target branch was 0.01[m].  

The experimental scene is shown in Fig. 8. As the 

result, the branch was cut with short remnant, which 

was less than 0.005[m]. Also, the trunk was not injured.  

 

 
Fig. 8 Pruning experiment with pruning robot 

 

VI. CO�CLUSIO� 

The development progress of a timberjack-like 

pruning robot is presented, focusing on straight 

climbing, behavior for uneven surface, and pruning. The 

straight climbing experiment has proven enough basic 

performance of 3rd prototype. The experimental result 

of climbing up on the uneven surface has proven the 

good robustness for the bump, because most bumps on 

the tree of afforested area is smaller than it in general. 

Moreover, pruning experiment has proven that the 3rd 

prototype can prune a branch.  

In the future work, we would like to test in the real 

environment, and improve the robot more. 
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Abstract: In this paper, we propose an android robot head for stage performances. As you know, an android robot is one 

of humanoid robots but more like human. It has human like joint structures and artificial skin, so the android robot is 

the nearest creature to human appearance. To date, there are several android robots are developed but most of them are 

made for research purpose or exhibitions. We had our attention to commercial values of android robot, especially in the 

acting field. EveR-3, our android robot, already had commercial plays in the theater and through these; we could learn 

what requisite points for robot as an actor are. The new 9 D.O.F head is developed for stage performances. The D.O.F 

is reduced for using larger motors can make exaggerated expressions, because exaggerated expressions are more 

important than detail, complex expression on the stages. L.E.D lights are installed in the both cheeks to emphasize 

emotion expression by color exchanging like make-up. From these trials, new head is more suitable for stage 

performances. 

 

Keywords: Android, robot, head, emotion, stage, performance 

 

 

I. INTRODUCTION 

 

 For a long time, the main issues of robotic researches 

have been applications in the industrial fields, but now, 

the advancement of robot technology can expand 

applying of robots to variable fields. One of new field 

what we focus is the arts, in detail, area of the stage 

performances. Though the applications of robots to arts 

have been nonmainstream, some attempts have been 

trying continuously. TAREK M. SOBH made robot 

musicians to play real instruments [1]. It is very 

realizable application of robot on the stage, but it was 

more likely to automation. Some researches tried to 

investigate relationship between autonomous robots and 

intelligent environment [2] [3]. The main concerns of 

these researches are about interaction with human, 

environment and robots. Cynthia Breazeal made cyber 

flower and intelligent theater to study interactive effects 

between robot performer and audiences [4]. These 

works are very meaningful to know interaction of 

human with robots in the arts, but our interest is more 

likely to the commercial performances. We made 

Android robot EveR-3 for stage performances which 

has silicon skin covered face, humanoid body and 

movable lower body. Our first android robot EveR-1 

was made for exhibitions [5] as a secretary but we find 

other possibility as an actor, so our recent hardware 

EveR-3 was made for stage performances. We already 

had several commercial performances and through these, 

we could find what requisite points for robot as an actor 

were. The first point is beauty, the second is durability 

and the third is exaggerated expressions. Finally, we 

make new 9 D.O.F head which has reduced but large 

motors, L.E.D lights beneath the skin. This head has 

less expression but it can express more clearly and with 

L.E.D lights, it can emphasize expressions.  

 

II. Hardware design 

 

1. Design of the android face  

 

 In the part of making face, our goal is to make 

beautiful face but “beautiful” is very subjective. To 

solve this problem, we survey many comments of 

audiences who enjoyed our performances and find some 

important factors of beautiful face. One is the size of 

face. Most people consider small face as beautiful face 

than large one, so we should reduce the size of head. 

The other factor is age. The young face seems to be 

more beautiful than old face. From these considerations, 

we try to make smaller, younger face than exist one.  

 There are no models to our face. We designed our 

model by 3-D program (Cinema 4D) (Fig.1), because it 

is easier to make beautiful character by imagination 

than using a real model and our goal is commercial 

performance, so portrait right is very important problem. 

With 3-D design, we can have beautiful face freely and 

no problem of portrait right even if it is unreal character. 

After design, we made mold for real skin. The mold is 

made by RP (RAPID PROTOTYPING). The silicon 
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complex is used as skin because it is the nearest 

material to human skin. With 3D design and mold, we 

can duplicate and modification our face easily.  

 

 

 

 

 

 

 

 

 

 

Fig.1 Face and 3D image 

 

2. Mechanical part 

 

The mechanical parts are divided an inner frame and a 

motor frame. The inner frame is designed by 3D CAD 

program (3D MAX) and its shape is based on face 

image (Fig.2). We use strings to pull and push the skin 

to make emotions. The routes of strings guided by 

Kevlar tubes and they are located at inner frame and the 

inner frame roles as connector between skin and motor 

frame. The inner frame is made of urethane to have 

strength of structure. The motor frame has 9 RC servo 

motors (Hs85mg, HiTec). It is bigger size than our 

existing hardware EveR-1’s, so it can make bigger 

movement of skin to express exaggerated expressions. 

The locations of motors are decided by FACS [6] [7], 

but we should reduce the number of motors, because 

small size head, large motors and simplifying structure 

for durability. The D.O.F is one of important factors for 

durability. If there are many motors in the head, it’s hard 

to maintain and the possibility of disorder is becoming 

highly. From these reasons, we choose 9 essential points 

and they are shown in table 1. These purposes of design 

brought less number of expressions, so we used L.E.D 

lights to emphasize the expressions to solve this 

problem.  

Table.1 D.O.F for actions 

 

Fig. 2 Inner frame and motor frame 

 

3. L.E.D lights 

 

 The L.E.D lights are used to emphasize emotion 

expression (fig.3). People often use color of skin to 

emphasize emotions unconsciously. When people feel 

shame their face become red, for example, and fear 

make the color of skin white. To change all colors of 

skin is not easy, so we choose both cheeks as the L.E.D 

point, because cheeks are highlight points of the face. 

The L.E.D lights are designed which can express all 

colors by combing three basic colors (red, blue, green). 

These L.E.D lights are made as panels and they are 

attached under the silicon skin. These are connected to 

main controller to synchronize with emotions. Though 

we made our efforts to use effectively, we faced one big 

problem. The L.E.D modules works well without skin, 

but when it is attached beneath the skin, it can make 

only red color. We can find the color of skin and 

penetration ratio disturbs the color of L.E.Ds. As a 

result, we can express only red color and our next goal 

is to solve this problem.  

 

Fig. 3 L.E.D light module 

 

Action D.O.F  

Eyelid open-close 2 

Eye raise-down  1 

Eye rotation  2 

Chin open-close 1 

Lip corner stretch-press 2 

Lip stretch-press 1 
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III. Experiment and result 

 

 The experiment took to check 3 aims. The first is 

whether it can make 7 expressions (pleasure, smile, 

surprise, fear, pain, wink, and sorrow) or not, the second 

is the comparison with exaggerated expression and 

existing expression and the third is how L.E.D effects 

when it is used with expression. We attached new head 

to our hardware, android robot EveR-3, and make 

mentioned expressions. Suggested seven expressions 

are working well. We can also the exaggerated 

expressions are more clear and easy to recognize than 

existing ones. Of course, it is very subjective to judge 

the mount how much exaggerated, so we need to make 

kinds of standards of judgment. The comparison of two 

models is shown fig. 4. We also compared same 

expression with L.E.D and without L.E.D. All seven 

expressions are tested and we can verify that L.E.D 

lights can emphasize the emotion expression (fig. 5).  

 

Fig. 4 The effect of exaggerated expression (surprise)  

 

 

Fig.5 The L.E.D effect in same expression (smile)  

IV. CONCLUSION 

 

The 9 D.O.F android head which is made for stage 

performances is presented. In the stage, important 

factors are beauty, durability and exaggerated 

expressions. To satisfy these factors, we reduce D.O.F 

of head to make small head, use large motors and raise 

durability by simplifying. The problem of less 

expression is caused, by reducing D.O.F, so we use 

bigger motors to make exaggerated expression and 

L.E.D lights to emphasize expressions. After several 

experiments, we can confirm our goals and find our 

future works which are L.E.D problems with skin and 

some kinds of expression standard to judge.  
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I. INTRODUCTION 

Today, as the advancement of MEMS 

(MicroElectroMechanical Systems) technology, 

research into systems using SDINS(Strap Down Inertial 

Navigation Systems) is being developed. An 

IMU(Inertial Measurement Units) consists of tri-axial 

accelerometers and tri-axial gyroscopes. The IMU is 

used for determination of velocity, position and attitude 

by integration of acceleration and angular velocity of an 

object. Since it relies on Newton’s law of motion, sensor 

biases and noise are unbounded due to the integral 

windup. Noise from IMU affects velocity, position and 

attitude information. Therefore, the object has 

unbounded velocity, position and attitude errors.  

Preprocessing to original signal is needed for 

reducing noise and bias to estimate position and attitude. 

This is for providing more reliable information. 

LPF(Low-Pass Filter) is generally used for 

preprocessing. Low cut-off frequency or high order LPF 

causes high phase delay. And high cut-off frequency or 

low order LPF causes bad frequency response. 

Therefore, suitable order and cut-off frequency have to 

be chosen. 

In this paper, suggest an algorithm switching two 

LPF according to condition of an object. One has noise 

resistance response but high phase delay. Another has 

quick response but sensitive response about noise. Each 

one is applied at stationary or constant velocity 

condition and acceleration condition. Wavelet transform 

is used for dividing motion of an object into stationary 

or constant velocity condition and acceleration 

condition. 

 

II. ALGORITHM 

It is applied to switch two LPF which have different 

cut-off frequency by using wavelet transform. Then, 

LPF which has noise resistance at stationary or constant 

velocity and quick response at acceleration can be 

designed. 
 

1. LPF(Low Pass Filter) 

IIR LPF which has 6th order and 1Hz cut-off 

frequency is designed to apply at stationary or constant 

velocity. This filter has noise resistance. IIR LPF which 

has 6th order and 4Hz cut-off frequency is designed to 

apply at acceleration. This filter has quick response. 

2. Wavelet transform 

Wavelet transform represents original signal by 

using basis function which has finite length. Basis 

Implementation of IMU using wavelet transform and variable IIR filter 
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Abstract: Preprocessing to original signal of IMU is used for getting more reliable information. Generally, 
LPF(Low-Pass Filter) which has low cut-off frequency is designed to reduce noise of inertial sensors. However, in the 
case that an object travels with acceleration, IMU cannot determine motion of the object due to this LPF. Therefore, 
LPF with low phase delay has to be designed. 
In this paper, suggest following algorithm to solve this problem. Design two LPF with 1Hz and 4Hz cut-off frequency. 
Then apply 1Hz cut-off frequency LPF at a constant velocity or stationary and 4Hz cut-off frequency LPF at 
acceleration. It is possible to implement IMU which has suitable response by selecting suitable filters to the conditions. 
Wavelet transform to angular velocities from gyroscopes can be applied to measure the characteristic of the motion. 
Wavelet transform suggests the way to observe the area of interest at frequency domain through multi-level 
decompositions. The changes of motion characteristics are measured by the detail coefficients. Detail coefficients of 
gyroscopes can be used to find out start and finish points of motions. Threshold value is needed to determine which 
characteristic the system has. This threshold value can be used to divide condition of acceleration and a constant 
velocity or stationary condition. The aim of this algorithm is to get reliable control information and quick response. 
 In this paper, used Stewart platform in order to simulate movement of an object. We compared traditional IMU and 
IMU applied suggested algorithm for an acceleration condition and a constant velocity or stationary condition. 
Suggested algorithm shows better result in acceleration. Because LPF with 4Hz cut-off frequency shows faster response 
due to lower phase delay at acceleration. 
 
Keywords: IMU, robotics, artificial life, wavelet, variable filter. 
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functions of wavelet transform are scale function called 

φ and detail function called ψ. 
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Scaling parameter is j and translation index is k. If j 

increases then width and height of basis function is 

going to be narrow and high. If k increases then basis 

function is going to be translated to right side. 

Original function is represented by linear 

combination of basis function. 
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Scale coefficients are ,j kc  and detail coefficients 

are. They are calculated by following pyramid 

algorithm. 
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‘h’ is a transform coefficient of basis function and 

‘n’ is a time index of a coefficient. Original signal is 

scale coefficient of the highest level. And calculate scale 

and detail coefficient of lower level by using equation 

(4). Decomposition of wavelet transform is same at 

every level. 

 
Fig.1. Decomposition of wavelet 

 

3. Haar wavelet transform 

In this paper use basis functions of Haar wavelet 

transform. Haar wavelet transform is easy to implement 

and fast to calculate. Following functions are basis 

functions of Haar wavelet transform. 
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            (5) 

 

4. Recognition of acceleration condition 

Sampled data with 50 Hz frequency are applied 

wavelet transform. Wavelet transform of 6th level gives 

information that shows changes of low frequency data 

from gyroscope. Detail coefficient of 6th level is used 

for information that shows which condition the system 

is in. Two LPF are changed according to the condition 

of a system from detail coefficient of 6th level. 

Threshold value of detail coefficient is determined 

experimentally. 

 

Fig.2. Decomposition of multi-level 6. 

 

III. EXPERIMENT 

A system has gyroscope, accelerometer and compass 

sensor. Stewart platform is used for measuring 

performance of suggested algorithm. In this paper use 

IMU made by Crista to compare with suggested system. 

The IMU has at most 200 Hz data output rate and 1 kHz 

internal A/D rate. It consists of 300 degree/s gyroscopes 

and 10g accelerometers at 3-axis. Stewart platform for 

HILS(Hardware In the Loop Simulation) is used for 

modeling movement of the system. Stewart platform has 

resolution of 0.1 degree and was proved its accuracy. 

1. Component of system 

A. Gyroscope 

ADIS16100 gyroscope is used for measuring 

condition of an object. The gyroscope can measure 

angular velocity at most ±300 degree/s. SPI interface 

is used for accessing gyroscope. Each 3 gyroscope 

consist of 3-axis. 

B. Accelerometer 

SCA3000-D01 accelerometer is used for measuring 

acceleration. An accelerometer can measure acceleration 
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of 3-axis. Maximum measurable acceleration is ±2g. 

SPI interface is used for accessing accelerometer. 

C. Compass sensor 

 CMPS03 compass sensor module is used for 

implementation of IMU. The compass sensor is not 

important in this paper. This is a component of IMU. 

D. Controller 

 TMS320F2812 32bit DPS made by Texas 

Instrument is used for IMU. It operates at 150 MHz 

frequency. 

 

2. Result of experiment 

A. External noise 

In this paper supposed two situations. One is normal 

situation with no vibration. Another is special situation 

with vibration when Stewart platform moves as fast as 

possible. Vibration occurs at start and stop point of 

moving. 

Table 1. Setting of situation 

 
Velocity 
[mm/s] 

Acceleration 
[mm/s2] 

Movement 
(angle of roll) 

Normal 48.6 50 0→30→0→30
Degree Special 48.6 1504 

 

Fig.3. Comparison of 1Hz and 4Hz LPF 
B. Transient section of the two conditions 

Define transient section of the two conditions by 

applying suggested algorithm. The lowest detail 

coefficient of raw data is -0.026 at a normal situation 

and -0.068 at a special situation. Therefore, -0.025 is 

applied as suitable threshold value. If IMU switches 

their LPF, hold for 1500 cycle of their control period. 

(a) and (b) in Fig.4. show raw data from gyroscope 

at each situation. (c) and (d) are detail coefficient from 

gyroscope. Flat section appears because detail 

coefficient is not necessary when IMU holds their 

acceleration condition. 

 

Fig.4. Transient section of the two conditions 
C. Result of experiment 

Fig.5. shows difference between Traditional IMU 

and IMU with suggested algorithm. Two IMU are 

almost same at normal situation. However, IMU with 

suggested algorithm is better at special situation. (b) 

shows a lot of noise at transient section. (d) shows 

vibration with reduced noise. 

 

Fig.5. Comparison of the two IMU 
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V. CONCLUSION 

In this paper, suggested IMU switching two LPF.  

We used data from gyroscope to improve performance 

of accelerometers. Detail coefficient is used for 

estimating condition of a system from angular velocity. 

The detail coefficient was calculated by using wavelet 

transform. Suitable LPF was chosen according to 

condition of a system. Then, noise of accelerometer was 

reduced and vibration was remained. Since inertial 

sensor is very sensitive to noise, reducing noise is very 

important at preprocessing. Furthermore, vibration has 

to be remained because it is very important to estimate 

attitude. 

Stewart platform is used to estimate performance of 

IMU with suggested algorithm. We made static 

condition like stationary or constant velocity and 

dynamic condition like acceleration. In addition to this, 

vibration was added at each condition. Then, we 

compared traditional IMU and IMU with suggested 

algorithm. The result shows two IMU are almost same 

at stationary or constant velocity. However, IMU with 

suggested algorithm shows better performance at 

acceleration. Noise has to be removed. However, 

vibration doesn’t have to be removed. Actually, it is 

very difficult to distinguish noise and vibration. Noise 

and vibration are high frequency area at frequency 

domain. Therefore, noise can be reduced by low cut-off 

frequency LPF at stationary or constant velocity 

condition because there is only noise at high frequency 

area. However, in acceleration condition high frequency 

data must be remained because vibration is important 

information to estimate attitude of a system. 

The result of experiment shows IMU with suggested 

algorithm has low noise at stationary or constant 

velocity. It is better result than IMU with 4Hz LPF. In 

addition to this, IMU with suggested algorithm has 

quick response in acceleration. Therefore, attitude can 

be estimated from vibration. It is better result that IMU 

with 1Hz LPF. As a result IMU with suggested 

algorithm has low noise like 1Hz LPF and quick 

response like 4Hz LPF. This satisfies the aim of this 

paper. 
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Abstract: In this paper, we develop a rescue robot that searches for the victim in the disaster scene. To go in
to a narrow space in such a scene, size of the robot should be small. But the ability to pass over the trench
 and the rubble is important. We propose the crawler type robot which has the expandable side crawler. This
 mechanism can enlarge mobility of the robot by expanding the side crawler when it is necessary. And this r
escue robot pass the rubble by using the side crawler as the arm. So that the swing mechanism for the side 
crawler is also installed. Details of the developed robot and several experiments are denoted in this paper. 
 
 
Keywords: Rescue Robot, Expandable Side Crawler, Narrow Environment 

 

 

I. INTRODUCTION 

When the disaster such as earthquakes occurs, there 

might be the survivors left in collapsed buildings. The 

life rescue in the disaster scene has hope for 72 hours, 

then the survival rate after that decreases remarkably. 

Therefore, quick and safe rescue operation for the 

survivors are important. But the rescue team can not go 

into the rubble immediately, because there is danger of 

the second disaster. Moreover, it takes much time for the 

rescue in a narrow space where is difficult for human to 

enter. In such a situation, it is important to know 

whether the survivor is trapped in the rubble. 

To search for the survivors in a narrow space in the 

rubble, snake-like or multi-connected robots are 

developed by many researchers. Mori et al developed 

the snake-like robot "ACM-R3 [1]. They proposed 

three-dimensional serpentine motion to realize omni-

directional locomotion. The multi-vehicle connected 

crawler type rescue robot are developed [2],[3],[4]. 

These robots connect several units in serial so that total 

length of the robot is long. A turning motion in the 

narrow environment might become difficult for the 

robot with long length. The size of the robot should be 

small to go into a narrow space in such a scene. But the 

ability to pass over the trench and the rubble is 

important. 

In this paper, we develop the rescue robot with 

compact body to search for the survivors trapped in a 

narrow space. This robot is composing four crawlers 

and transformed corresponding to the environment in 

the rubble. We propose a novel slide mechanism. This 

mechanism can enlarge mobility of the robot by 

expanding some crawlers when it is necessary. And the 

swing mechanism is also installed. The robot can pass 

the rubble by using expandable crawlers as the arm. 

This paper organized into four sections. In section 2, we 

describe concept of the rescue robot and details of 

proposed mechanisms for the side crawler. The 

experimental results are shown in section 3. Finally, the 

conclusion is given in section 4. 
 

 
 

Fig.1. Rescue robot with Expandable Side Crawler 
 

 

II. CONCEPT OF PROPOSED ROBOT 

We consider the searching task in the narrow space 

of the rubble. We propose the crawler type rescue robot 

which has the expandable side crawlers shown in Fig.1. 
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Four crawlers are arranged in parallel, two crawlers 

fixed to the main body are called the center crawler. 

Other two crawlers installed in both sides are named the 

side crawler. Each crawler can be controlled 

independently. The robot moves by these driving forces 

in searching filed. Position of the side crawler is Fig.2 

(a) usually. Under such a condition, the robot goes into 

the inside of the rubble and can change the direction of 

move on. When the robot can not move because of stack 

or the existence of high obstacle, the side crawler is 

expanded as shown in Fig.2 (b). Then the side crawler 

can rotates as shown in Fig.3. As a result, the side 

crawler can be used like the arm to improve the 

performance of the robot temporarily. The side crawler 

of the robots developed by other researchers doesn't 

have the slide mechanism and only have rotate one. 

Therefore, the space in the direction of height to rotate 

is necessary. Our robot expands the side crawler in 

parallel to the robot body direction even in a low ceiling. 

The total length can be freely adjusted without changing 

the total height of the robot.  

It is possible to transform the configurations of the 

robot even in the narrow and tight space. The degree of 

freedom of the robot is eight, four degree of freedom for 

each crawler drive, two degree of freedom for slide 

mechanism and two degree of freedom for swing 

mechanism. The DC motors that installed in the robot 

drive these mechanisms. However, it is necessary to 

think about the center of gravity of the robot when 

expanding the side crawler. So as not to influence even 

if the position of the crawlers are change, the positions 

of the DC motors are arranged in symmetry as shown in 

Fig.4. As a result, it doesn't depend on the position of 

the side crawler, and the center of gravity of the robot 

can be located at the center of the total length at any 

time. We explain the mechanism, the design, and the 

hardware organization of the proposed rescue robot as 

follows. 

 

 
 

Fig.2. Slide motion of side crawler 
 
 

1. Swing mechanism 

The side crawler and the main body are united only 

with the rotation shaft. This shaft is also united with the 

slide mechanism. Then, the side crawler will rotate 

around this shaft. In this robot, two DC motors are used 

for crawler drive and for swing motion. And each driven 

mechanism is built into the inside of the side crawler. As 

a result, the side crawler becomes heavy. Because the 

robot passes over the obstacles and the rubbles, the side 

crawler must be maintained in arbitrary posture. 

Sometimes a big impact and the reaction force act on 

the side crawler while moving. It is necessary to 

consider the breakage prevention of the motor and the 

gear. Then, a warm gear is adopted in the swing 

mechanism so as not to rotate reversibly mechanically 

by a high reduction ratio.  
 

 
 

Fig.3. Swing motion of side crawler 

 
 

Fig.4. Installed location of DC motors 
 
 

2. Slide mechanism 

The side crawler moves in parallel along the center 

crawler. The range of movement is from the position in 

Fig.2 (a) to the position in Fig.2 (b). In a word, it is 

possible to slide only in the wheelbase length of this 

robot. The slide mechanism and its actuators are 

installed in the main body of the robot. The rotation 

shaft of the swing mechanism is connected with the 

slide mechanism. Therefore, the impact forces are 

applied to the slide mechanism when the robot is 

moving on the rubble. A linear guide is used as a slide 
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mechanism in consideration of these forces and 

moments. Weight of the side crawler, resultant force and 

moment that act on the rotation shaft are estimated. The 

trapezoid screw is used for the drive of the slide 

mechanism, and installed it inside of the center crawler 

as shown in Fig.5.  
 

 
 

Fig.5. Arrangement of slide mechanism 
 

3. Crawler mechanism 

The crawler driven mechanism is composed of the 

sprocket with the chain. Two sprockets are used for each 

crawler, and the DC motor is installed and driven it. The 

aluminum boards are installed in the chain with the 

attachment that transmits the driven power to the 

ground. In addition, rubber is disregarded on the 

aluminum board to improve the frictional force with the 

field. 

 

4. Developed Rescue Robot 

The rescue robot that we developed here is shown in 

Fig.8 and Fig.9. Figure 8 shows the normal 

configuration of the robot, and Fig.9 denotes the 

configuration of expanded in the maximum position. 

This robot has eight degree of freedom and use eight 

DC motors. Details of the DC motor and the reduction 

ratio, etc. used are shown in Table 1. All the same 

motors are used for four crawlers. The rotary encoder is 

equipped in all DC motors, so that rotational speed can 

be measured. The turning angle speed of each crawler, 

the amount of the slide length and the swing angle of 

the side crawler can be calculated. The space is open 

between center crawlers of the main body, the battery, 

the power supply circuit, sensors and CCD camera, etc. 

can be built in.  

 

Table 1. Specifications of selected DC motors 
 DC motor Gear head encoder

swing Amax26,12V GP32A,66:1 MR-500

slide RE13,12V GP13A,17:1 MR-256

crawler Amax26,12V GP32A,86:1 MR-500

 

 
 

Fig.6. Overview of rescue robot in initial position 
 

 
 

Fig.7. Overview of expanding side crawler 
 

Table 2. Specifications of rescue robot 
Length[mm] 444 

Max. length[mm] 763 

Width[mm] 408 

Height[mm] 125 

Weight[kg] 16 
 
 

III. EXPERIMENTS 

We show some experiments to confirm the mobility 

of the proposed rescue robot. The specifications of the 

developed robot are shown in Table 2. 
 

1. Basic motions 

At first, we demonstrate straight and turning motion 

of the robot. The straightforward motion is able to drive 

with stability regardless of the expansion of the side 

crawler. The maximum speed of the robot is 

581[mm/sec], the time that finishes sliding is 24[sec] 

and the time to swing the side crawler up to 90[degree] 

is 24[sec]. However, the turning motion is unstable 

operation according to the condition. It is thought that 

friction to the road of four crawlers is large. But the 
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robot turns as the crawler slipping. This friction forces 

change depending on the contact state of the crawler 

and ground. The center of rotation is depending on the 

amount of the slide of the side crawler and the speed of 

each crawler. Therefore it is necessary to derive those 

relational expressions of the motion to do the turn 

operation with stability. 

  

2. Step climbing 

Next, we try to confirm the ability of the step 

climbing of the robot. The procedure is shown below. 

Here, the step height is 170[mm], and the side crawlers 

are shrinks at initial position. 

 

Step1. Move just before the step (Fig.8 (a)). 

Step2. Expand the side crawlers to the maximum 

position (Fig.8 (b)). 

Step3. Rotate the side crawlers until it exceeds the step, 

then move forward the robot and contact the side 

crawlers with the edge of the step (Fig.8(c)). 

Step4. Rotate the side crawlers in the opposite direction 

to Step2 to lifts the main body and center 

crawlers (Fig.8 (d)). 

Step5. Move ahead until the whole of the side crawlers 

get on the top of the step (Fig.8 (e)). 

Step6. Rotate the center crawler body by swing 

mechanism until the main body and the side 

crawlers become straight. Then shrink the center 

crawlers by expand mechanism (Fig.8 (f)). 

 

This robot can also climb the continuous stairs as same 

procedure. 

 

IV. CONCLUSION 

In this paper, we develop crawler type rescue robot 

that has the expandable side crawlers. The main aim of 

this robot is to search survivors trapped in the rubble 

made by an earthquake or a disaster. Proposed rescue 

robot is designed to go into a narrow space in such a 

scene. Then, the side crawlers are expanded when it is 

necessary to enhance the mobility of the robot. Some 

experiments are performed, and effectiveness and the 

problem of this mechanism are shown. As future works, 

we will improve the stability at the turn running, derive 

the control method based on kinematics, and construct 

the remote control systems. 

 

 
 

   
  (a)          (b) 

   
  (c)          (d) 

   
  (e)          (f) 
 

Fig.8. Experiment of step climbing motion 
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Abstract: Although industrial robot has been developed well from the end of the last century, and has been well used in 
various fields, robotics is still being actively researched in Japan now. Chasing after national research institute, the 
educational institution and robot manufacturer also cost a lot of resource to develop a new generation robot. Moreover, 
the society gives a high expectation to robot. To provide a low price robot that can be widely used in home, in medical 
treatment, in welfare, and in disaster relief, etc., a high function, low cost module that can be easy exchanged for 
maintenance is very necessary.  To achieve this aim, it is undesirable to develop the robot based on an original 
standard in the research institute, in the educational institution, and in the robot manufacturer, etc. separately. Therefore, 
a common standard in the robotic development needs to be established, and develop the robot based on the common 
standard. In this research, a new concept for next generation robot development is proposed. This concept contributes a 
higher intelligence to module, a lower manufacture cost and an easy exchange operation. 
 
Keywords: Robot, Module, Concept, Command, Communication, Intelligence. 
 

I. INTRODUCTION 

Japan is leading the world as a country where robot 
is actively researched now. Robot is researched and 
developed in various fields such as national research 
institute, the educational institution and robot 
manufacturer now. Many of robots that has been 
researched and developed in Japan are industrial robots. 
These are still active around the manufacturing industry 
now[1]. Moreover, the society gives a high expectation to 
robot day by day, that the robot should active in these 
fields which are close to our daily life such as home 
help, medical treatment, welfare, and disaster relief, etc, 
in the future. It is required that the robot composition 
module should be a high function, low cost, and be 
easily exchanged for a good maintenance ability so that 
it can expand the application field with a low restriction. 
And, to realize this aim, it is undesirable to develop the 
robot based on an original standard in the research 
institute, in the educational institution, and in the robot 
manufacturer, etc. separately. Therefore, a common 
standard in the robotic development needs to be 
established, and develop the robot based on the common 
standard[2]. 

Then, as a typical research example concerning 
sharing the standard in the robotic development, New 
Energy and Industrial Technology Development 
Organization (NEDO)[3] executed the project of next 
generation's robotic development aiming at sharing the 

standard in the robotic development in 2005. The 
specification of the project is shown as follows. 
• Robot is equipped high functional Central 

Processing Unit (CPU) in it and works with 
depending on Operating System (OS) such as 
Windows and Linux, etc. 

• The command of the communication between 
robot body and module is made at the level of 
signal. 

• Module need to be installed the middleware for 
the module when module is exchanged. 

• Module need to be wire physically between robot 
body and module when module is connected. 

• Module works with depending on the command 
of robot body. 

Here, a signal-level command indicates the physical 
values of the distance, the speed, and weight, etc. 

In this research, a new concept for next generation 
robot development is proposed. This concept contributes 
a higher intelligence to module, a lower manufacture 
cost and an easy exchange operation. The specification 
of the concept is shown as follows. 
1. The robot works without depending on Operating 

System (OS). 
2. The command of the communication between 

robot body and module is made at the level that 
human perceives and works. 

3. Module has its own intelligence by equipping the 
microcomputer in it. 
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4. The communication between the robot body and 
the module is made wireless. 

5. The module works by the unit even if it separates 
from the robot body. 

6. The brain of the robot can be dispersed from the 
robot body to each module[4] ~[6]. 

Moreover we produced a prototype robot that works 
simply based on the concept of 2, 3, 4, 5. As a 
verification experiment result, the robot worked 
correctly. Therefore, validity and the effectiveness of 
this concept were confirmed, then we described the 
detail following. 

II. OUTLINE OF CONCEPT 

This section explains the specification of the 
proposal concept. 
A. Proposal concept 1 

Because of robot body is not depending on 
Operating System (OS), it is possible to make the robot 
work even if a high-end Central Processing Unit (CPU) 
is not installed in the robot body. According to 
circumstances, it is possible to make the robot work 
with the one-chip microcomputer. 
B. Proposal concept 2 

The human perceive/act-level command is a 
command that uses the language, which just shows 
recognition and action by the robot and the module. In 
the communication between the robot body and the 
module, it is possible to correspond to a different 
module that has the same function by sending and 
receiving the human perceive-level command. 
Moreover, because the command is easy, the driver 
software need not be installed in the module. 
C. Proposal concept 3 

It is possible to convert the human perceive/act-level 
command into the signal level command by installing 
the microcomputer in the module. 
D. Proposal concept 4 

By using the wireless communication between robot 
body and module, it is possible to connect easily the 
module to the robot body by putting and changing it 
only. 
E. Proposal concept 5 

It is possible to use the module individually by 
separating the module from the robot body. Moreover, if 
necessarily, it is possible to use the module that is 
connected to the robot body as robot. 
F. Proposal concept 6 

Because the communication between the robot body 

and the module is at human perceive/act-level command, 
the program of robot body is simple. Therefore, even if 
the robot body break down, it is possible to take a 
backup operation by using the module. 

III. INTELLIGENCE MODULE TYPE 
ROBOT THAT CAN EXCHANGE IT IN 

SEAMLESS 

1. Outline of intelligence module type robot that can 
exchange it in seamless 
To be realized the concept of 2, 3, 4, 5, we produced 

a prototype robot that move on the line, and recognizing 
the object that is on the line experimentally. This robot 
can work correctly with depending on the same 
command even when we put and change the different 
module that has the same function on the robot body. 

2. Composition of intelligence module type robot that 
can exchange it in seamless 
The prototype robot that we produced 

experimentally this time is composed of the robot body, 
distance measurement module and movement module. 
As the robot body, we used small note computer. As 
distance measurement module, we used PSD module 
that is composed of infrared LED and Position Sensitive 
Detector (PSD) and ultrasonic module that is used 
ultrasonic sensor. As movement module, we used tire 
type line tracer and caterpillar type line tracer. The 
composition of the robot is shown as Fig.1. The robot 
body (Refer to Fig.2 (a)), distance measurement module 
(Refer to Fig.2 (b), (c)) and movement module (Refer to 
Fig.2 (d), (e)) is shown as Fig.2. 

3. Communication between robot body and module 
The state of the communication between robot body 

and module is shown as Fig.3. The communication is 
serial communication. The command that is the level 
that human perceives and works is send and received 
periodically. About the communication between the 
robot body and the distance measurement module, when 
robot body send the command “Measure the distance 
between the robot and the object” to the module, the 
module understand the command and measure the 
distance with the microcomputer that is installed in the 
module. After the module measure the distance, it 
recognizes the distance as “Near” or “Far”. The result of 
the recognition is send to the robot body as character 
string. About the communication between the robot 
body and movement module, when the robot body send 
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the command “Move” to the module, the module 
understand the command as well as distance 
measurement module and move on the line by the 
microcomputer that is installed in the module. Moreover, 
the module sends the state of working of the module to 
the robot body at the same time.  

IV. EXPERIMENTS 

For verification of working for the robot, a small 
notebook computer was equipped on the robot body to 
control the robot and to send the human perceive/act-
level command to each module. Moreover, distance 
measurement module and movement module was 
docked to the robot body separately for the robot 
moving on the line. 

First, the line was drawn like circle on the floor and 
the object was put on the line. The robot move on the 
line while measuring the distance with the object. After 
it approaches the object, it recognized the distance as 
“Near” and stopped on the line.  

Second, the object was removed on the line. The 
robot recognized the distance as “Far” and moved on 
the line again. 

Four kinds of module groups that change 
combination of modules (Refer to Fig.4 (A), (B), (C), 
(D)) are shown as Fig.4. About validation methodology 
of robot, the robot was worked by putting and changing 
the robot body into four kinds of module groups that is 
change combination of the distance measurement 
module and the movement module. Putting and 
changing four kinds of module groups on the robot body 
(Refer to Fig.4 (A), (B), (C), (D)), using the exactly 
same human perceive/act-level command, the robot 
worked correctly. 

(a)Robot body 

(b)PSD module (c)Ultrasonic module 

(d)Tire type line tracer (e)Caterpillar type line tracer

Fig.2. Picture of Robot body and module 

Robot 
body 

Distance 
measurement 

module 

Movement 
module 

“Measure the distance between 
the robot body and the object” 

“Near” or “Far” 

“Moving” or “Stopping” 

“Move” or “Stop” 

Fig.3. Communication between robot body and module 

Robot 

Robot Body 
Small notebook computer 

Distance measurement module 
PSD module 

Ultrasonic module 

Movement module 
Tire type line tracer 

Caterpillar type line tracer 

+ 

+ 

Fig.1. Composition of robot 
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As a result, the robot worked correctly according to 
the same human perceive/act-level command even use 
the different module group. 

V. CONCLUSIONS 

In this research, a new concept for next generation 

robot development is proposed. Moreover, we could 
experimentally produce robot that works easily based on 
the concept of 2, 3, 4, 5. And we could confirm that the 
concept of 2, 3, 4, 5 was effective. 

In the future, we are going to produce robot that 
works easily based on the concept of 1, 2, 3, 4, 5, 6 
experimentally and confirm that the concept of 1, 2, 3, 4, 
5, 6 was effective. 
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(d)Ultrasonic module and 
Caterpillar type line tracer (D)

Fig.4. Four kinds of module groups 

(c)PSD module and 
Caterpillar type line tracer (C) 

(a)PSD module and 
Tire type line tracer (A) 

(b)Ultrasonic module and 
Tire type line tracer (B) 
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Designing Practical Omni-directional Mobile Module in the Robot 
Hardware Platform for Common Use 
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Abstract: As a holonomic omni-directional mobile robot is useful with its high mobility in a narrow or crowded area, it 
has been studied for a long time. But until now most of the omni-directional mobile robot developed in the laboratory 
level, universities and research institutes for study. Commercially available omni-directional mobile robots are mostly 
educational robots, toy robots, and omni-directional forklift. This study looks forward to presents commercialization of 
omni-directional mobile robot with many advantages and developed prototype. In this paper, we introduce the details of 
this progression and use it throughout the experiment and practical application proved. 
 
Keywords: Omni-directional, Mobile robot, Practical design, Modularization 

 
 

I. INTRODUCTION 

Differential drive, most mobile robots are used in, 
have benefits such as rotation in place and simple 
structure, but cannot move laterally and have 
restrictions on the movement. Omni-directional steering 
mechanism can be applied to perform tasks in a small, 
complex environment due to the ability of 3DoF 
movement(front and back, left and right, rotated), which 
makes possible to travel in any direction from the 
position, in two-dimensional planar. 

Omni-directional mechanism is largely divided into 
using a structure without omni-directional wheels and 
using omni-directional wheels. There are several types 
of omni-directional wheels like universal wheel, 
mecanum wheel, double wheel, alternate wheel, half 
wheel, orthogonal wheel, ball wheel, etc[1][2][3]. 

In Synchro-drive mechanism, the representatives of 
the structural omni-directional implementation, each 
wheel drives and steers at the same time. In other words, 
a driving motor drives all wheels and a steering motor 
steers all wheel-assemblies. The advantage of this 
structure, all wheel driving force is equal which allows 
excellent friction and odometry performance. Little 
couple relation between the driving and steering can 
minimize the heading error and make easier to control. 
And because there is no turning radius, learn to 
operability. Less destructive force against the floor lets   
high-efficient and also reduces power 
consumption[4][5]. 

The concept of the omni-directional movement, 
which has already been established long ago, has many 

advantages, but it is a matter of practicality and there 
are not commercially available. In this paper, the 
structural simplicity, usability, scalability and modular 
design to move forward by suggesting consideration 
commonization robot platform can be used as the 
possibility of getting the look. In Chapter 2, design 
direction, simulation processes are described to explain 
the overall concept. The component selection process, 
mechanical designing are depicted in Chapter 3. In 
Chapter 4, the performance and specifications are 
verified through the experiment with a prototype. 

 

II. CONCEPTUAL DESIGN 

1. Point of Design 
Products to be used can be applied to a variety of 

forms, and compact size, reliability, scalability and 
direction were the main design. 

First, moving from general indoor environment, 
there is no problem, because you should not bad-
efficient to forward the implementation of structural and 
slip ring in order to simplify the structure was used 
actively. Most existing methods of synchro-drive mobile 
robot with a driving axis to synchronize steer axis and 
the axis between the two couple to resolve the problem 
requires a complex mechanical mechanism[4]. Due to 
its complexity, this approach reduces efficiency and 
reliability were also problems. Low contact resistance 
was used as a communication line, even when there are 
no problems using the slip ring to allow rotation of each  

The Sixteenth International Symposium on Artificial Life and Robotics 2011 (AROB 16th ’11), 
B-Con Plaza, Beppu,Oita, Japan, January 27-29, 2011

©ISAROB 2011 979



 
Fig.1. Conceptual Design of Omni-directional 

Mobile Module 
 

axis, the infinite couple minor fixes and simplification 
of power delivery for each axis are available. 

In addition to the scalability of the main drive sub-
module a variety of sizes to accommodate the demand 
was for. Payload, even if a similar application area of 
robots to the base part may differ. In such a case the size 
of the base plate needed to produce the driving axis sub-
module by attaching the desired shape of the omni-
directional mobile base can be built. 

Payload of a human scale dual arm, head, battery, 
2~3kg lightweight enough to mount around the body is 
65cm wide and narrow areas of the body moves without 
change of direction is possible, the size of a person's 
normal walking speed (3km/h) was faster than the speed 
targets. Wheel configuration hill driving or high speed 
and cause to stability in the face of slowing excellent 4-
wheel synchronous structure was adopted as shown in 
Fig.1. 

Homing direction for reducing time-axis turret axis 
absolute encoder is used. If you use the proximity 
sensor and because there is no absolute position in your 
robot, the robot may move up to 180 degrees and 
homing time can take a very long time. 

 
 

Fig.2. Basic Structure of Omni-directional Mobile 
Module 

2. Specifications of Joints 
Specifications for a driving axis are obtained as 

following. 
 

 
 
 
 
 
 
 
 
 
 

 
,where at  is acceleration torque, mt  is friction 

torque, moment of inertia 
2 2 2/ 8 60 (20 ) / 8 3000J WD kg cm kg cm= = ´ = × , desired 

angular velocity 1.59 / secf rev= (linear velocity 
1 / secm ), desired acceleration time 0.5sect = , W  is 
weight of load and D  is diameter of a wheel.(Fig.2) 

Joint specifications are calculated from the upper 
formulas like 4.46 ,128N m rpm×  for a driving axis, 
3.5 ,120N m rpm×  for a steering axis, and 
7.96 ,60N m rpm×  for a turret axis. 

 

3. Simulation 
As shown in Fig.3, a commercial simulator 

(RecurDyn V7R1) was used to validate the joint 
specification calculated from the formula in Chapter II-
2. The results derive the required joint torque and the 
current is consumed. 

Fig.4 shows the result of simulation. Besides the 
result of steering axis, which might be caused by the 
friction condition, we got the similar values to one of 
the formula. 

 

 
Fig.3. Simulation with RecurDyn 
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III. DETAILED DESIGN 

1. Mechanical Design 
The selection of each component was carried out on 

the basis of joint specification obtained from the 
simulation and the formula. Motors of maxon motor Co., 
Ltd. are used for the purpose of the small volume over 
power. For the driving axis, EC-powermax, which has 
small diameter and is BLDC-typed, is used to be 
mounted inside the wheel and for compact design. For 
the reduction gear of steering axis, a SHD model of 
Harmonic Drive Systems Inc. is selected, because it has 
lower overall height, but a little defect on the precision. 
For the slip ring, one of the important elements for the 
simplification of the structure, 630K model of Mercotac 
Inc. is used due to relatively small contact resistance. 
However, for the steering axis, SRS model of Rotac Inc. 
is selected, because there is not enough space. The 
wheel made from the material of thermoplastic rubber 
elastomer tread is used, because there should be small 
friction with ground in steering, and small reaction force. 
The details are shown in Table 1. 

CAD image of three kinds of sub-modules are 
shown in Fig.5. The used tool is Solid Edge ST2. 

 
Fig.5. Sub-modules and Detailed Structure 

 

Fig.4. Results of Simulation 

Table 1. Specifications of Parts 

Items Manufa-
cturer Model 

Actuation 

Driving axis 

Maxon 
motor, 
HDS 

EC-powermax 30 
(200W) + 

GP32C(66:1) 

Directing 
axis 

EC-powermax 30 
(200W) + SHD 

14(50:1) + 
pulley(1.5:1) 

Turret axis 

EC-powermax 30 
(200W) + SHD 

17(100:1) + 
pulley(1.2:1) 

Slip ring 

Directing 
axis Rotac SRS1802-12 

(12 conductors) 

Turret axis Mercotac 630K 
(6 conductors) 

Wheel  Blickle TPA 150/12K 
(Dia. 150mm) 

Abs. 
encoder For origin US Digital MAE3 

(12bit/turn) 

Motor 
controller  

Solubot 
Co. Ltd. 

BLDC 10A 1-axis 
controller 

(CAN interface) 
 

-4.00E+03
-3.00E+03
-2.00E+03
-1.00E+03
0.00E+00
1.00E+03
2.00E+03
3.00E+03
4.00E+03
5.00E+03

0
0.

75
1

1.
50

2
2.

25
3

3.
00

4
3.

75
5

4.
50

6
5.

25
7

6.
00

8
6.

75
9

7.
51

8.
26

1
9.

01
2

9.
76

3

Front-Left Driving

Front-Right Driving

Rear-Left Driving

Rear-Right Driving
To
rq
ue
(m
N
·m
)

Time(sec)

-2.00E+02

-1.50E+02

-1.00E+02

-5.00E+01

0.00E+00

5.00E+01

1.00E+02

1.50E+02

0
0.

75
1

1.
50

2
2.

25
3

3.
00

4
3.

75
5

4.
50

6
5.

25
7

6.
00

8
6.

75
9

7.
51

8.
26

1
9.

01
2

9.
76

3

Front-Left Steering

Front-Right Steering

Rear-Left Steering

Rear-Right Steering

Sum of Steering
To
rq
ue
(m
N
·m
)

Time(sec)

-1.50E+04

-1.00E+04

-5.00E+03

0.00E+00

5.00E+03

1.00E+04

1.50E+04

0
0.

52
6

1.
05

2
1.

57
8

2.
10

4
2.

63
3.

15
6

3.
68

2
4.

20
8

4.
73

4
5.

26
5.

78
6

6.
31

2
6.

83
8

7.
36

4
7.

89
8.

41
6

8.
94

2
9.

46
8

9.
99

4

Turret

To
rq
ue
(m
N
·m
)

Time(sec)

Sub-module: steering axis

Steering axis
Harmonic Drive

Steering axis
Motor controller

Steering axis motor

Sub-module: driving axis

Steering axis
Slipring

Driving axis
Motor controller

Driving axis
motor+reducer

Wheel

Sub-module: turret axis

Turret axis
Harmonic Drive

Turret axis slipring

Turret axis
Motor controller

Turret axis motor

The Sixteenth International Symposium on Artificial Life and Robotics 2011 (AROB 16th ’11), 
B-Con Plaza, Beppu,Oita, Japan, January 27-29, 2011

©ISAROB 2011 981



2. Electrical Design 
Components of this mobile module are divided by 

their functions like motion controllers, absolute 
encoders, IMU sensors, and so on. CAN interface and 
CANopen communication protocol are used for 
connecting with one another as shown in Fig. 6.  

 

 

Fig.6. Electrical structure 
 

IV. EXPERIMENT 

The experiment is carried out to verify the 
achievement of the desired specifications in payload and 
velocity, which are main indicator. For the experiment 
of payload, the frame is mounted on the mobile module 
and the load, including the battery, of 50kg is added as 
shown in Fig.8. In this state, round trip moving test is 
progressed in the velocity of 1m/sec in three meters 
intervals like Fig.8.  
 

  

Fig.7. Prototype of Omni-directional Mobile Module 
 

Table 2. Specifications of Module 

 Specifications 
wheel config. omni-directional 

Max. 
velocity(m/sec) 1 

Payload(kg) 50 
Weight(kg) 16.2 

Dimension(cm) 45×45×23.5 
Communication CAN 

 

Fig.8. Payload Test of the Mobile Module 
  

V. CONCLUSION 

In this paper, a practical form of omni-directional 
mobile module is described in the design and prototype. 
It is true that the omni-directional mobile module is 
useful, but complex and expensive relatively to the 
differential drive mobile robot. However, as proposed in 
this paper, if the structure is simplified by using the 
parts helpful for simplifying aggressively and the 
modularization is considered for the scalability, it is 
possible to produce on a large scale by being able to 
respond to the various demands, to decrease the cost of 
manufacturing, and to be used widely in the end. 

In the near future, the mobile module designed in 
this study will be used for research of robot hardware 
platform in common use, and should be improved for 
the reliability by the more experiment and complements. 
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Abstract: Recently, positioning system for under water robot becomes a very important subject. The conventional 
positioning system is based on the time difference or phase lag. However, the systems are expensive and complex, and 
we proposed a new system using sound propagation loss. In this system, we separated the direct wave from received 
wave, and measure the amplitude or power of it. Using this data we calculated the distance. However, the signal 
accepted the influence of reflected waves, and it couldn’t obtain correct distance for long distance where the direct 
wave can’t be separated from reflected waves. In this study, we propose a new analysis method based on multiple 
frequencies. This method uses several different frequency sounds, and sends them sequentially. The distance can be 
calculated from taking the average power of received signals. The advantage of this method is not necessary of 
separating process, and can measure longer distance. 

 
Keywords: Underwater Positioning，Propagation Loss，Multiple Frequencies，Direct Waves，Mixture waves 

 

I. INTRODUCTION 

In recent years, the research for the oceanic survey or 
development of oceanic natural resource is actively 
advanced. The needs of the underwater robots used for 
those purpose have been becoming higher and higher. 
For the autonomous underwater robot, positioning 
system is one of the important subjects to exercise their 
full performance. The conventional positioning system 
in the water is based on the time difference or phase lag 
of transferred sound from source to receiver. It measures 
the distance between moving object and station where 
the position has already fixed. When 3 stations are 
prepared, we can fix 3 dimensional coordinate of object. 

However, the systems are expensive and complex. 
Then it is difficult to measure the position in real time 
and expand work area of the robot. From 2006, we are 
proposing a new system using sound propagation loss. 
In this system, the distance can be calculated using the 
relation between the propagation distance and sound 
propagation loss. In the former study, we separated the 
direct wave from received wave, and measured the 
amplitude or power of it. Using this data we calculated 
the distance. However, we cannot separate direct wave 
and reflected waves from the received signal in usual 
case and it couldn’t obtain correct distance. Figure 1 is 
the simulation result with this method for 5m and 50m 
distance of 1m depth. Top graph shows the received 
waves without reflected wave. Second graph shows the 
received waves of 5m distance and third graph is the 
result of 50m. It shows that the part of direct wave is 
clear in case of short distance, but in case of long 

distance, the reflected wave appears at the first stage of 
received wave. 

 
 
 
 
 
 
 
 
 

 
Fig.1Simulation Results for Propagation of Sound Wave 
 

In that case, the distinction and the separation of the 
direct wave from the received wave are impossible. So, 
in this study, we paid attention to the reflected waves, 
and used them actively in the data analysis. In this 
system, instead of the single-frequency sound, we use 
several different frequency sounds, and send them 
sequentially. In the step of data-analysis, we use mixed 
wave which contains direct wave and reflected wave, 
and take the average power of received wave. This 
signal is used to calculating the distance. The 
performance of this method was proved with simulation 
and experiment. The advantage of this method is that it 
can measure longer distance. 

 

II. Experimental system 

It is called propagation loss that the sound pressure 
level damps depending on a distance when a sound 

The Sixteenth International Symposium on Artificial Life and Robotics 2011 (AROB 16th ’11), 
B-Con Plaza, Beppu,Oita, Japan, January 27-29, 2011

©ISAROB 2011 983



24
22 f103

f4100
f44

f1
f0.11 ××+

+
×

+
+
×                                        (2) 

propagates  in the water/air. The relations of the 
propagation loss PL[dB] and propagation distance R[m] 
can be presented as follows. 

Ⅲ. Simulation and Experiment 

1. Simulation 
 

PL=20×log10(R)+α×Ｒ            (1) 

Here, loss coefficient α [dB/m] is calculated with SOAP 
equation as follows  

22

 α =

RgRsTsTg/Rv)20log10(TvPL ++++=

 

 
On the other hand, in this system, PL can be 

calculated with  
 

(3) 
 

The parameters are defined as follows: 
Tv[V] : Transmitted signal voltage 
Rv[V] : Received signal voltage 
Tg[dB]: Transmission gain 
Rg[dB]: Reception gain 
Ts[dB]: Transmission sensitivity 
Rs[dB]: Reception sensitivity 

It is clear that the propagation distance R can be 
calculated from the transmitted and received signal (Tv 
and Rv). 
 
 
 
 
 
 
 
 
 
 
 

Fig.2 Experimental System 
 

Figure 2 shows the experimental system. The 
transmitting unit consists of a function generator to 
generate the multiple frequencies sounds with same 
voltage of Tv, a power amp to amplify the level of the 
signal with gain Tg and transducer to transmit the signal 
into the water with the sensitivity of Ts. The receiving 
unit consists of a transducer to catch the signal with 
receiving sensitivity of Rs, a pre-amplifier to amplify 
the received signal to a necessary level, a band-pass 
filter to clearing the noises and a computer to record the 
data. 

Before experiments, we made simulation study for 
the decision of sound frequency. 

At the condition of constant depth and propagation 
distance, we suppose the amplitude of each transmitting 
wave is 3[v], the amplitude of the direct waves at the 
receiver is 2[v] and the amplitude of the delayed and   
reflected waves is setting by random, and we examined 
about each received signal. 

 
 
 
 
 
 
 
 
 
 

 
 
 

Fig.3 Received Signal (40 kHz) 
 

 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

Fig.4 Received Signal (38 kHz) 
 
Figure 3 and figure 4 show the received signals 

when the depth is 1[m] and the propagation distance is 
3[m]. 
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Ⅳ. Experiment and Results  
   
   
   
   
   
  
  

     
 

Fig.5 Comparison of Powers (1) 
 
Figure 5 is the results of simulation with changing 

the propagation distance at same depth.  It shows that 
the power of direct waves and average power of the 
mixed waves are nearly equal on every propagation 
distance. 

 
 
 
 
 
 
 
 
 
 
 

Fig.6 Comparison of Powers (2) 
 

Figure 6 is the results of simulation with changing 
the depth of transmitter and receiver at same depth 
under same propagation distance. It shows that, at the 
same propagation distance, the power of the direct 
waves and average power of the mixed waves are also 
nearly equal with changing the depth of the transmitter 
and receiver who are at the same depth. 
  The results say that the level of received wave   
changes because of the change of phase lag depending 
on the frequency of transmitted wave. However, when 
we used multiple frequencies of 40kHz, 39kHz, 38kHz, 
37kHz, 36kHz, 35kHz, 34kHz, 33kHz and 32kHz as 
transmission signals, the average level of their received 
signal is corresponding to the level of received signal of 
the direct waves. And there exist many groups of 
frequency that shows such kind of characteristics.  So, 
we can decide the useful combination of frequency with 
the simulation. 

2.1 Experiment 

 
 
 
 
 
 
 
 
 
 
 
 

Fig.7 Water Tank in TUMSAT 
 

We made the experiments in the water tank in 
TUMSAT which has the size of 10m(W)×50m(L)×
2m(D) as showed in Fig. 7. 

All instruments are put on the moving train. We put 
down the transducer for transmitting sound into the 
water at depth of 1m and fixed it at center axis of the 
water tank (Equidistance from both side wall: 5m) with 
a crane. The transducer for reception is put into the 
water at depth of 1m and fixed on moving train. We 
moved the train with every 1m to change the distance 
between transmitter and receiver.  

2.2 Results 

 
 
 
 
 
 
 
 
 
 

 
Fig.8 Example of Received Wave 

 
Figure 8 shows a example of received wave. The first 

part of this wave is direct wave which is arrived firstly. 
The following part is mixed wave that contains direct 
wave and reflected wave. In this study, the received 
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Figure 10 and 11 show the distance calculated by the 
conventional method that uses the power of the direct 
wave from received signal. In these results, the 
influence of reflected waves appears clearly and the 
accuracy becomes not stable. 

signal is measured with taking the average of power 
gained through FFT to mixed signal. 
 

 
 
 
 
 
 
 
 
 
 

Fig.9 Comparison of Power for Received Waves 

 
 
 
 
 
 
 
 

 
  
 Figure 9 shows the results measured the power of 

received wave from direct wave of single frequency (32 
kHz and 40 kHz) and average of the mixed wave of 
multiple frequencies for 1 to 5m distances. There exists 
no clear difference. 

Fig.12 Calculated Distance Based On Mixed Waves of 
Multiple Frequency 

On the other hand, we show the distance calculated 
from average power of the mixed wave that contains the 
direct wave and the reflected wave in Fig. 12. 
Comparing those results, we can say that new method 
has higher accuracy than conventional method.  

 
 
 
 
 
 
 
 
 
 

 

Ⅴ. Conclusion 

(1) In this study, we propose a new method to get the  
collect distance that is transmitting several frequency 
wave and taking average of power including direct and 
reflected wave from received signal. We confirmed the 
availability and performance of this method with 
experiment and simulation. 

Fig.10 Calculated Distance Based on Direct Waves of 
Each Frequency (32kHz～36kHz) 

(2) As the next tasks, we will make a experiment in the 
real sea area for long distance and prove the practicality 
of this method. 

 
 
 
 
 
 
 
 
 
 
 
 

(3) On the basis of this method, we will construct a 
sensor network system and establish real time 
positioning system for underwater robot.  
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Abstract: In this research, we have developed a swimming robot with flutter kick of two legs, which can swim freely 
both on the surface of water and in the water, and established the control method for all kinds of motion of this robot, w
e considered a dynamic model of undulatory fins and it has been used to construct the dynamic model of pr
opulsion and control system and analyze its motion velocity, and propulsion efficiency. We proposed and desi
gned the corresponding control algorithms to generate appropriate thrust force and to decrease disadvantatageo
us influences of the interference of flutter kick. We can realize free posture control and get various motion f
orms. 
 
Keywords: Humanoid, Underwater Robot 

I. INTRODUCTION 

With the great development of science, the robot 

technology has been experiencing rapid 

advancement .As the intercrossed subject of under water 

engineering and robot technology, under water robot s 

are among current interest all over the world.  

However the research on underwater humanoid robot 

has not been particularly investigated. The authors think 

that the humanoid type underwater robot is convenient 

for underwater works as on the ground. The underwater 

environment is so dangerous for human, that many 

kinds of robot have been extensively used for 

underwater work, such as underwater resources 

exploration, oceanographic mapping, undersea 

wreckage salvage, ocean engineering survey, dam 

security inspection, and so on.  However, there has 

been no underwater robot, which can take the place of 

the diver by now. Considering those situations, the 

authors are putting the focus on developing Underwater 

Humanoid Robot. 

II.DESIGN OF ROBOT 

In this section, we briefly present a design of 

underwater humanoid robot prototype, describing its 

propulsive mechanism and mechatronics design.   

As illustrated in Fig.1, the propulsive structure 

treated here is a free-swimming humanoid robot. It is 

composed of three parts: a body with two arms and two 

legs. Each of the legs is composed of two links and one 

oscillating fin. The robot is wearing a waterproof suit on 

the body. And it is designed to get neutral buoyancy also. 

The neutral buoyancy is the condition that the gravity 

equal to buoyancy. And the center of buoyancy and 

gravity are arranged to be collinear along the body z-ax.   

 

 
Fig.1 Image of Underwater Humanoid Robot

  

 
 

Fig.2  Underwater Humanoid Robot 

Fig. 2 shows prototype of radio-controlled 

underwater humanoid robot. The body of the robot is 

wrapped with gum. In the body, following devices are 

installed in a water shielded package. 1)Microcontroller 

board: Motion Greator for TTL and PS/2 Bluetooth 

controller, 2)Communication devices: Parani ESD-200 

Bluetooth Serial Adapter,  3)Arm servo motors, 
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4)Batteries  and 5)Underwater camera. The total 

weight is approximately 1.5 kg. And the length is 

400mm. We can control the swim of robot with wireless 

communication. Its speed is adjusted with frequency 

and amplitude of oscillating signal, and its turning 

motion is controlled with arm motion.  

 

III.MOTION ANALYSIS 

 
In this section, the authors built the dynamic model 

on the basis of undulated fins and the drag model in 

fluid mechanics. The dynamic model of undulated fins 

can make clear the relation between the forces/moments 

and propulsive wave parameters, geometric parameters 

as well as swimming velocity. We can study about the 

motion of the robot, control method and efficiency of 

propulsion. This dynamic model for undulated fin has 

been validated with experimental tests in thrust, and 

propulsive velocity of the underwater robot. 

1. Forces on the system 

Given the composition of this robot, the set of 

external forces on this robot is lift and drag from the 

legs, lift and drag from the body, lift and drag from the 

arms, the force of buoyancy, the force of gravity, and 

the moments resulting from these forces. These forces 

are shown in Fig.3. 
 

 
 

 Fig.3 modeled forces 

2. Unforced equations of motion  

The position and orientation of the body segment of 

the robot are denote by g  which can be written in 

homogeneous matrix notation as   

 

        

                             (1) 

 

Where R is the orientation of the body, and x is the 

position of center of mass of the body, both relative to a 

fixed inertial reference frame .the longitudinal axis of 

the body is taken to be x  axis, the lateral axis is to be 

y axis, and z  axis to be positive upward. The body-

fixed translational and angular velocities are denoted by 

the vectors V  and  . The velocity of the body is 

given by 

 ˆRR  

RVx   

 

 

                 (2) 

 

 

where i  is the joint angular rotation rate. 

In order to calculate the moment of inertia and added 

mass simplicity, we approximating the body as an 

ellipsoid, the arms and legs as columns. 

 

3.  Potential forces 

The robot is assumed to be neutral buoyancy with 

centers of buoyancy and gravity that are noncoincident 

but are collocates along an axis parallel to the z axis. By 

the effect of gravity and buoyancy we can get a torque. 

 

 

 

                                     (3) 

 

 

here  is the magnitude of the gravitational 

force, h  is length from the center of mass to the center 

of buoyancy.  

4. Forces on legs  

To simulate the dynamics of the swimming, we 

simply considered an equation of force with flutter kick. 

It includes the lift and drag on the legs. 
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where L  is Lift force, D  is Drag force,  is 

density of fluid, lc  and dc  are the lift and drag 

coefficients, A  is the planform area of the leg in the x-

y plane, 1v is tangential velocity, 2v  is normal velocity, 

  is the angle between leg and body. As the influences 

of the interference of flutter kick is very complex, we 

use the approximation and calculate   under ideal 

condition in this paper.  
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5.  Forces on the body and arms 
 

We assume the shape of body is not plate but a
n ellipsoid, and then the resistance force on the bo
dy is assumed to be generated in the usual steady 
flow. Under this assumption, the drag and lift force
 becomes as follows 

2
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2
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1
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1
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1
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







    (5) 

where v is velocity of the body, bDc  and aDc  are

 the drag coefficients of the body and arms, blc  a

nd alc  are the lift coefficients of the body arms,

 is attack angle, s is projected area of body in th

e y--z plane,  is the angle between body and arms. 

6. Force Equations of motion 

 

For systems such as this one where forces on the 

system are independent of the body position and 

orientation, Lagrange equation can be used to describe 

the system dynamics. A mechanical system of the type 

considered here can be described by the states of the 

body g , termed group states, in combination with the 

values of the states that describe the relative placement 

of moving components to the body, denoted R  and 

termed the shape states. The shape state states R  are 

the joint angles of legs and arms. 

The Lagrangian for this robot with states 

grgr ,,, can be written as  

 

 

 

                                        (6) 

 

 

 

Where  ),( grU  is potential energy, and V and M  

correspond to the body-fixed velocity and mass matrix 

in the robot system. r is the matrix of the joint angles 

of arms and legs. 

IV. CONTROL   

 In order to evaluate the validity of the model in t
he previous section to actual robot, we must determ

ine the control method that will generate desired m
otion primitives. 
1. Forward locomotion 

Since the robot moving in straight course is described 

as a posteriorly propagating wave, the desired motion 

for the robot links is expected to approximate the wave 

to generate forward thrust, the desired motion can be 

expressed as 
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where f is transverse displacement of the body, x  is 

displacement along the main axis. t is time, k is body 

wave number,  is body wave frequency, l  is length 

of the robot.  In order to generate the body wave, we 

set the joint angles as fallows  

 

 

                                     (8) 

                                        

We can achieved the forward locomotion, here   

is amplitude.   is the phase difference. Using the 

analysis results, we can get the relationship between 

velocity and frequency of flutter kick. Then with 

changing flattering frequency, we can get a desired 

swimming speed.  
    
2. Turning 

When the robot is required to turn uniformly with 

given angular velocity w and turning diameter D, a 

centripetal force F should be offered as 
 

DmF 2

2

1             (9)     

 
 

If we set the robot arms making angle between body 

as  , we can get the centripetal force from thrust force 

and resistance force. Using the analysis results we can 

get the relationship between  and w.  
 

V. SIMULATION   

In order to evaluate the applicability and capabilities 

of humanoid robot, we made simulations study with 

using developed model.   The results of simulation for 

forward swimming and turning are shown in Fig.4 and 

Fig.5. The condition for simulation is shown in Table 1. 
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   Table 1 Condition of Simulation  

Dimension of Robot:  

Body Width: 23cm, Body Length:40cm 

Body Depth; 11cm, Leg Length;20cm 

Fin Size;   10cm*6cm 

Weight;    1.5kg 

Frequency of Leg Motion;       2Hz   
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 Fig.4 simulation result for forward swimming 
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Fig.5 simulation result for turning 

VI. EXPERIMENT 

For the confirmation of the simulation results and 

further study, we made experiments with actual robot. 

 

 

1. Experiment system 

 

In this experiment, we used a high performance 

humanoid robot as a base machine and covered it with 

waterproof suit. It can be controlled with game 

controller remotely or with program autonomously. The 

photograph of is shown in Fig.6.  This robot was tested 

in the water tank in our laboratory.   

  
 

 
Base robot    Controller     Waterproof suit 
 
    Fig. 6 Robot System for Experiment 
 

2. Experiment Results 
 
We would like to report those results on the symp

osium as much as possible. 
 

VI. CONCLUSION 

 In this paper, we considered a dynamics model and 

control method. Concretely, we introduced mainly the 

propulsion system, such as principal, the structural 

design or control algorithms to generate appropriate 

thrust force. This mechanism has a disadvantage that the 

flutter kick of both leg interfere each other This 

propulsion system can also generate turning moment, 

upward going moment or downward going moment 

adding thrust force with selecting angular velocity of 

fluttering and center angle of fluttering. And with 

integrating basic control to cooperated control, we can 

realize free posture control and get various kind of 

motion. Of course, more accurate parameters remains to 

be seen, and we would like to develop the system to 

higher level. 
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Abstract: Passive localization in the sensor network has been studied in many areas. Especially, the estimation of the position and 
heading for the target is an important subject in the navigation problems. We estimate the position and the heading information only 
with range difference of arrival measurements. The proposed algorithms are based on the pseudo linear measurement equation 
transformed from the nonlinear one and uses the instrumental variable method to remove estimation errors. It does not need 
additional computational burden so that it will be advantageous to real time applications. To show the usefulness of the proposition, 
we simulate it in the various positions and headings comparing with a nominal least squares method and the robust least squares 
method. 
 
Keywords: RDOA, Localization, Heading estimation, Least squares, Instrumental Variable. 

 

 

I. INTRODUCTION 

Passive localization in sensor network has been 
studied in many areas such as control, communication, 
signal processing and etc. For the localization, the 
utilized measurements of sensor network are such as 
TOA (time of arrival), TDOA (time difference of 
arrival), RDOA (range difference of arrival), or RSS 
(received signal strength). TDOA or RDOA-based 
localization methodologies have been applied for 
finding target’s position because it does not need 
synchronization between the target and the network. 
Additionally, if one can get two different positions 
concerned on-board of the target, heading estimation is 
possible. This method has been used in a navigation 
problem [1]. In this paper, we are focusing on the 
heading and position estimation with RDOA 
measurements.  
In a plane, the localization problem with RDOA 

measurements is regarded as an MLE (maximum 
likelihood estimation) problem which decides a crossing 
point between two parabolic functions [2]. However, 
there is always a possibility that the MLE method is not 
converged to the global minimum but converged to a 
local minimum depending on the initial point. 
Additionally, its solution is often derived with 
numerical analysis methods which can be a burden for 
computation. 
To convert nonlinear estimation problem to linear one, 

an intermediate variable method has been proposed with 
adding a new state variable [3]. This transformed linear 
equation is called as a pseudo linear equation. With this 
equation, it can be relaxed for the initial guess problem. 
However, there are still two problems for the linear 
equation. The one is that there is an uncertainty in the 

measurement matrix which causes an estimation error 
by correlation with itself or with measurement noise [5-
7]. The other problem is a bias of the measurement 
noise. These problems are concerned with the RDOA 
measurement noise and they may be neglected under the 
assumption that the variance of the noise is small [2-5]. 
However, if the condition of SNR is not good, the 
estimation error can be increased rapidly.  
The IV (instrument variable) method can be a proper 

solution, because the method uses an instrumental 
variable in the measurement matrix for fleeing from the 
correlation [8]. It does not require additional 
computational burden so that it will be advantageous to 
real time applications. 
Therefore, we propose the position and heading 

estimators based on the IV method and assume the 
stochastic information is unknown. To treat the bias of 
measurement noise of the pseudo linear equation, we 
estimate the bias by augmenting to the state variables 
based on the bias common model [9]. The useful aspects 
of the proposition are shown by simulation in the 
various positions and headings and by comparison with 
a nominal least squares method and the robust least 
squares method in [6] which can be adapted to this 
linear uncertain problem. 

 

II. POSITION AND HEADING ESTIMATION 

MODEL WITH RDOA MEASUREMENTS 

1. Position Estimation Model 
We assume the target has two transmitters. The 

transmitters generate some signals which the sensor 
nodes of a network can realize the target. The network 
does not know the burst time of the signal but it can 
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measure the arrival time. In this case, one can use a time 
difference to localize the target’s position and the time 
difference can be transformed to the RDOA by 
multiplying a propagation velocity.  

1,2 1 2( )pr v t t    (1) 

where pv  is the propagation velocity, 1t  and 2t are 

arrival time at each sensor node, and 1,2r  is the RDOA.  

To make this problem simple, we derive it in the 2-D 
case as Fig. 1.  
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Fig. 1. Positions of the sensor nodes and the target  
in the 2-D plane 

 
By using the intermediate variable method [4], the 
measurement model is given by 
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, and 1,2
Ar  is the RDOA measurement noise and its 

stochastic property is a white and zero mean. The 
measurement noise of (2), 1

Av can be assumed to be a 

white noise but it cannot be assumed zero mean. 
2

1 1( )A AE v       (4) 

where 2
1( )A  is the variance of the RDOA 

measurement noise, 1,2
Ar . In a low SNR condition, this 

factor can cause an estimation error, so that it needs to 
be removed from the measurements 1

Ay or to be 

estimated by setting it as a new state variable.  
For the other transmitter, B, the measurement equation 

can be derived likewise.  

2. Position and Heading Estimation Model 
The intermediate variable method makes the nonlinear 

localization problem to the linear problem so that a 

linear estimator can be applied to find the transmitters’ 
positions. If one can obtain two positions for the target, 
its center position and heading can be derived by using 
the positions. The center position is  
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By using this idea, we can build a linear model for the 
position and heading. Using (5) and (6), the linear 
equation is given by 
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, and its generalized form when there are n+1 sensors is 
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where 
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III. LINEAR ESTIMATION METHODS FOR 

POSITION AND HEADING 

1. Instrumental Variable Algorithm 
The stochastic compensation solution, the RoLS 

(robust least squares) in [6] is an useful method because 
its formulation resembles with the general least squares 
method and computational burden is low. However, if 
the sensor network has a characteristic of stochastic 
information being varying, the estimation results may 
be incorrect. To overcome this problem when the 
stochastic properties are unknown, the IV method can 
be an alternative solution. The IV method uses 
instrument variable for avoiding the correlations which 
are between the measurement matrix uncertainties, 
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( , )cor    or between the measurement matrix 

uncertainties and the measurement noise, 
( , )cor n [8]. This method is unlike the RoLS 

algorithm which removes the correlations by using the 
scale-factor error compensation term,W and the biased 
error compensation term, V  but flees from the 
correlations by replacing the measurement matrix with 
an IV matrix. The IV matrix can be built simply with 
one-step delayed measurement matrix because we 
assume the measurement noise is white. 
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Therefore, the position and heading estimator with the 
IV algorithm is  

   1
1 1ˆ ( ) ( ) ( )IV k T k k T kX k z

        (11) 

However, an error still exists in the estimation result 
by the measurement noise bias in (4). Because we 
assumed the stochastic properties of the RDOA 
measurement are not available, the bias which is the 
variance of the RDOA noise cannot be removed from 
the measurements. If the sensor network is able to 
assume that the RDOA noise variances are identical for 
all measurements as the bias common model in [9], it is 
possible to estimate the common bias. To estimate the 
bias, we set the bias as a new state variable and derive 
the measurement equation as follows: 

 
( )

( )

( )
( ) ( ) ( ) 0 ( )

( )
Aug

Aug

k
X k

X k
z k k I k n k

b k


 
             

 


 

  (12) 

where I  is a 2(n-1) dimensional vector which is  

     2( 1) 1 1 0 1 0 1 0
T

nI        (13) 

and ( )n k is the zero mean and white noise which 

eliminates the bias from n in (8). With (12), the 
augmented position and heading estimator is 

   1
1 1ˆ ( ) ( ) ( )IV k T k k T k

Aug Aug Aug AugX k z
        (14) 

 
Theorem 1. (Convergence to true position and heading 

of the proposed algorithm) If there are enough sensors 
to observe the position, heading and the biases, and the 
noises of sensor network are i.i.d. (independent and 
identically distributed), then the estimation results of the 
proposed method converge to true position and heading 
in probability. 

ˆplim ( )IV
Aug Aug

k
X k X


   (15) 

□ 
Proof: 
Since the measurement noises are i.i.d., the auto-

correlation of the measurement matrix uncertainties and 
the cross-correlation between the measurement matrix 
uncertainties and the measurement are derived as 
follows: 

   ( 1) ( )
T

T
Aug Aug Aug AugE k k        (16) 

   ( 1) ( )
T

T
Aug Aug AugE k z k X      (17) 

Therefore, each correlation can be rewritten as 
convergence in probability. 

11
plim ( ) ( )k T k T

Aug Aug Aug Aug
k k




        (18) 

11
plim ( ) ( )k T k T

Aug Aug Aug Aug
k

z X
k




     (19) 

With these convergences, (18) and (19), the estimation 
result, (14) is also able to converge to true position and 
heading by Slutsky’s theorem [8]. 
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1
1 1

1

1 1
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
 

 



      

          
   

    

  

  

 (20) 

■ 
 

IV. SIMULATION RESULTS 

To show the performances of the position and heading 
estimators, we compare them with the nominal least 
squares method through simulations. The sensor 
network contains 6 fixed sensor nodes at (0, 0), (-1.015, 
0), (-1.015, 1.015), (-1.015, 2.03), (0, 2.03), and (0, 
1.015) [ ]m . The variances of the RDOA measurements 

are all set to 0.02 2[ ]m . For batch type comparison, we 

accumulate 5000 measurements and calculate the error 
performance by using 100 iterations. In this simulation, 
we fix the transmitter A and rotate the transmitter B 
every 10 degree to check the estimation performances at 
different target’s center position and heading. 
 The mean error (ME) for the position is shown in Fig. 
2 and its RMSE is shown in Fig. 3. As referred in [6], 
the NLS (nominal least squares) method has a large 
estimation error by the measurement matrix uncertainty 
and the bias of the measurement noise. On the contrary, 
the RoLS, IV and augmented IV methods have low 
estimation error within 0.02[ ]m . The bias of the IV 

method caused by non-zero mean of the measurements 
noise is not relatively serious. However, the augmented 
IV method compensates properly the error by estimating 
it.  

The estimation results for the heading are shown in 
Fig. 4 and Fig. 5. The trend of heading results of the 
NLS resembles with the position results. The heading 
error from the cosine is bigger than the one from the 
sine like the position error. The reason for this is that the 
heading from the cosine depends on the x-position of 
the target and the other is vice versa as shown in (6). 
The heading estimation by the augmented IV method 
also shows good performance as the RoLS estimator. 
Therefore, the augmented IV method can be a practical 
method because it does not need any stochastic 
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information and additional computational burden.  
 

V. CONCLUSION 

The target’s position and heading can be estimated in 
the RDOA measured sensor network with linear 
estimator. However, since a nominal least squares 
estimator causes estimation error by the measurement 
matrix uncertainty and the bias of the measurement 
noise, there needs a proper compensation algorithm. We 
propose the position and heading estimator and it does 
not need an additional compensation procedure and the 
stochastic information of the RDOA measurement noise. 
The proposition is based on the instrumental variable 
method and estimates the bias of the measurement noise 
under the bias common model assumption. The 
estimator works well in noisy environment like the 
robust least squares method and shows better 
performance than the nominal least squares estimator. 
The useful aspects that it has low computational burden 
and does not need any stochastic information make it 
utilized for the practical applications. 
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Fig. 2. Mean error for the target’s center position 
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Fig. 3. RMSE for the target’s center position 
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Fig. 4. Mean error for the target’s heading 

 

0 50 100 150 200 250 300 350

0

10

20

30

Heading [deg]

E
st

im
at

io
n 

er
ro

r 
[d

eg
]

RMSE for target heading from cos

 

 

NLS

RoLS
IV

IV Aug

0 50 100 150 200 250 300 350
0

5

10

15

Heading [deg]

E
st

im
at

io
n 

er
ro

r 
[d

eg
]

RMSE for target heading from sin

 

 

NLS

RoLS
IV

IV Aug

 
Fig. 5. RMSE for the target’s heading 
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Omnidirectional State-Changing Gripper Mechanism for Various Objects 
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This paper describes the morphing omnidirectional gripper which is able to grasp various objects with low 

melting point alloy, functional fluid, dilatancy fluid, and so on. The deformable part of the gripper changes its shape 
by covering all direction of objects and makes the contacting area higher. This time, we especially focus on the "Hot 
Ice" phenomena to realize higher grasping motion. The basic performance of fluid of CH3COONa has been observed. 
 
Key Words: Mechanism, Deformable, Hot-Ice Phenomenon, Omni-Gripper, Conformable 

 
1. Introduction 

 
1.1: Mechanism of the former morphing omnidirectional gripper 
The former morphing omnidirectional gripper had a mechanical 
problem of poor response when the low melting point alloy, 
enclosed substance, changed its phase from liquid to solid. In this 
paper, we propose a method to improve gripping response making 
use of the phenomenon of supercooling.  

As the enclosed substance, functional fluids like magneto 
rheological and electro rheological fluids, dilatant fluid, mixture of 
particulate and its solvent, and mixture/composite of all these 
substances, we speculate, may be possible candidates. 

In our former prototype, we used a low melting point alloy which 
solidifies at room temperatures. Though that exhibits relatively high 
rigidity when it grasps objects compared to the candidates listed 
above, it has a problem of poor response caused by rather long time 
required to the phase change from liquid to solid which needs to 
occur after conforming to objects. Thus, in this report, we propose 
two alternatives for applications which impose higher importance 
on quick response than on high rigidity when gripping objects. 

 
1.2: A proposal to improve response 
One is a mixture of gas and particulate substance (glass beads) and 
another saturated water solution of sodium acetate CH3COONA 
which exhibits supercooling known as “Hot Ice” phenomenon.  

When trihydrate of sodium acetate is cooled below 58 degree 
Celsius, the melting point, it solidifies suddenly in response to 
added nucleus or to stimulation done by metal fragment, for 
example. This is the Hot Ice phenomenon we refer to. The 
triggering for solidification may be replaced by electric stimulation, 
like application of voltage and we are examining this method. In 
addition to that, mixture of water solution of sodium acetate and 
other enclosed substances such as functional fluids described in 
Chap. 2 are being studied as well.  

In this report, the two items regarding to the basic characteristics 
of our morphing omnidirectional gripper will be examined. One is 
the basic gripping performance when angle offsets are given to 
gripped objects and another how to use the supercooling of water 
solution of sodium acetate which is aimed at improvement of 
gripping response.  

Just only the jamming phenomena have already proposed in the 
1982[12]. In recently(in 2010), Cornell University, University of 
Chicago, and iRobot reported the jamming gripper, but the 
configuration is almost the same of that work by G. Bancon et al. It 
can grasp various kinds of object, but it needs the pushing force to 
deform. It means, the grasped object should take the same force 

from the gripper. Our proposed configuration (in 2008) can grasp 
soft objects effectively without any large damages, and 
configuration of the gripper itself is totally different from the 
previous any researches. And we already proposed the mixtures of 
the plural numbers of the particles and air or liquid as the contents 
of the grippers sack in that paper. 

 
 2. Morphing omnidirectional gripper 

 
Quick response does not seem, in our experience, to be 

compatible with high rigidity at solid- or almost solid state.  
Here, we examine the adaptability of the morphing gripper with 

bag-shaped structure continuously extending from inner- to external 
parts to longitudinal and angular offsets. High degree of tolerance to 
offsets may be favorable when objects to be grasped are vibrating, 
objects set on moving bed are vibrating and gripper itself is 
vibrating. In addition to the present gripper with bag-shaped 
structure continuously extending from inner- to external parts, we 
are developing a double-layered structure that may be folded. 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 1: Example of Previous Mechanical Gripper 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2: Basic Concept of the Morphing Omni-Gripper 

Outer Shell
(with Heater and Cooler)

Inner Rod
(with Heater and Cooler)

Linear Guide

Inner-Outer Flexible Sack

Low Melting Point Alloy

Object
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Fig. 3: Grasping Motion of the Morphing Omni-Gripper 

 
Figure 2 depicts the basic sequence of conforming gripping. By 

direct displacement of only outer shell (an element of gripper) 
toward the grasped object, gripper may catch it eliminating the 
displacement of the object. It may be possible, conversely, to grasp 
object drawing it toward gripper. 

 
3. Gripping characteristics when offset exists 

We have measured the gripping characteristic for tilted objects. 
Kamakura et al. [2] coated paint on objects and observed the 
location of paint attached in the hand of person who grasped it. 
While in our experiment, we coated paint on gripper taking 
consideration on large contact area of grasped object. 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 4 Gripping Experiments 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5 Gripping Experiments with Offest 
 

Results obtained by analyzing the amount of paint are shown in 
Frs. from 4 through 8. These figures demonstrate high conforming 
of the gripper we proposed. 
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Fig. 6 Experimental Result without offset 
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Fig. 7 Experimental Result with offset 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 8 Prototype Mechanical Design of the Omni-Gripper 

 
 
 
 
 
 
 
 
 
 
 

 
Fig. 9 Overview of the Omni-Gripper 

 
4. Taking advantage of Hot-Ice phenomenon 

 
Here, we discuss how to improve the response performance of 

solution (exhibits supercooling described above) as the enclosed 
substance in gripper with bag-shaped structure continuously 
extending from inner- to external parts. Triggering to solidification 
may be done by:  

1) mechanical stimulation 
2) introduction of nucleus 
3) electric stimulation 
 
In our experiment this time, we took the third of electric 

stimulation in view of simple implementation. The result of our 
preliminary experiment is shown in Fig. 9. Solution of 200ml 
volume solidified in some four seconds. This speed depends on the 
method of introducing electric stimulation. We are examining 
response performance and rigidity of solidified substance varying 
concentration of sodium acetate. Thus, we are working to improve 
the performance of enclosed substance in gripper which is 
conforming to grasped object and grips it firmly at the same time. 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 10 Phenomenon of “Hot-Ice” 
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Fig. 11 Grasping Motion of the Omni-Gripper 

 
 

2 31

Linear Spiral Copper Pipe

for Function of Cooling

Outer Shell
Inner Shaft
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Cartledge Heater

Inner-Outer
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Table 1: Specification of the Morphing Omni-Gripper
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Fig. 12 Grasping Power of the Gripping in Solid State 

 
 
 

5. Summary 
 
We have carried out an experiment on angular offset of grasped 

objects to examine the basic performance of our morphing 
omnidirectional gripper. It proved the good conforming 
performance of the gripper. And some description was made on 
application of supercooled sodium acetate to improve the grasping 
performance of the gripper. 
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Abstract: We propose a method of using object co-occurrence graph for mobile service robots to search for small-scale 

objects in 3D environments without pre-defined map. Object co-occurrence graph describes co-occurrence relations 

between objects in scenes. The presence of other large objects in the environment, which are easier to be found, 

provides cues to search for a small object related to the large object. If the target object is often near to a large object, 

robot firstly finds the large object, and then searches around the large object for the target object. Thus, using object co-

occurrence graph makes object searching task easier and more efficient. The object co-occurrence graph is 

automatically constructed by many tagged images from the WWW. Our experiment shows a robot searching for a target 

object using object co-occurrence graph. 

 

Keywords: Object Co-occurrence Graph, Object searching, Mobile robot. 

 

I. INTRODUCTION 

The object search is an essential task for mobile 

robot which helps human in everyday environment. 

Many methods for object search in 3D environment 

have been proposed. For example, David et al. [1], 

Masuzawa et al. [2] and Jeremy et al. [3] use color 

information to verify the candidate of target object in 

the scene. However robot may face some difficulties to 

find the small target object in the case of occlusion 

problem and insufficient current image’s resolution. 

On the contrary, some methods focus on existing 

cues in the observing environment for object search. 

Dominik et al. [4] proposed the usage of object’s 

relationship to search for target objects in unknown 

environment. Cipriano et al. [5] use the position 

probability of the observing map and found objects in 

their searching task. Ksenia et al. [6] utilize position 

probabilistic with the given hint in motion planning for 

searching task. Importantly, the utilizing of cues can 

decrease the difficulty of searching task when target 

object, especially small object, cannot be observed in 

the current robot’s view. 

In our approach, we focus on employing object’s co-

occurring relation as our cues because this relation is 

represented for the frequency for how often object A 

and object B co-occurr together. Thus we propose the 

Object Co-occurrence Graph (OCG) describing the co-

occurring property between objects. That is, we utilize 

the existing of cue objects to search for target object in 

unknown environment. This idea can be illustrated in 

Fig. 1. The benefit of using object co-occurring cues 

among previous mentioned researches is that our 

approach can be easily constructed and applied as 

robot’s knowledge. 

 

Fig. 1: The utilizing of cues in observing environment 

for robot’s searching task 

II. OBJECT CO-OCCURRENCE GRAPH  

In our approach, the concept of Object Co-

occurrence Graph for robot’s searching task can be 

illustrated in Fig. 2. One arbitrary object io  (e.g., desk, 

chair, etc) may have many related objects according to 

its reference database. Moreover, in term of co-

occurring relation, each related objects of io  may have 

some relationship with any objects in OCG database. 

For each couple of objects io  and ko , we will obtain 

2 values;  ki oop | and  ik oop | . At here,  ki oop |  

is the probability to find target object io  when cue 

object ko  is found and vice versa. 

In order to utilize these probability values, we select 

the next visiting object candidate based on the priority 

ranking among others in database. That is, if our target 

object, to , is not observed while cue objects are found, 

robot then can determine next visiting object jo  by 

using the following concept:  

 jt
Objo

j oopargmaxo

j

|ˆ


   (1) 
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Fig. 2: The main concept of OCG structure 

We know that  rooObj ,...,1  where r is number of 

objects. It is assumed that the higher possibility value, 

the higher chance to find target object nearby that cue. 

III. INTERNET-BASED OCG 

CONSTRUCTION 

The OCG can be constructed by manually learning 

from observing actual situation. However this learning 

method is not appropriate since it is time consuming. As 

a learning method, one interesting research [7] uses the 

object co-occurrence gathering from many internet 

images as prior knowledge for robot. As a result of this, 

the expected length of the path to the object is 

minimized. Due to benefits of internet data, the similar 

concept was also applied in our work. The different 

point of our approach from others is that our approach 

does not require pre-defined map for robot’s searching. 

To construct OCG, we employ image hosting 

website that contains a form of metadata as our 

reference database. Instead of employing well-known 

web search engine such as Google, the related work [8] 

describes the difficulty of using images from Google 

search as training data because most of returned images 

may be visually unrelated to the intended keyword. 

Moreover Google’s images do not contain tagged 

information. Thus we use website such as Flickr that 

gives us word-tagging images provided by millions of 

internet users. Most of those provided images are 

related to searching keyword since its image searching 

process is based on word-tagging of each image. 

The concept of OCG construction is shown in Fig. 3. 

The name of io  is used as keyword to search for 

relevant images within main page,  ioW . Based on 

tags of these images in sub-webpage,  iik oWw
i
, , the 

standalone object occurrence and object co-occurrence 

will be obtained. In this work, we have proposed 2 

methods; dependent and independent co-occurring 

method, for OCG construction. For dependent co-

occurring method, possibility values depend on tagged 

information in all searching images but the adding of 

new item or the deleting of existing item can affect the 

changing of possibility values of all object couple in 

database. Thus the recalculation of all values is needed. 

On the other hand, for independent co-occurring method, 

it is assumed that probability values between couples 

are independent. Thus probability values of new adding 

items with others can be separately calculated. The 

 

Fig. 3: Proposed method for OCG construction 

computation of these 2 construction methods are based 

on different searching concept as follow. 

1.  Dependent Co-occurring based Construction 

This method constructs database based on the 

relationship of all objects. By using name of io  as 

searching keyword, we will obtain  iik oWw
i
, . The 

standalone occurrence  ion and co-occurrence 

 ji oon  are counted from all images, 

   rtoWw ttkt
,...,1:,  . In order to gain the co-

occurrence possibility value, we employ the definition 

of conditional probability:  

     
)(

)(
)|(

j

ji
ji

op

oop
oop


         (2) 

We employ the following definition: 

  









k

n
Ckn    (3) 

Thus, we will have 2Cr  pairs of object co-

occurring couple. We will finally have  22 Cr  possib

ility values for OCG database. 

2.  Independent Co-occurring based Construction 

In the case of considering relationship of th pair 

between io  and jo , the standalone occurrence 

)( ion and )( jon are calculated from images 

 iik oWw
i
, and  jjk oWw

j
, . At here, we define that 

 2,...,1 Cr  because we will obtain 2Cr  pairs of 

object co-occurring couple. We also can 

obtain  ji oon   from those images. When the 

relationship between io and co is needed, we just focus 

on the information in iki
w ,  and ck c

w , . Unlike previous 

mentioned method, recalculation of entire values is not 

necessary. 

IV. TRAINING RESULTS AND DISCUSSION 

We design the training set based on images in Flickr 

website. The word “period” defines the image-searching 

of  riObjoi ,...,1:   within M  images. We 

define that: 






r

i

imM

1

   (4) 

At here, im  can be varied according to the number of 

returned images in 1 webpage when name of io  is 

used as searching keyword. Thus the searching of M  
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Fig. 4: Training results for OCG construction. Training results of dependent co-occurring method are shown in (a), (b), 

and (c) while training results of independent co-occurring method are shown in (d), (e), and (f). 

images is so called one period. In our experiment, we 

take a consideration to 4 sample objects which are desk, 

chair, book, and beverage; that is, we will have 4r . 

For our OCG construction, we train data up to 40 

periods and examine how possibility values change as 

the number of searching images increases. As can be 

seen in Fig. 4, we also provide the following definition: 

- 1
st
 phase: searching keyword of desk ( 1o ) 

- 2
nd

 phase: searching keyword of chair ( 2o ) 

- 3
rd

 phase: searching keyword of book ( 3o ) 

- 4
th

 phase: searching keyword of beverage ( 4o ) 

1. Experimental Results of Dependent Co-

occurring-based Construction 

According to the method in section III-1, During 1
st
 

phase of Fig. 4(a), it can be noticed that  1on  rapidly 

increases until the number of searching images reaches 

1m  images because the name of 1o  is used. During 

2
nd

 phase,  1on  slowly increases although name of 

2o  is used. This shows that there are some co-

occurrences of 1o  and 2o  during 2
nd

 phase. The co-

occurrence of desk ( 1o ) & chair ( 2o ) can be easily 

observed in Fig. 4(b). On the contrary,  2on  does not 

change during the 4
th

 phase of Fig. 4(a). This shows that 

there is no co-occurrence of 2o  and 4o  during this 

phase. We can also see the co-occurrence of chair ( 2o ) 

& beverage ( 4o ) in Fig. 4(b) whose data-line remains 

constant during 4
th

 phase. 

For 40 period-results in Fig. 4(c), data-lines of 

probability values,  ji oop | where jiObjoo ji  :, , 

provide less fluctuation as the number of searching 

period increases. In our experiment, the data training of 

40 searching periods returns us 9,571 related images. It 

can also be noticed that data-lines provide less 

fluctuation when number of searching images is more 

than 4560 images (after 19
th

 period). 

2. Experimental Results of Independent Co-

occurring-based Construction 

According to the method in section III-2, we obtain 

6 pairs of co-occurring relationship as can be seen in Fig. 

4(d). Their change is based on the appearance of io  in 

related images. For the 1
st
 pair ( 1 ) whose members 

are desk and chair,  11 on  changes during the 1
st
 and 

2
nd

 phase where we use searching keywords of desk and 

chair, respectively. From Fig. 4(e),  211 oon   

increases during 1
st
 and 2

nd
 phase and remains constant 

in other phases because this method concerns only 

images of  1, oWw iki
 and  2, oWw jk j

 . 

According to Fig. 4(f), the training process of 40 

periods returns us 9,578 searching images. It can be 

noticed that data-lines in Fig. 4(f) have similar 

characteristic as data-lines in Fig. 4(c).  

3. Comparison Between 2 Construction Methods 

The probability results of each couple of objects 

after 40-period training are shown in Table 1. Although 

the numerical results of probability values between 2 

proposed methods are different, their ranking order of 

hypothesis cue objects convey the same ranking order 

and they indeed accord to the fact of object’s 

relationship in realistic environment. From Table 1, it 

can be noticed that this knowledge lets robot know 

visiting location for object search. That is, if robot is 

assigned to search for book but it cannot be found in the 
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Target 

Object 

Cue 

Object 

Dependent 

Co-occurring 

Independent 

Co-occurring 

 

desk 

 

chair 

book 

beverage 

0.0890 

0.0643 

0.0325 

0.0910 

0.0649 

0.0298 

 

chair 

 

desk 

book 

beverage 

0.0815 

0.0364 

0.0176 

0.0846 

0.0320 

0.0149 

 

book 

 

desk 

chair 

beverage 

0.0575 

0.0355 

0.0250 

0.0598 

0.0309 

0.0208 

 

beverage 

desk 

book 

chair 

0.0296 

0.0255 

0.0175 

0.0279 

0.0219 

0.0151 

Table 1: The comparison of experimental results 

between 2 proposed methods  

1
st
 scene, robot then has to determine where it has to go 

next to search for it. In case that desk and chair are 

observed in the 1
st
 scene, robot will know that desk is 1

st
 

place to be visited while chair is the 2
nd

 place to be 

visited. This robot’s knowledge is obtained from OCG. 

Although both construction methods provide us the 

same meaningful results, the usage of independent will 

be more appropriate for real experiment because it can 

be easily adjusted when new object is added or existing 

object is removed from current database. 

V. OBJECT SEARCH USING OCG 

We show a simulation of object search using OCG 

and example of object recognition. In our object 

recognition method, range data and color image 

gathering from single stereo camera are employed as 

our input data for robot’s exploration. The experimental 

set up can be viewed in Fig. 5(a). In this test, book is 

assigned as target object for robot’s searching task. The 

robot employs well-known SIFT [9] for target object’s 

detector. As can be seen in Fig. 5(b), robot cannot 

observe book in the 1
st
 scene due to low image’s 

resolution and occlusion from other objects. However 

robot found some cues; desk and chair, labeling with 

red ellipse and green ellipse, respectively. Cue objects, 

considered as large objects, are detected based on range 

data and color segmentation result [10]. Consequently 

robot obtains cue objects in the observing environment. 

Thus, robot can determine the sub-goal’s location based 

on OCG knowledge. As a result of this, robot chooses to 

visit the desk’s location and continue searching for book 

as can be seen in Fig. 5(c). From Fig. 5(d), it can be 

noticed that robot can finally verify the existing of book 

which is placed on desk (cue object). 

VI. CONCLUSION 

This paper has described the usage of OCG as 

robot’s knowledge for searching task in unknown 

 

Fig. 5: Simulation of object search using OCG. (a) 

shows initial robot’s position. (c) shows robot’s 

positions after approaching to desk. (b) and (d) show 

robot’s views with recognition results. 

environment. The OCG is automatically constructed 
based on searching images within Flickr website. Two 

proposed methods for OCG construction; dependent and 

independent co-occurring methods are also presented. In 

this paper, we also show the successive result of robot’s 

simulation of object search using OCG without pre-

defined map. 
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Abstract: With the development of economy and various techniques, the development of the wall climbing robot is 

getting more and more attention. This is because various jobs are not appropriate for human beings, such as some tasks 

in some special or dangerous environments, wall cleaning of high building, etc. In view of such problems, it is 
necessary to develop a wall climbing robot moving in various working conditions. In this paper, we developed a wall 
climbing robot driven by the caterpillar tracks. It can pass some simple obstacles. At the same time it can capture the 
environment pictures with a CCD camera and send the image data directly to the server. Moreover, we analysis its 
structures and some functions. 
 
Keywords: Wall climbing robot, caterpillar track. 

 

I. INTRODUCTION 

Climbing robots can attach to the wall and move 

with carrying capacity of the working tool. And work in 

some special or dangerous circumstances to substitute 

humans to complete the relevant tasks. Xiaodong Chen 

et al [1]. shows that they are used primarily for wall 

cleaning, maintenance of nuclear power stations, hull 

painting, sand blasting, anti-terrorism and testing of 

petrochemical oil tank. In recent years, with the 

developing of the railway, bridge inspection becomes a 

new direction of climbing robots.  

They can be classified by the type of moving. There 

are wheel-type, crawler-type and sucker-type.  

Robots with sucker-type can go across small 

obstacles, but slowly. And they have lest two suckers 

and legs for movement. Then not only the weight will 

increase by setting more legs and suckers, but the 

system of control maybe more complex. It is bad for 

stability.   

Wheel-type provides a faster, flexibility-control 

means. But it is difficult to holding a continued 

adsorptive power. And robots need a big sucker to 

provide absorptive power. When robots are working on 

some bumpy plane, it is a little trouble of control. We 

can’t ensure the wheels have rolled the same distant. If 

we add some system to correct routes, the energy 

consumption will be raised.  

Caterpillar haves strong adaptability to wall and its 

landing area is large, but not easily turn. To work on the 

wall or under bridges, sucker devices are necessary. The 

caterpillar is heavier than wheel-type structure. It is 

mean that caterpillar expends more energy. But it can 

work on different planes. 

Compared with these three types, we find they use 

the same way to against the gravity—some mechanical 

devices. Consequently, a big part of energy was used by 

these devices. 

Because of the technology development, people 

have higher requirements of climbing robots. Small size, 

mobility, environmental adaptability, low noise, low 

energy consumption and long cruising time become the 

further goals. 

Because of the traditional climbing robot has many 

shortcomings, therefore the future climbing robot 

structure should towards practical direction.  

Xuming Cui, Yingfei Sun, Fujun He [2]. shows that 

in this few years, scientists discovered the secret of how 

does gecko walk on the wall. The secret is the Van der 

Waals force. It is weak electromagnetic attraction 

produced by neutral molecules, when they are 

extremely close. This means can be used into 

developing a new kind of adsorption device. And the 

energy problem has been considered. We need a battery 

with high-capacity and light, or by remote control 

approach for robots to provide energy and signal control. 

To solve the problems above, we discovered a easy 

means of using helium balloon. We can use the 

buoyancy of the helium balloon to against the gravity. 

Then we can save a lot of energy to lengthen the robots 

working time. And it is safe for robot, because we don’t 

need worry about it drop from the wall or the bottom of 

bridges when it power off suddenly. 

Helium is one of the six inert gasses. When some 

helium leak from balloon and mixed with air, it results 

in blast or fire. So helium is very safe for practical using. 
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II. ELEMENTS AND FUNCTIONS 

Most of climbing robots must be working with some 

mechanical parts to provide the power to against the 

gravity. But when we are designing a climbing robot, 

decreasing the weight is an important qualification. As 

we know that more weight consumes more energy. So 

we have to balance the two aspects----using more 

mechanical parts to provide more power and 

diminishing more structure to lengthen the working time. 

Now we present a new means to against the gravity. 

It is the helium.  

Helium is a very light colorless gas that is one of the 

six inert gasses; the most difficult gas to liquefy; occurs 

in economically extractable amounts in certain natural 

gases. And the helium balloon was used for aviation in 

the primary period. Now it can play the same role in 

climbing robot field to provide buoyancy.  

We use the buoyancy in two ways, some part of 

buoyancy to counteract the weight of the robot. And the 

other part is used to create enough pressure for friction. 

Then the friction can transform into the impetus of 

plane motion under the bridge. 

Here are some basic equations. 

pb FgMF               (1) 

bF ——the buoyancy; 

M ——the weight of whole robot; 

pF ——the pressure; 

g —— the gravity acceleration; 

pm FFF  f              (2) 

mF —— the impetus of plane motion; 

 —— the coefficient of friction; 

fF —— the friction between the travelling mechanism 

and the bottom of bridge; 

Here are some figures to show the structure. 

 

Fig.1.The illustration of the structure 

 
Fig.2.The detail of the structure  

 
Fig.3.The walking structure  
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Fig.4.Inset a part of walk structure in balloon 

III. ANALYSIS AND EXPERIENCES 

For proving the means can be used into reality, we 

made some analysis about it. 

According to the equations below, we drew the 

curves to describe the relation between volume of 

helium and buoyancy.  

The density of helium is 0.1786g/L (0°C, 1atm).  

1. Equations 

We assumed the shape of balloon is cube. Then we

 set three thickness of balloon. They were 0.0005m,

 0.0007m and 0.001m. 

  hbhb VVVVF ahaa   (3) 

bF ——the buoyancy (kg); 

a —— the density of air (
3/ mkg ); 

h —— the density of helium (
3/ mkg ); 

aV —— the volume of helium (
3m ); 

b —— the density of balloon (
3/ mkg );  

bV —— the volume of balloon (
3m ); 

 3
h

3
a rrVV ah           (4) 

ar —— the radius of the volume of balloon replaced air 

( m ); 

hr —— the radius of the volume of helium ( m ); 

bha hrr             (5) 

bh —— the thickness of balloon ( m );  

2. Figures 

After we did some calculation, we draw the curves 

between volume and the buoyancy. 

 
Fig.3.The relation between volume and buoyancy 

 

IV. CONCLUSION 

After analysis, we can see that this means can be 

used in some robots which have a big body type. And 

when the length of a side is above 3m, the helium 

balloon can provide appreciable buoyancy. And the 

power is clear, without any energy consumption. What’s 

more, this means can avoid some accident. Such as, 

when the robot shut down suddenly or power off in 

working time, the helium balloon can protect the robot 

from crashed. Consequently, this means is safety and 

energy-saving. But we find that wind bring a bad effect 

on the big balloon. Now we are working on finding a 

way to decrease the bad effect. 
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Abstract: Computer Generated Hologram has been targeting the application areas such as a reconstruction three 
dimensional image, project the image of virtual object, optical information processing and optical memory. Laser beam 
is not required when synthesis and reconstruct CGH. In addition, it is expected to function as a digital watermarking. 
Digital watermarking is a technology to embed data into digital content. Digital content needs information security. 
Digital watermarking is used for information security. In this paper, the correlation between original image and 
watermark image are taken. Watermark image is made from CGH. Phase Only Correlation is adopted as a correlation 
method. As a result, have expanded the size of the image, little negative impact did not appear on the correlation value. 
It is possible to identify self and others using the image correlation value a state of the image of expanded size. These 
results suggest that the using of this proposal can be considered easier to identify the state between the auto correlation 
and cross correlation. In addition, we found that even large images are identified. Therefore, this proposal will be able 
to increase the possibility of adaptation to the authentication of the reconstructed image calculated by CGH. 
Keywords: Computer Generated Hologram (CGH), Complex Hadamard Transform (CHT), authentication 
 

I. INTRODUCTION 
Computer Generated Hologram has been targeting the 

application areas such as a reconstruction three 

dimensional image, project the image of virtual object, 

optical information processing and optical memory.[1] 

Laser beam is not required when synthesis and reconstruct 

CGH. In addition, it is expected to function as a digital 

watermarking. Digital watermarking is a technology to 

embed data into digital content. Digital content needs 

information security. Digital watermarking is used for 

information security.[2] CGH is considered to be the 

practical application of information security as a first 

purpose. Therefore, authentication of the reconstructed 

image from CGH is necessary for digital watermarking. In 

this paper, the correlation between original image and 

watermark image are taken. Watermark image is made 

from CGH. Phase Only Correlation is adopted as a 

correlation method. 
 

II. EXPERIMENT 
1. Complex Hadamard Transform 

Hadamard transform is the orthogonal transformation. 

Processing can be performed by the sum of the product of 

Hadamard matrix and the input data.[3] The basis of 

Hadamard transformation is a Hadamard matrix. 

Hadamard matrix is described as follows. 

   10 H     (1) 

 
   
   












11

11

nHnH

nHnH
nH

  (2) 

At this time, the size of the input image should be the 

same as that of Hadamard matrix. Two dimensional 

Hadamard Transform is described as Eq.(3) of follows. 

  THfHnF 1    (3) 

IHH T      (4) 

 

 

Inverse Hadamard Transform is Eq.(5). 
TnHFHf       (5) 

Complex Hadamard transform is used to complex 

Hadamard matrix. Complex Hadamard matrix is using the 

real and imaginary parts. Complex Hadamard matrix is 

described as follows. 

   10 H      (6) 

 
   

   












11

11

nHniH

niHnH
nH

   (7) 

Complex Hadamard Transform is as similar processing 

as Eq.(3), and use complex conjugate of transposed matrix. 

The character similar to Eq.(4) is approved to Complex 

Hadamard Transform because complex conjugate matrix is 

similar to inverse matrix. 

   HfHnF 1    (8) 

 nHFHf     (9) 

H
*
: complex conjugate Hadamard matrix 

 

2. Sample images 

512 × 512 pixels on the image of the black, starting at 

the top left of the image of the alphabet A ~ Z of the one 

which created the characters are written in white letters. 

Image files are created with 256 colors bitmap format. This 

image as original image, used to convert those who 

applied. 

Under the same conditions, 256 × 256 pixels images are 

made. 

Each images shown in Fig.1, Fig.2 and Fig.3. 

 

3. Experiment 

Correlation values of images are measured in the 

following combination of image groups. Correlation values 

in type 1 and type 2 are measured with a combination of 

brute force. FT is Fourier Transform 

 
f: input    H: Hadamard matrix 

F: output    H
T
: transposed Hadamard matrix 
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Table 1. Combination of image groups 

 Type 1 Type 2 

1 Original image 
Reconstructed image from 

CGH made by FT 

2 Original image 
Reconstructed image from 

CGH made by CHT 

3 
Reconstructed image from 

CGH made by FT 

Reconstructed image from 

CGH made by FT 

4 
Reconstructed image from 

CGH made by CHT 

Reconstructed image from 

CGH made by CHT 

5 Original image Original image 
 

  
Fig.1. Original image (A)  Fig.2. Reconstructed image 

          from CGH made by FT (A) 

 
Fig.3. Reconstructed image from CGH made by CHT (A) 

 
III. RESULTS AND CONSIDERATION 

The threshold is set to identify “self” and “other”. 

Threshold is set as the value shall be uniform in each of the 

correlation. Threshold is set between “autocorrelation” 

(maximum) value and the second highest correlation value. 

The width between maximum value and the second highest 

correlation value should be broad as possible. The second 

highest correlation values were as follows. 

In the experiment No.1 and No.2, maximum values 

which a state of “autocorrelation” are not in 1.0. Therefore, 

in the process of dividing the value of each element in that 

series the maximum value of the series (normalization 

process) are done. 
 

Table 2. Combination of image groups and correlation 

value: The second highest correlation value 

 a. 512 × 512 b. 256 × 256 a - b 

1 0.89104747 0.80709695 0.08395052 

2 0.91058764 0.83366690 0.07692074 

3 0.03422546 0.03426302 -0.00003756 

4 0.16488647 0.14813232 0.01675415 

5 0.69196076 0.56340830 0.12855246 

In the experiment No.2, the width between maximum 

value and the second highest correlation value is about 

0.08941236. Set of threshold is difficult. 

Meanwhile, result of experiment No.3 is the best value. 

And, result of experiment No.4 is the second best value. 

In the experiment No.4, the width has been reduced to 

86% of the width of experiment No.3. This result is better 

than the result of experiment No.5. Threshold setting is 

easily if the width of this level can be secured.  

 

Fig.4. Combination of image groups and correlation value 

 

VI. CONCLUSION 
Reconstructed image from CGH made by CHT is 

compared with reconstructed image from CGH made by 

FT at the points of the detection accuracy with correlation 

value. And this study, to expand the size of the original 

image and the watermark image are tried. 

Using a combination of autocorrelation can be obtained. 

It is possible to identify self and others using the image 

correlation value. These results suggest that the using of 

this proposal can be considered easier to identify the state 

between the auto correlation and cross correlation. 

Therefore, there is a good possibility that the adaptation 

to authentication, in the case of this proposal using for 

calculation method. 
 

REFERENCES 
[1]T.Yatagai, (2004), Optical Computing, Kyoritu Shuppan 

Ltd (in Japanese). 

[2]N.Komatsu, K.Tanaka (2004), Digital-watermarking 
technology, The Institute of Image Electronics Engineers 

of JAPAN (in Japanese). 

[3]Z.Kiyasu (1983), The Hadamard matrix and its 
application, IEICE  (in Japanese). 

The Sixteenth International Symposium on Artificial Life and Robotics 2011 (AROB 16th ’11), 
B-Con Plaza, Beppu,Oita, Japan, January 27-29, 2011

©ISAROB 2011 1007



An aerial handwritten character recognition based on motion direction 
and ratio of stroke length 

 
 Y. Nishida1, K. Ogura2, H. Miura2, N. Matsuda2, H. Taki2 and N. Abe3 

1Fukui University of Technology, Japan (nishida@fukui-ut.ac.jp) 
2Wakayama University, Japan  

3Kyushu Institute of Technology, Japan  
 

 
Abstract: This paper describes a method to recognize a character handwritten in the air. This recognition method 
evaluates the motion direction instead of positions of the device. It also doesn't evaluate the motion direction of pen's 
up-down, so it is one-stroke cursive character recognition. It selects character candidates with dynamic programming 
(DP) matching algorithm. We made one-stroke cursive character recognition software prototype based on mouse 
pointer trajectory. We adopted Genetic Algorithm in order to define matching parameters. We improved recognition 
rates by comparing “motion direction and ratio of stroke length” of detected data with dictionary. As a result, we 
achieved correct recognition rate about 90% for categories of Hiragana characters and numeral characters. 
 
Keywords: on-line character recognition, one-stroke cursive character 

 

 

I. INTRODUCTION 

Recently, we have a lot of opportunity to use Cloud 

services. However, it is necessary to input text data in 

order to use many Cloud services. It is difficult for us to 

input text or character without the desk. If we can use a 

new device which provides the input function by 

handwriting in the air at anytime and anywhere, it is 

more convenient for us to use Cloud services. So, we 

study on-line aerial handwritten character recognition 

system. There are many problems to realize such 

recognition system. Our issues are "detection of pen's 

up-down in the air" and "limitation of handwriting area, 

character size and writing speed". 

We proposed an on-line one-stroke cursive character 

recognition method based on motion direction. This 

recognition method regards a character as one-stroke 

and evaluates the motion direction instead of position 

information. The recognition system obtains the 

direction data (called "direction code") when a user 

moves an input device. And it selects character 

candidates with DP matching algorithm. One of the 

advantages of using DP matching algorithm is that the 

recognition system obtains the pattern of the inputted 

character and avoids individual differences.  

We made one-stroke cursive character recognition 

software prototype based on mouse pointer trajectory. In 

this paper, we present an improvement of an aerial 

handwritten character recognition based on both motion 

direction and ratio of stroke length. 

II. RELATED WORK 

In the preceding researches, these character 

recognition systems use the pen lifting information 

(pen's up-down information) [1] [2]. The pen's up-down 

is natural operation to write the character on the paper. 

But when we write the character in the mobile 

environment in which there is neither tablet nor paper, 

the system should be designed so that the pen's up-down 

operation is omitted from the user job. Therefore, we 

adopted one-stroke cursive character recognition. 

III. CODING METHOD 

In our previous work [3], we adopted the series of 

the stroke direction code "a"-"h" and “S” code which 

means the start point, the end point and slight 

movements, to find the characteristic of the Hiragana 

pattern (as shown in Fig. 1). In this case, the sample 

code of Hiragana character "し" shown in Fig.2. was 

"SdcbaS". 

And we applied Genetic Algorithm in order to 

define penalty codes and dictionary parameters for DP 

matching algorithm. As a result, we got general penalty 

codes which don't depend on users' habit of writing and 

the dictionary. The system's correct recognition rate has 

come to 85% for categories of Hiragana characters. But 

there are some recognition errors in similar shape 

characters, for example "う","ら" and "ろ". This is 

because our previous system is not based on the 

information of stroke length. 
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Our new method accumulates same direction code 

based on proportion of stroke length. 

For example, if Hiragana character "し" consists of 

50% code "d", 10% code "c", 10% code "b" and 30% 

code "a" and if total number of coding data size is 30, 

the sample code of Hiragana character is  

"dddddddddddddddcccbbbaaaaaaaaa". 

Table1 shows dictionary examples of new method 

(total number of coding data size is 50). 

Fig.1. Direction code data 

Fig.2. The shape of Hiragana character "し" 

 

Table1. A part of dictionary code 

Char. Code 

あ bbbbbbbbbggggeedddddccaaeeefhaaabbbbccddee 

い dddddddddcccccaaaaaaaaaaaaaaaaaaacccddddddddd 

う cccccccffffeeeeeaaabbbbbbbbbcccddddddeeeeeeeee 

 

IV. EVALUATION 

We made one-stroke cursive character recognition 

prototype system based on mouse pointer trajectory and 

evaluated correct recognition rate by comparing our 

new method to our previous method. 

Fig.3 shows a dialog of the prototype system's GUI 

view and Table2 shows comparison between the 

previous method and the new method with correct 

recognition rates and recognition failure characters.  

Fig.3. A screen-print of the prototype system’s GUI 

 

Table2. Improvement of ratio of stroke length 

 
Previous method New method 

Rec. rate Error Rec. rate Error 

い 8/10 り,し 10/10 - 

う 8/10 ら 9/10 ら 

こ 9/10 て 10/10 - 

ら 6/10 う 9/10 す 

ろ 6/10 ら,う 10/10 - 

Total 400/470 (85.1%) 436/470(92.8%) 

 

V. CONCLUSION 

This paper has shown the on-line one-stroke cursive 

character recognition and its improvement method of 

the aerial handwritten character recognition based on 

both motion direction and ratio of stroke length. Not 

only characters "う ", "ら ", and "ろ ", the correct 

recognition rate grow up as a whole. The system's 

correct recognition rate has come to about 90% for 

categories of Hiragana characters and numeral 

characters. The new method can ignore the detection 

noise caused by the slight movement code “S”. This 

method is more robust and effective for addition of new 

characters than the previous system. 
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Gamer robot for the rock-paper-scissors game by hand motion recognition 
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Abstract: This paper presents a gamer robot system for the rock-paper-scissors game by hand motion recognition 
without any additional units. The proposed system consists of three parts: game management part, hand motion 
recognition part, and robot hand control part. 1) The game management part decides a motion of robot hand among 
rock, paper, and scissors. After gaming, it makes a reaction about the result of the game using speech or facial 
expression. 2) The hand motion recognition part realizes the hand motion of the opponent. It does not use any 
additional unit on body, and only uses a camera on a robot. 3) The robot hand control part shows the decided motion of 
robot hand. A robot hand has four fingers which are controlled independently. 
 
Keywords: Hand motion recognition, gamer robot, rock-paper-scissors game, finger design & control. 

 

I. INTRODUCTION 

Humans usually communicate with computer or 
robot using additional input devices, such as keyboard, 
touch screen. To make simple communication 
environment, many researchers have studied about 
Human Computer Interaction (HCI) and Human Robot 
Interaction (HRI) [1-3]. Especially, communication 
using hand motion, which is the most definite 
expression in human body, is studied for interaction 
with robot systems. Moreover, the speech-impaired and 
the hearing-impaired are able to communicate with 
robots using sign language [4, 5].  

There are various researches about hand motion 
recognition, for example, motion detecting by wearing 
glove with sensors, vision processing of hand motion, 
etc. In the motion detecting by wearing glove with 
sensors, although it is easy to detect and recognize hand 
motion in real time, additional input device is needed 
[6]. On the other hand, in the vision processing of hand 
motion, although additional input device is not needed, 
recognition rate is dependent on environment, such as 
shadow, illumination.  

In this paper, we present a gamer robot system for 
the rock-paper-scissors game by hand motion 
recognition using vision processing. The gamer robot 
system consists of three parts; game management part, 
hand motion recognition part, and robot hand control 
part. In Section 2, we introduce a hand motion 
recognition system. In Section 3, we explain a four- 
fingered robot hand system. In Section 4, we show the 
experimental results. Finally, we conclude this paper in 
Section 5. 

II. Hand Motion Recognition System 

 

 
 

Fig. 1. The diagram of the proposed hand motion 
recognition system 
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As humans make various hand motions, it is difficult 
to understand all hand motions. The hand motion 
recognition system by vision processing, we introduce 
in this paper, understands only three hand motions; rock, 
paper, and scissors. Fig. 1 shows the diagram of the 
proposed hand motion recognition system. There are 
two steps; the first step is hand detection and the second 
step is motion recognition. In the hand detection, we get 
the biggest hand image from the camera of robot system. 
In the motion recognition, we classify hand motion 
among rock, paper, and scissors. We use HSV color 
space for the hand motion recognition system, because 
it is conceptualized in human vision in terms of other 
color-making attributes, such as hue, lightness, and 
chroma [7].  

 

2.1. Hand Detection 
We extract candidate pixels of hand using skin color  
 

 
 

Fig. 2. The input image from camera 
 

 
 

Fig. 3. The hue image of skin color (white) 
 

 
 

Fig. 4. The saturation image of skin color (black) 

detection. From Fig. 2 to Fig. 5 shows the results of skin 
color detection process. 1) We get the input image from 
the camera of robot as shown in Fig. 2. 2) We set the 
threshold range for skin color. 3) We get the image 
shown in Fig. 3 from the hue image of Fig. 2 using 
threshold range. The white colored pixels are detected 
pixels as skin color. 4) We get the image shown in Fig. 4 
from the saturation image of Fig. 2 using threshold 
range. The black colored pixels are detected pixels as 
skin color. 5) We get the skin colored image shown in 
Fig. 5 by logical operator conjunction between Fig. 3 
and Fig. 4. The white colored pixels are detected pixels 
as skin color. As skin color detection extracts similar 
colored pixels with skin color, noise is mixed in Fig. 5. 
Therefore, we reduce noise of Fig. 5 by Morphology 
algorithm [8]. Then, we classify the candidate pixels of 
hand by well-known Labeling algorithm. We assume 
that the biggest lump of pixels is the hand.  

 

 
 

Fig. 5. The candidate pixels of hand (white) 
 

 
 

Fig. 6. The edge image of hand (white) 
 

 
 

Fig. 7. The significant features of hand 
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2.2. Motion Recognition 
We detect the edge of the hand to recognize hand 

motion as shown in Fig. 6. Then, we extract significant 
features such as convex points for the end points of 
fingers and concave points for the interdigital points of 
fingers as shown in Fig. 7. We calculate the length of 
fingers using convex points and concave points of 
fingers. We classify the hand motion using the 
calculated result among three candidate hand motions; 
rock, paper, and scissors.  

 

III. Four-Fingered Robot Hand System 

We design the four-fingered robot hand system for 
playing the rock-paper-scissors game. The robot fingers 
are designed using small gears instead of wires to 
accurate control without compensation. Each finger is 
able to control independently to express scissors. Fig. 8 
shows the designed four-fingered robot hand system. 
Fig. 9 shows the 3 DOF (Degree Of Freedom) designed 
robot finger with three knuckles and three robot fingers 
are designed identically. Fig. 10 shows the 4 DOF 
designed thumb with three knuckles. Thumb has one 
more DOF due to the saddle joint to lift some objects. 

 

 
 

Fig. 8. The four-fingered robot hand system 
 

 
 

Fig. 9. The designed robot finger 
 

 
 

Fig. 10. The designed thumb 

VI. EXPERIMENTS 

We tested the explained hand motion recognition 
system. Fig. 11 shows the recognition result about rock. 
Fig. 12 shows the recognition result about scissors. Fig. 
13 shows the recognition result about paper. Although 
background is disordered, the explained hand motion 
recognition system recognized correctly.  

 

 
 

Fig. 11. The recognition result about rock 
 

 
 

Fig. 12. The recognition result about scissors 
 

 
 

Fig. 13. The recognition result about paper 
 
We implemented the designed four-fingered robot 

hand system based on the heterogeneous reconfigurable 
modular architecture [9]. Fig. 14 shows the expression 
of rock. Fig. 15 shows the expression of scissors. Fig. 
16 shows the expression of paper.  
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Fig. 14. The expression of rock 
 

 
 

Fig. 15. The expression of scissors 
 

 
 

Fig. 16. The expression of paper 
 

V. CONCLUSION 

As hand of human is the most definite expression 
part in human body, it can be useful way for the 
interaction between human and robot. In this paper, we 
proposed the hand motion recognition system and 
introduced the four-fingered robot hand system. In the 
hand motion recognition system, we found hand by skin 
color detection and then, recognized the hand motion by 
edge detection and analysis. As the proposed hand 
motion recognition system classified hand motion into 
three categories, it had high recognition rates in our 
experiments.  

In the four-fingered robot hand system, we designed 
palm, thumb, and finger using small gears instead of 
wires to accurate control without compensation. Then, 
we implemented the designed robot hand system of 
their fingers are controlled independently. Two systems 
are integrated based on the heterogeneous 
reconfigurable modular architecture for playing the 
rock-paper-scissors game. In the future, we will 
research about recognition of sign language.  
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1. Introduction   

     The fluctuation in rotational motion of gears is a 

critical issue for gear designers. Effective methods of 

analyzing motion error are needed. Based on the author’s 

developed method [1], this study proposes a new 

function of stiffness considering actual contact ratio (c.f. 

Fig. 1). By comparing the obtained results of motion 

error from the new method and the previous method, the 

effectiveness is validated. 
 

Fig. 1 Definition of actual contact ratio 

 

2. Novel general model of tooth meshing 
condition 
2.1 Tooth flank form deviation 

Fig. 2 Definition of ridge curve of tooth flank form 

 and its curve on contact line 
 

Figure 2(a) shows a schematic diagram of the infinitely 

expanded ridge curve on tooth flank [1]. The ridge curve 

R(x) is represented as: 
 

                                   (1) 

 

Figure 2(b) shows a schematic diagram of the deviation 

form on the contact line at position x. The form of the 

curve on the contact line is expressed: 
 

                                   (2) 

 

(3) 

 

 

 

(4) 

 

 

2.2 Tooth meshing stiffness 

The non-linear change of stiffness against the variations 

in the actual contact ratio is represented as follows: 
 

(5) 

 

 

(6) 

 

 

 

 

(7) 

 

 

where K0 controls the magnitude of the unit stiffness and 

ε is actual contact ratio. Figure 3 shows the definitions of 

the proposed function of unit stiffness. 
 

Fig. 3 Functions to define stiffness 
 

2.3 Formulation of motion error 

From the expressions mentioned, the absolute amount of 

motion error Te is represented as: 
                                    

                                   (8) 

 

 

 

 

(9) 

 

 

The normalized motion error Te0 is defined: 

 

           (10) 

 

3. Effect of changes of parameters in 
distribution function of unit stiffness 
     Figure 4 shows the distribution function of unit 

stiffness on x-direction under each value of parameter kx. 

The conditions that, compared with the stiffest contact 
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line (at the center of tooth flank), the stiffness of other 

contact lines are lower can be expressed by parameter kx.  

     The changes of the actual contact ratio at peak and 

valley and also the amplitude of motion error at peak 

against parameter kx is shown in Fig. 5. It can be 

concluded that parameter kx has an influence on the 

actual contact ratio at peak and valley and also the 

amplitude of motion error at peak position. Figure 6 

shows the distribution function of unit stiffness on 

x-direction under each value of parameter i.  

Fig. 4 Relationship between parameter kx and 

 position of contact line, x 

Fig. 5 Relationship between parameter kx and motion 

 error at peak and valley positions 

     Figure 7 shows the changes of against the 

amplitude of motion error at peak position against 

parameter i. Overall, the effect of parameter i is very 

small. Based on these results, previous method and the 

newly proposed method show the identical trend. 

 

Fig. 6 Relationship between parameter i and 

 position of contact line, x 

 

Fig. 7 Relationship between parameter i and motion 

 error at peak and valley positions 

 

4. Conclusions 
     In this report, by using a formulation for gear 

motion error based on a general model for meshing 

condition, the effectiveness of the newly proposed 

method to represent the stiffness was analyzed. The 

results obtained by both methods show that the analyzed 

characteristic of the motion error were in a good 

correspondence between the proposed method and the 

previous one. 
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Abstract: In this paper, research on how to make an adaptive algorithm for user’s walking intent detection is presented. 

User’s intent detection is the most critical problem in rehabilitation robots designed to help paraplegic patients. It is 

very difficult to overcome this problem in the dynamic environments. The idea of adaptive method is the combination 

of machine learning technics. Grammatical evolution is used to evolve C++ codes related user’s intent detection. 

Dynamic time wrapping is used in appraiser which is in charge of a fitness function for the evolutionary process.  

 

Keywords: Rehabilitation Robot, User’s Intent Detection, Adaptation, Genetic Algorithm, Symbolic Regression, 

Dynamic time wrapping 

 

I. INTRODUCTION 

Recently, many researches related to helping the 

disabled and elderly are conducted. Most popular is the 

area of wearable robots. A wearable or exoskeleton 

robot is a robot which one can wear like a second 

skeleton. Representative researches are HAL[1], and 

ReWalk[2]. HAL was initially designed to augment 

muscle power of the elderlies but its abilities were 

extended to walking assistance for paraplegia patients. 

Another well-known robot is ReWalk, developed by 

Argomedtec, Israel. ReWalk uses tilt sensors, attached 

to the torso, and force sensors, located in the robot’s 

soles, to detect the user’s intent. The robots mentioned 

above succeeded in detecting the user’s intent, but they 

have their limitations. The reason for this is that the 

robots have only been applied to experimental scenarios. 

Daily life or dynamic environments are much more 

difficult since several unexpected situations can arise. 

In this paper, we propose an adaptive method to 

detect user’s intent in dynamic and daily environments. 

In order to acquire a proper method, we combined two 

methods, symbolic regression and dynamic time 

wrapping. 

 

II. DEFINITION OF USER’S INTENT 

DETECTION 

Before developing a method for adaptive user’s 

intent detection, intent detection for both robot and 

human has to be defined. In the case of wearable robots, 

‘the decision at what time which action should be 

performed is dependent on the users and the actions 

selected by the user are simply conducted by robot’. In 

other words, the robot’s role can be limited to detecting 

signals WHAT and WHEN from users and then 

executing the according behavior. The problem of 

detecting behavior intention could thus be regarded as a 

user’s intent detection problem. It can be defined 

mathematically as follows:   

 

 f(𝑥𝑡 , s𝑡) → 𝑥𝑥+1               (1) 

𝑥𝑡 ∈ *𝑠𝑡𝑎𝑡𝑒1, 𝑠𝑡𝑎𝑡𝑒2, 𝑠𝑡𝑎𝑡𝑒3, … , 𝑠𝑡𝑎𝑡𝑒𝑛+    (2) 

𝑠𝑡 = ,𝑓𝑙1 𝑓𝑙2 …  𝑚𝑠-             (3) 

 

In equation (1), function 𝑓 is the function of user’s 

intent detection. This function computes the state x at 

time t+1 using the current state 𝑥𝑡  and the sensor values 

𝑠𝑡  as input. The new state 𝑥𝑡+1 can be the same or 

different to the previous state. Using the new state, the 

robot determines and conducts its next behavior. 

 

III. RESEARCH FOR AN ADAPTIVE   

USER’S INTENT METHOD 

Two phases are introduced, one which is a training 

phase and the other which is an adaptation phase for the 

proposed method. 

Furthermore, the system is organized as shown in Fig. 1. 

In the training phase, an intention estimator, detecting 

the user’s intent, is developed by grammatical evolution 

(GE)[3] with off-line sensor data. After development, 
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this block detects the user’s intent from the inputs of the 

robot’s current state and the sensor data at time t. The 

intention estimator is continuously adapted by GE 

throughout the robot’s task. This phase is called the 

adaptation phase. In the adaptation phase, a dynamic 

time wrapping algorithm is used as a fitness function of 

the intention estimator in an intention estimator 

appraiser block. 

 

Intention Estimator
(evolved by Grammatical 

Evolution method)

Intention Estimator appraiser
(made by neural network or 

DTW)

Sensors
s

s r

Robot
State

Manager

s x

x’

 
Fig. 1. The block diagram of proposed method 

 

1. Grammatical Evolution 

Grammatical evolution (GE) is a sort of symbolic 

regression method evolving the program code using a 

genetic algorithm and a Backus-Naur form (BNF). A 

BNF is a meta language to describe the syntax of 

programming languages. BNF grammars are defined 

and binary chromosomes evolved to make the program 

code of the intention estimator.  

 

2. Dynamic Time Wrapping 

Dynamic time wrapping is used to make the fitness 

functions for the genetic algorithm described above in 

the adaptation phase. This algorithm has the specialty of 

measuring similarities between two sequences which 

may vary in time or speed. In this paper, the similarities 

between previous and current foot sensor patterns would 

be detected by this algorithm.  

 

IV. EXPERIMENTS PLAN 

To verify our proposed method, experiments are 

planned using 16 force sensing register (FSR) sensors, 

located in foot part of rehabilitation robots. Two 

different experiments will be conducted. 

In the training phase experiment, off-line sensor data 

is used to make the intention estimator function. This 

data includes 16 FSR values and the result of user’s 

intent detection. A grammar that generates programs for 

an intention estimator is given below. 

 

<code> ::= <line><code> | <line> 

<line> ::= <lhs>=<rhs>; \n 

<lhs> ::= <var> | <state> 

<state> ::= state 

<var> ::= r[0]|r[1]|…|r[13] 

<rhs> ::= <arg1> <op> <arg2> 

<arg1> ::= <var> | <sensor> 

<sensor> ::= s[0]|s[1]|…|s[15] 

<arg2> ::= <const> | <var> | <sensor> 

<const> ::= <pm>0x<hex><hex><hex> 

<pm> := +|- 

<hex> ::= 0|1|…|f 

<op> ::= + | - | * | & | BITOR | ^ | << | >> 

 

The genetic algorithm setting to be used in the 

training phase is as follows.  

- The generation size is 5000. 

- Single-point crossover with probability 0.9 

- Bitwise mutation with probability 0.01 

- The population size is 500. 

 

In the adaptation phase experiment, we 

decrease the generation size to 20 and the 

population size to 3 in order to get the fast 

evolution. The intention estimator appraiser is used 

as fitness function of the grammatical evolution. 

 

VI. CONCLUSION 

An adaptive user’s intent detection method is 

proposed in this paper. By combining two machine 

learning method and dividing the process of evolution 

into two phases, we expect to acquire an adaptive 

method to detect user’s intent. In the future, we will 

apply this method to our robot and verify its 

effectiveness. 
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Abstract: This paper presents a touch sensor system of an android robot developed by authors. In our android, touch 
sensors are embedded under artificial skin which is composed of special silicone. Also the thickness of the skin is about 
5 to 20 mm in the face and hands. In general, as the skin is thicker, the recognition rate of conventional resistive touch 
sensor is worse. In addition, irregular artificial skin surface does not guarantee the recognition of various touching 
movements. To improve the recognition rate of touch sensor, we developed capacitive touch sensors with touch 
controller module. In order to verify the effectiveness of our touch sensor system, we test it in various conditions of 
thickness and touching movements. Also we show some applications of interactive communication using our touch 
sensor system between human and android robot. 
 
Keywords: Android robot, Capacitive sensor, Touch sensor, Flexible Tactile sensor. 

 

I. INTRODUCTION 

Using the touch-sensor technology is contacted by the 
human often has been applied to many mobile devices. 
This technology is shown in Figure 1 applied to the 
Android robot or Humanoid robot was also used. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
However, the general robot used touch-sensor 

technology in the purpose for which power was 
measured. Touch-sensor technology in the android robot, 
rather than for the purpose of measuring the force for 
the purpose is to interact with human. In the case of 
android robots are composed of thick artificial skin. The 
force exerted from the outside is difficult to be passed 
inside the touch sensor pad. In addition, the android 
robot out of the artificial skin should not be exposed to 
the touch sensor pad. Also more than 10mm in thickness 
artificial skin was used in the general robotics and 
force-based touch technology is difficult to apply. The 
outer surface of the android-robot is complex as Figure 
2 shows the typical force-based touch sensor using a 

variety of movements can not be guaranteed. Therefore, 
various facial expressions are critical problems in the 
android robot. 
In this paper, a touch sensor system for android robot 

interaction is about the development. Change in 
capacitance value due to contact with the human body 
to detect and obtain data from each of the touch sensor 
pad for the touch sensor module; Touch sensor module 
to collect the data obtained by the various touch-
operation results can be transferred to the host device, 
the touch module controller; Analysis of the data 
received from the touch module controller for the robot 
to determine whether any act came in, the robot is to do 
as a result of behavioral patterns were selected to 
generate a corresponding control command signal sent 
to control the target controller, the host processor(PC: 
personal computer) unit program Includes. 
. 

II. OPERATING PRINCIPLE OF CAPACITIVE 

TOUCH SENSORS 

Capacitive touch sensors that measure the variation in 
capacitance of the touch sensor pad and the humidity, 

Fig. 1 Robots using tactile sensors 

Fig. 2 Ever-2 Head : inner structure and face 
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pressure, location, etc. can be measured. Pressure 
sensors, touch sensors, accelerometer sensors, etc. are 
typical. 
Common measurement for capacitance sensor can 

range from the tens of pF is pF. In this paper, we apply 
the touch sensor SoC(System On Chip) is used to model 
the NTS1006 product by NextChip Ltd. Chip 
capacitance measurement precision and resolution has 
0.1pF capacitance also has six input channels. In this 
paper, in an SoC was used the two capacitive input 
channels. 
General formula of capacitance relationship between 

PAD size and relative permittivity are as follows. 
 

  (1) 

 
  
Touch sensor pad occurs in the size of the capacitance 

in the above formula (1) and the same, the touch is 
inversely proportional to the distance and is 
proportional to the pad size. In addition, the touch pad 
and the contacts between the relative permittivity 
capacitance can be a significant change in capacity. 
Typical relative permittivity of the acrylic 2.5 ~ 3, FR4 
PCB 4.3 ~ 4.6, 2.0 to 3.5 rubber, air 1, the water has 80 
properties. Silicone artificial skin on the android-robot 
picks up the attributes on the relative permittivity 
constant of 2 to 3.5 typically rubber like material 
properties and the mixing ratio varies depending on the 
value. Low relative permittivity and complex face 
various forms of internal structure of the metal frame is 
mounted. Thus, the capacitive touch pads are difficult to 
operate reliably in the android robot. Between touch pad 
and is particularly close to a thick artificial silicone skin, 
due to the low relative permittivity constant is difficult 
to obtain sufficient capacitance. To overcome these 
problems, this paper has developed a touch sensor pad 
size of 10X12mm. Also, SoC RF Noise in a number of 
input channels to prevent the incoming input channels 
were mounted in front of the LPF(Low pass filter). As a 
result, a touch sensor operates from a variety of RF 
Noise was an error does not happen. The SoC delta 
detection algorithm based on the threshold algorithm is 
applied to a variety of changes in capacitance values 
could be obtained quickly. 
 

. 
III. DESIGN OF TOUCH SENSOR SYSTEM 
The authors have developed a touch sensor system 

is shown in Figure 3. Two touch pad with a touch 
module, comparative data for each touch pad may be 
sensing the moving action. Touch module was applied 
to a high-performance SoC(NTS1006), and I2C 
communication with the touch module controller is 
connected. 400KHz and 100KHz to 100KHz of the 
speed of I2C communication used. 

 

 

 
Communication speed is too high for the sampling 

period is short, touch-sensing value is acquired 
abnormal value by experimental and applied to the 
communication speed of 100KHz. Calibration of touch 
module, initialization, and communications functions 
are programmed in the  touch module controller. 
Contact with touch sensor pad have a relative 
premittivity capacitance occurs as should perform 
calibration. The reference value is set to occur as the 
capacitance and capacitive touch operation changes the 
value of accurate sensor reference value must be 
deducted from the acquisition can be. 
Communication mode UART / USB / CAN approach 

can be used, but in this paper for easy multiple access 
CAN2.0A version was used. 
Host device (PC: personal computer) 25ms intervals 

from the touch module controller touch sensor pad for 
each data value is obtained within the sensing. Obtained 
touch data based on the behavior patterns which 
determine whether the touch and judge the results 
shown in the touch module was mounted on the LED.  
In this paper, the behavior patterns of touch PAD1, 
PAD2 a 25ms cycle Data obtained from the touch-verify 
the data obtained were analyzed based on the behavioral 
patterns of touch. In the developed touch sensor system 
can distinguish between various touch behavior patterns 
that looked out through the following experiment. 
 

IV. EXPERIMENT 
 

 

 

Fig. 3 Touch Sensor System 

Fig. 4 Touch operation on the touch sensor pad
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Exposed as shown in Figure 4 on the touch sensor pad 
touch action was tried. Touch sensor pad exposed in the 
middle do not have a relative permittivity capacitance 
value could be obtained as the results shown in Figure 5. 

 

 

 

 

 

 

 

 

 

 
Touch sense value, as shown in Figure 5, the sensing 

range is 1000-5500, and after a touch more than 100ms 
in case of move has a time-shift operations, sensing that 
a well could be confirmed by experiments. 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 6 shows a touch sensor and a relative 

permittivity between the chains in the presence of 
artificial silicon skin the experimental data shown in 
Figure 7. Android robots face a common area of 
artificial silicon skin thickness has a thickness of about 
0.5cm ~ 1.4cm. 

 

 

 

 

 

 

 

 

 

 
As shown in Figure 7 500-1000 range between the 

sensor data and experimental results in Figure 5 
confirmed that more data can be reduced in scope. 
Distance increases and the relative permittivity as 
described in Formula 1 is the reason. However, as 
shown in Figure 7 from the touch sensor operates 

sufficient change in capacitance could be confirmed. 
Figure 7 is stable to have been confirmed by 
comparison with Figure 5. 
 

V. CONCLUSION 

In this paper, for Android Robot capacitive touch sensor 
system was developed. Android robots applied to the 
face above the thick artificial silicon skin that stable 
operation is performed through the previous 
experiments could be confirmed. Android robots 
through experiments and a variety of human interaction 
can be sure that it could be seen. In this paper, the 
perfect interaction with the robot did not perform. If 
further studies continue to design the entire touch sensor 
will be mounted on the robot. Through this pattern, 
corresponding to various natural touch interaction 
research is carried out is expected to continue. 
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Fig. 6 Touch operation on the artificial silicon skin

Fig. 7 Touch operation on the results of the artificial 
silicon skin 

Fig. 5 Touch operation on the results of the touch 
sensor pad 
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Abstract: In this paper, we propose remote control and conversation system between human and android via internet. 
Android is a robot resembles human being not only its appearance but also behaviors. The android EveR-3 which was 
developed by authors can express facial expressions and lip synchronizations. Also it can talk with a human, because it 
has voice recognition/synthesis engine and conversation database. To control the android in remote place, we develop 
an online chatting program with webcam and connect it to the program of the android. At this time, the Android's side 
becomes a server and user side is a client. Then, user can order the operation commands to the android using this 
system or talk with it by voice and text messages. In this paper, we will show some examples to verify the effectiveness 
of our system. 
 
Keywords: Remote control, Remote conversation, android robot 

 

I. INTRODUCTION 

Remote control in robotics, have been developed in 
the field of dangerous environments such as nuclear 
power plant, deep sea, and space. In recent years, as 
intelligent service robots in our home or life have been 
developed, the application of remote control is wider. 
The home service robots, such as pet robot, home guard 
robot, education robot, are produced as commercial 
goods. In this paper, we proposed remote control and 
conversation system for applying to a personal service 
robot. Proposed system is verified by applying to the 
android robot developed by authors. 

 

II. ANDROID ROBOT 

Android robot resembles human being not only the 
appearance but also its behaviors. We have developed 
android robot for researching the emotional interaction 
between human and robot. 

Our first android, EveR1-1 is capable of motion from 
her torso up because her lower body is a dummy. She 
has 35 D.O.F (degree of freedom) with 15 D.O.F in 
head [1]. She can do facial expressions of four emotions. 
EveR-1 is applied to guidance service of an exhibition, 
oral narration of fairy tales. EveR-2 is bipedal type [2]. 
So she can sing a song in standing. EveR-2 has the 
lower body with 12 D.O.F. She has the function of 
EveR-1 and is added the function of whole body 
coordination and dialogue engine. Her gesture, facial 

                                                           
 
1 The name EveR derives from the Biblical ‘Eve’, plus 
the letter ‘R’ for robot. 

expression, lip synchronization, and vision recognition 
are upgraded. EveR-3 is the latest version of our 
android [3]. She can move the ground because she has 
wheel based lower body. So she could be debuted as a 
robot actress in Korean musical performance, “EveR 
comes to Earth” at Feb. 18, 2009. Also the design of 
facial muscles in head (23 D.O.F) is based on 
anatomical structure of human face. So the expression 
ability of emotions is more abundant. Fig. 1 shows some 
examples of facial expressions of EveR-3. 

 

 
Fig.1. Facial Expressions of EveR-3 

 

III. REMOTE CONTROL SYSTEM 

1. Remote control and conversation 
To control and have a conversation with robot in 

remote site via internet, we use one of internet 
messaging software which has the function of video 
conferencing; Skype (www.skype.com) is used in this 
experiment. Fig. 2 shows the proposed system that is 
composed of three parts; one is user (or client), the 
second is a server with webcam, the other is android 
robot, EveR-3. Internet messaging software must be 
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installed in user computer and the server. After a user 
and server are connected each other in online, the user 
can type or tell a message. Server interprets the message 
is a command or a conversation.  

 
Fig.2. Components of remote system 

 

The difference between a command and a 

conversation is whether input message (by typing or 

voice) is same with one of reserved scenario files or not. 

Scenario files will be explained in sec. III-2. For 

example, if ‘right hand up.txt’ is one of scenario files, 

also if an input message is ‘right hand up’, and then 

EveR-3 plays the scenario files. If the input message is 

not matched with reserved scenario files, then the robot 

responds the answer as the input message is a question. 

At this time, dialogue engine of EveR-3 is used. 

Fig. 3 shows the internet messaging software used in 

this paper. We can see the robot and can type a message. 

Also we can say using microphone which is connected 

in PC. The internet messaging software transmits the 

message and voice to the server in remote site. 

 

 
Fig.3. Remote control and conversation tool based on 

video conference using Skype 
 

2. Scenario editing tool 

EveR-3 has dialogue engine with conversation fairs 

that has 5,000 Q&A fairs which is used in ordinary life. 

So if one asks a question to the robot, it answers the 

question using dialogue engine. 

Another working mode of EveR-3 is scenario mode. 

In scenario mode, a robot plays the scenario files. A 

scenario file has composed of voice, facial expression, 

and gesture with the start time of each. As times goes, 

the voice, facial expression, or gesture is played. User 

can create and edit the scenario files using the tool in 

Fig. 4. 

 
Fig.4. Scenario editing tool 

 

VI. CONCLUSION 

In this paper, we developed remote control and 
conversation system. Using video conference software, 
user can see the moving images of a robot in remote site, 
and can control or talk with the robot by text messages 
or voice commands. If user types or orders the 
commands through the software, then the robot can do 
some actions according to the command. If user talks 
about something, the robot responds. We think that the 
proposed system will be applied to remote medical 
examination, remote education, and so on. 
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Abstract: In this study, three methods are compared for checking the most effective method of searching the optimal 

combination of dither matrix. Three methods are Genetic Algorithm (GA), Simulated Annealing (SA) and Taboo 

Searching. The images that are used in this study are Human, Human rotating 180 degrees and Swiss. As a result, the 

method of GA is the most excellent in these methods. 

Keywords: Dither matrix, Bayer method, GA, SA, taboo searching, optimal combination. 

 

I. INTRODUCTION 

Nowadays, there are some popularly methods of dither 

matrix. These methods are good on a viewpoint of image 

quality. However, the study that is searching effective 

dither matrix viewpoint of optimization combination 

without method of GA is not able to be found. Then, the 

best effective method for searching better dither matrix is 

checked. Searching method s are three, GA, SA and 

Taboo Searching. The comparing candidate is Bayer 

method. Algorithm of GA, evaluating method and the 

exposition of dither matrix are shown by Tsuneyasu[1].  

 

II. ALGORITHM OF SA 

The algorithm of SA is as below. 

(1) An individual that have matrices which is set 

elements in at random is prepared.  

(2) New individual is made by changing element of the 

individual which is made at operation (1).  

(3) Comparing two individuals  

(4) New individual is made by exchanging element of 

the individual getting better evaluated value 

(5) Running over from (3) to (4) until the satisfaction 

of the conditions. 

In this study, the conditions are that temperature is 

under number which is set at hand or evaluated value of 

SA is better than Bayer method. 

III. ALGORITHM OF TABOO SEARCHING 

The method of Taboo Searching is as below. 

(1) The matrices which have elements set in at 

random are prepared (it is named individual A) 

(2) Making some individuals based the individual A 

(3) Evaluating and comparing these individuals 

(4) The best evaluated value individual (it is named 

individual B) is selected by these individuals 

(5) If combination of individual A and B has be 

selected before, return to operation (2) 

(6) Comparing individual A and individual B  

(7) If individual A is better than individual B, return 

to operation (2) 

(8) If individual B is better than individual A, making 

some individuals based the individual B 

(9) Running over from (3) to (8) until numbers of 

repeat time surpass numbers of generations   

 

IV. RESULT 

The evaluated value of four methods changing each 

images are as below. 

(1) The image of human 

Bayer: E=102.846, GA: E=102.785 

 SA: E=102.823, Taboo searching: E=102.836 

(2) The image of human rotating 180 degrees 

Bayer: E=102.848, GA: E=102.817 
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SA: E=102.813, Taboo searching: E=102.929 

(3) The image of Swiss 

Bayer: E=101.544, GA: E=101.484 

SA: E=101.526, Taboo searching: E=101.532 

Then, the best evaluated value of Human rotating 180 

degrees is SA. However, the best evaluated value of all 

patterns is GA. In addition, evaluated values of each 

image by using GA are averagely good. Then, as this 

result, the optimal method of searching the effective 

combination of dither matrix is thought that is GA. 

  

VI. FIGURES/TABLES 

 

Fig1. The image of human by using Bayer method  

 

 

Fig2. The image of human by using GA  

 

 

Fig3. The image of human by using SA 

 

Fig4. The image of human by using Taboo Searching 

2. Table 

Table1. The matrix of using GA to human 

 

 

 

 

 

 Table2. The matrix of using SA to human 

 

 

 

 

 

 Table3. The matrix of using Taboo Searching to 

human 

 

 

 

 

 

 

V. CONCLUSION 

 Unless using same image, the results of GA for human 

and human rotating 180 degree are not point symmetry. 

This reason will be that these results of GA are 

convergent local solution. Then, the problem is accuracy 

enhancement of GA by making change factors. 
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